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A B S T R A C T

Carbon-neutral fuels are key to decarbonizing hard-to-abate sectors. Solar redox cycles can produce them by 
creating oxygen vacancies in a metal oxide capable of splitting water and CO2. The resulting synthesis gas can be 
processed into a liquid fuel like methanol. To close the carbon cycle, feedstock CO2 can be captured from the 
atmosphere with direct air capture (DAC), but the synergies between synthetic fuel production and DAC are 
largely unexplored. In this work, four integration strategies between DAC and solar redox cycles are proposed. 
Each of them is modeled with Aspen Plus and HFLCAL and compared with a techno-economic and a cradle-to- 
gate life cycle assessment. The optimal configuration, with a levelized cost of 7.9 ± 0.4 USD2022/kgMethanol and a 
climate change impact of − 450 ± 30 g CO2e/kgMethanol, uses solid DAC powered by waste heat. Therefore, the 
study recommends the integration of DAC in the production of synthetic fuels.

1. Introduction

Without action, global temperatures could rise by 2.7 ◦C by 2100, 
disrupting nearly every ecosystem in the world [1,2]. Tackling climate 
change will involve transitioning away from fossil fuels, which in turn 
calls for a major technological breakthrough [3,4]. Here, two important 
technologies that can foster the energy transition are explored: direct air 
capture of CO2 and solar thermochemical cycles.

Direct air capture of CO2 (DAC) has attracted considerable attention 
in recent years due to its ability to remove and concentrate very dilute 
carbon dioxide from the atmosphere. The removed CO2 can either be 
sequestered or used as a feedstock for the carbon capture and utilization 
industry (CCU) [5]. While relatively expensive compared to other cap-
ture technologies, DAC differs from other alternatives in that it does not 
have obvious biophysical limitations (as biogenic sources do) and can 
produce truly carbon-neutral CO2 when powered by renewable energy 
(as opposed to point-source carbon capture of industrial flue gases, 
which contain mostly fossil CO2) [6–8]. One of the most pressing con-
cerns surrounding the proliferation of DAC is its high energy con-
sumption. Furthermore, the energy utilized must be as low-carbon as 
possible to prevent a drastic reduction in system efficiency due to the 
associated indirect emissions [9–11]. As a consequence, there is a need 
for technological developments that can address this issue [12]. At the 

present time, there is a broad portfolio of DAC technologies. Two of 
these are considered in this study on the basis of their superior readiness, 
namely solid sorbent and liquid solvent direct air capture, frequently 
referred to simply as S-DAC and L-DAC, respectively. While S-DAC 
employs a solid sorbent that adsorbs carbon dioxide, the L-DAC process 
relies on a liquid solvent that chemically absorbs the CO2 in the air. 
Notably, the former can release the captured carbon dioxide by applying 
heat at low temperatures (around 100 ◦C), while the latter requires 
elevated temperatures for regeneration (as high as 900 ◦C), for which 
oxyfuel combustion of natural gas is often proposed, resulting in the 
mixing of fossil CO2 with atmospheric CO2 [5,13,14]. Solar thermo-
chemical cycles, unlike the currently most mature processes that rely on 
electricity, can produce hydrogen directly from heat. This avoids the 
energy losses involved in power generation and greatly increases the 
potential efficiency of the technology [15–17]. There are several types of 
solar thermochemical cycles. Here, the focus is on a technology called 
redox cycles, where a metal oxide (in this case, cerium dioxide) is 
reduced at elevated temperatures and low oxygen partial pressures to 
form oxygen vacancies in the metal oxide structure. The material is then 
oxidized again in the presence of steam at lower temperatures to pro-
duce hydrogen. This process can also occur in the presence of CO2, 
resulting in the formation of carbon monoxide, which can be combined 
with hydrogen to produce synthetic liquid fuels [18,19]. The reactions 
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do not consume any metal oxide and the cycle can start again with the 
reduction step [20,21]. It is nevertheless important to note that, at the 
time of writing, the efficiency of redox cycles remains relatively low in 
comparison to other synthetic fuel production pathways [22]. Indeed, 
the most efficient reactor is only able to store 5.25% of the solar energy 
supplied to the reactor as fuel, and when accounting for the DAC unit or 
the downstream processing, the efficiency is reduced even further [23]. 
Although there are several promising designs and strategies that could 
substantially enhance the technology’s performance in the near future 
[24–26], the utilization of the available waste heat for powering often 
overlooked side-processes, such as the CO2 supply, represents an indi-
rect way of increasing the overall system efficiency [27]. Currently, the 
most significant legislative instruments on low-carbon fuels permit the 
utilization of CO2 from point source carbon capture as a feedstock for 
hydrogen-derived liquid fuels. However, DAC (and equivalent processes 
that capture atmospheric CO2) are the only possible sources to produce 
carbon-neutral synthetic fuels [28–31], which makes the integration of 
DAC and the production of synthetic fuels a promising area of research. 
Recent studies in the field of green methanol production have included 
the DAC units within their boundaries. Nevertheless, existing research 

either excludes integration between fuel production and the DAC system 
[31–33] or, when integration is considered, details regarding the ben-
efits of this integration are not provided [34,35]. This work attempts to 
address this knowledge gap by quantifying the significance of inte-
grating DAC with fuel production, using solar redox cycles as a case 
study. This research builds on previous studies published by the authors, 
in which the different synergies were identified, modeled, and evaluated 
from a techno-economic perspective [27,36]. Herein, the final results 
are reported, merging the environmental with an updated economic 
assessment that provides a more realistic cost estimation.

The study comprises a description of the various proposed integra-
tion strategies, followed by a methodology section in which the details 
and assumptions utilized in the modeling and economic and environ-
mental assessments are documented. Then, the economic and carbon 
footprint results are presented, accompanied by their respective break-
downs, a sensitivity analysis, and a discussion of the burden shifting 
between impact categories. Finally, the levelized cost and the carbon 
footprint of the produced methanol are combined and compared to fossil 
methanol.

Fig. 1. Overview of the scenarios considered in this study, which involve the integration of solar methanol production by a redox thermochemical cycle with 
different DAC technologies. At the top of figure (A), a complete system-level flowsheet diagram is shown for the baseline case. For the sake of simplicity, the 
remaining diagrams have omitted the fuel production section, as it remains unchanged. These diagrams illustrate the integration strategies for the “L-DAC + O2” 
scenario (B), the “L-DAC + Solar” scenario (C), the “S-DAC + Steam” scenario (D) and the “S-DAC + HVAC” scenario (E).
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2. Material and methods

As illustrated in Fig. 1, four distinct scenarios were developed, each 
with a unique configuration integrating DAC with the solar thermo-
chemical cycle [27,36]. These scenarios were then evaluated against a 
baseline with no integration between DAC and the solar fuel production. 
The baseline scenario considers conventional L-DAC due to the generally 
higher maturity of the different units that comprise it, although its 
technology readiness level (TRL) is in practice comparable to that of 
S-DAC [37].

In the “L-DAC + O2” scenario, the conventional L-DAC with oxyfuel 
natural gas combustion is also considered, but it utilizes the oxygen 
produced by the thermochemical cycle instead of relying on an air 
separation unit. The “L-DAC + Solar” scenario introduces a new concept 
where L-DAC is powered entirely by solar energy, eliminating the need 
for oxyfuel natural gas combustion. The “S-DAC + Steam” scenario 
features an S-DAC system installed in the solar fuel plant, capable of 
utilizing low-quality waste heat in the form of low-pressure steam from 
the thermochemical cycle. Finally, the “S-DAC + HVAC” scenario in-
volves a decentralized S-DAC system, capturing CO2 from the airflow in 
the heating, ventilation, and air conditioning (HVAC) systems of 
buildings in urban areas near the plant [38].

It should be noted that the four scenarios presented do not represent 
all possible combinations (which increase substantially when including 
emerging DAC technologies or small-scale systems), but they provide an 
overview of the simplest combinations for the most mature DAC tech-
nologies. It is also important to note that in configurations where natural 
gas is burned in the L-DAC, only the fraction of atmospheric CO2 is used 
as feedstock, while the fossil fraction is permanently sequestered.

As observed in Fig. 1, surplus electricity generated in the thermo-
chemical cycle is utilized in the DAC units for all integration scenarios. 
Nevertheless, some of them, namely “L-DAC + O2” and “S-DAC +
HVAC”, necessitate supplementary electricity input. In the case of the 
former, this input is required on a continuous basis, thus considering 

grid electricity from a pricing and emissions perspective. For the latter, 
since electricity input is only needed during the day, cheaper and 
greener electricity produced with photovoltaics (PV) was considered.

Simulations were developed for each component of the process. The 
models for the conventional L-DAC and S-DAC were extracted from 
literature [39,40]. In the case of the conventional L-DAC, the model had 
to be adapted to consider the impact of environmental factors (i.e., 
temperature, relative humidity and atmospheric pressure) [41]. For the 
solar L-DAC, the Aspen Plus® and HFLCAL models developed in a 
dedicated study previously published by the authors were utilized [42].

The fuel production process, consisting of the thermochemical cycle, 
methanol synthesis, and auxiliary systems (e.g., vacuum system and 
Rankine cycle), is shown in Fig. 2. This process was modeled in Aspen 
Plus®, while the heliostat field and solar tower were simulated with the 
DLR software HFLCAL [43]. Further details regarding these simulations 
can be found in the Supplementary Information.

For the redox thermochemical cycle, a particle reactor was consid-
ered to reduce CeO2 at 1500 ◦C and 1 mbar under design conditions, 
which translates into a reduction extent (δred) of 0.0221 [44]. After-
wards, these particles were split into two branches to perform the carbon 
dioxide and water splitting in dedicated oxidation reactors at 900 ◦C and 
1 bar. Under these conditions, a conversion of steam and CO2 of 40% is 
expected [44].

Due to the large temperature difference between the reduction and 
oxidation reactors, heat transfer between hot and cold particles streams 
is desirable. While there are several approaches being studied about the 
most efficient way to perform this heat recovery, a set of indirect heat 
exchangers with supercritical CO2 as a heat transfer fluid was considered 
in this work based on literature recommendations [45–47]. The system 
achieves a heat transfer of 50% between hot and cold particle streams 
and uses the remaining heat for two purposes: preheating water and CO2 
to 900 ◦C before being fed to the oxidation reactors and producing 
motive steam for the vacuum system.

As extensively described in literature, low oxygen partial pressure at 

Fig. 2. Simplified process flow diagram of the solar fuel production system. The different colors used in the diagram describe the stream compositions: blue for H2O/ 
H2, green for CO2/CO, purple for CeO(2-δ), red for supercritical CO2 (shown as “sCO2”), orange for CO/H2/methanol (the latter shown as “MeOH”) and yellow for O2. 
Additionally, the type of steam produced is shown next to the main heat exchangers used for steam generation: “MS” stands for motive steam and is used in the 
vacuum system, and “TS” stands for turbine steam and used in the Rankine cycle. (For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.)
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the reduction reactor increases the metal oxide’s reduction extend, thus 
improving the overall efficiency of the system [44]. While this low ox-
ygen partial pressure can also be achieved by a sweep gas (such as ni-
trogen or argon), vacuum has been reported to be more energy efficient 
[48]. In the present work, vacuum produced with multiple stages of 
steam jets was considered. Although steam jets may not be the most 
efficient systems, their low cost combined with the availability of large 
quantities of motive steam makes them especially suitable for oxygen 
pumping in redox thermochemical cycles [49]. Since the fuel production 
was forced to be energetically autonomous (i.e., without additional 
power input to operate the vacuum system), the vacuum level was 
dependent on the amount of waste heat available as motive steam. This 
constraint set the reduction pressure of the reduction at 1 mbar, as 
operating the system at a lower pressure (e.g., 0.5 mbar) would result in 
a higher reduction extent, which, for a given plant capacity, would 
translate into a lower ceria flow rate. Consequently, a lower motive 
steam flow rate would be available, which would be insufficient to 
sustain the higher energy demand of the new vacuum [36].

The reactor operating conditions for the methanol synthesis were set 
at 250 ◦C and 50 bar with a synthesis gas conversion of 50%. Isothermal 
operation was assumed with the heat generated being removed by a 
cooling jacket that produces steam [50]. For simplicity, the reaction 
kinetics were not implemented in the reactor model. Due to this 
simplification, parallel reactions that would actually occur due to CO2 
impurities in the feed were not considered. The methanol production 
was assumed to be continuous as opposed to the intermittent synthesis 
gas production via the redox cycle. This choice aims to reduce the in-
vestment cost of the methanol plant due to the much higher number of 
full load hours, but it requires a storage system for the produced 
hydrogen and carbon monoxide as a buffer. This storage was designed at 
50 bar and sized to supply the methanol plant for 48 h.

In alignment with other green methanol projects, a net capacity of 
10 kt of methanol per year was assumed considering a utilization rate of 
90% [51]. To achieve this capacity, the optimal solar field size was 
found to provide 400 MW of thermal power under design conditions. 
This is a trade-off between a small solar field that is too close to the 
nominal capacity of the redox cycle (resulting in a low number of 
full-load hours of the chemical equipment) and an oversized solar field 
that wastes large amounts of solar energy through curtailment during 
the annual peak hours. In order to reach the desired temperatures, the 
solar flux was set at 2.5 MW/m2 [26,52]. These conditions cause the 
reactor to have a steady-state efficiency of 73.1% when considering the 
reflectivity, reradiation and convection losses [53,54]. In total, the solar 
field had 6345 heliostats (with a combined reflective area of 1.42 km2) 
and a 250-m tower, in line with the towers built for the largest 
concentrating solar power (CSP) projects in existence today [55]. Apart 
from recommending the optimal solar field layout, the HFLCAL software 
also provided the solar field efficiencies depending on the solar elevation 
and azimuth angles, which can be found in the Supplementary 
Information.

The location selected for the study was an extensive plot of unde-
veloped land near the city of Riyadh, Saudi Arabia, with approximate 
coordinates of 25◦N and 47◦E and an altitude of 695 m above the sea 
level. The developed model considered the locally available solar irra-
diance, temperature, relative humidity and atmospheric pressure. These 
data were provided with hourly resolution by Meteonorm® software.

While the focus of this work is performing a techno-economic and 
environmental assessment, the solar-to-fuel efficiency of the system is 
also used for discussing the results. This efficiency is generally expressed 
as the ratio of the energy content of the synthetic fuel produced 
(considering the higher heating value or HHV) to the total primary en-
ergy input to the system. Since the process uses renewable energy that 
varies over time, system efficiency (ηSystem) is dynamic. For this reason, 
the efficiency calculation is on a yearly basis as shown in Eq. (1) and Eq. 
(2) [27] (where ṁ and A stand for mass flowrate and area, respectively). 

For some scenarios, an additional input of auxiliary energy (Q̇Auxiliary) 
has to be considered in case of using natural gas or grid electricity (Ẇ). 
The former was calculated as the annual consumption of natural gas 
multiplied by its lower heating value (LHV), since the calciner in the 
L-DAC process cannot use the water evaporation enthalpy. The latter is 
calculated as the annual electricity consumption divided by an esti-
mated efficiency of 20% (ηCSP) to convert it to primary energy assuming 
that is produced by CSP [56]. 

ηSystem =
ṁMethanol Annual • HHVMethanol

DNIAnnual • AField + Q̇Auxiliary
Eq. 1 

Q̇Auxiliary = ṁNatural Gas Annual • LHVNatural Gas +
ẆElectricity Annual

ηCSP
Eq. 2 

Capital expenditure (CAPEX) was calculated using the results of the 
simulations and a combination of available correlations for mature 
process equipment [57] and cost estimation techniques from existing 
studies for non-standard units [58]. In addition, the operational 
expenditure (OPEX) was determined by considering fixed (i.e., mainte-
nance) and variable costs (i.e., raw materials, utilities and labor). The 
equations and data used to calculate the CAPEX and OPEX can be found 
in the Supplementary Information.

The levelized cost of fuel (LCOF) was calculated from the annualized 
CAPEX, assuming local WACC as the discount rate (i.e. 6.8% [59]) and a 
25-year operating life, the OPEX, and by-product revenues. To deter-
mine the uncertainty of the results, the standard deviation of the final 
CAPEX was extracted from a 1000-sample Monte Carlo simulation by 
assigning a confidence interval of 30 and 50% to the costs of high- (TRL 
of 9) and low-maturity units (TRL 6–8), respectively.

The environmental impact of the methanol produced was analyzed 
using a life cycle assessment (LCA). As in the TEA, the functional unit for 
all scenarios and the baseline is 1 kg of crude methanol. The boundaries 
of the LCA are cradle-to-gate because the final product is a synthetic fuel 
with exactly the same structure and characteristics as its fossil coun-
terpart, and therefore the transport, use and end-of-life phases can be 
considered equivalent. The LCA was performed with openLCA 2.0.0 and 
the EcoInvent 3.7.1 database. The selected impact assessment method is 
“ReCiPe Midpoint (H) w/o LT” [60]. Since the main motivation for using 
synthetic fuels produced from atmospheric CO2 is their much lower 
carbon footprint, the main midpoint environmental impact category 
reported in the results section is “climate change”, expressed in terms of 
the equivalent mass of CO2 emitted into the atmosphere (kg CO2e). 
However, the other categories are also analyzed and the potential 
burden shifting between categories will be discussed.

The life cycle inventory (LCI) for each scenario was compiled using 
the available information from the models developed for solar fuel 
production and DAC. These models allow an easy estimation of the in-
puts and outputs of the system in terms of feedstock, utilities and waste. 
Fugitive emissions were assumed to be 2% of the methanol produced, 
based on literature recommendations [61], while emissions from in-
termediates were considered negligible. The infrastructure required to 
produce the solar fuel was incorporated in several ways. For the L-DAC 
and S-DAC, an existing LCA in the literature was used for the inventory 
of construction materials [7]. The solar L-DAC, however, required the 
creation of its own inventory by adapting the LCA used for L-DAC [42]. 
For the solar field, the redox cycle and its auxiliary equipment, different 
parts of the CSP plant available in the Ecoinvent database were used as 
proxies [62]. A figure illustrating the LCA boundaries, the description of 
the proxies and the complete LCI for each scenario can be found in the 
Supplementary Information.

3. Results and discussion

The main results of the techno-economic assessment are shown in 
Fig. 3. All integrated scenarios demonstrate a cost reduction compared 
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to the baseline LCOF. The most cost-effective integration is the “S-DAC 
+ Steam” scenario, which benefits from both the lowest DAC CAPEX and 
the lowest variable OPEX.

The reduced CAPEX in the “S-DAC + Steam” scenario can be 
attributed to the scaling of costs for S-DAC. In large-scale S-DAC facil-
ities, CAPEX is primarily driven by the adsorbent, while the process 
equipment represents a smaller share [14]. However, for the relatively 
small S-DAC plant required to supply the methanol production in this 
study, the adsorbent costs scale linearly with the amount of CO2 
captured, while the scaling factors for process equipment are adjusted 
based on specific types of equipment [58]. Consequently, the S-DAC has 
a CAPEX advantage over the L-DAC, which consists primarily of process 
equipment.

The ability of S-DAC to utilize large amounts of waste heat from the 
fuel production process is particularly advantageous, resulting in the 
lowest variable OPEX. The other scenarios do not achieve a comparable 
level of energy integration and incur higher CAPEX at this plant scale. 
Although the “S-DAC + HVAC” scenario uses the same DAC technology 
as the “S-DAC + Steam” scenario, the CAPEX associated with the DAC is 
the second highest after the baseline. This is due to the need to install 
multiple smaller units in different buildings.

Moreover, a sensitivity analysis was conducted to assess the impact 
of some variables on the LCOF. For this analysis, the scenario with the 
lowest LCOF was chosen (“S-DAC + Steam”), the most insightful vari-
ables were selected, and reasonable ranks were suggested for each of 
them. The results are displayed in Fig. 4. The economics are strongly 

Fig. 3. Levelized cost of fuel (LCOF) and its uncertainty (shown as black dots) accompanied by its breakdown (shown in bars) for the methanol produced in each 
scenario. The categories common to all scenarios are shown in greyscale. The terms “CAPEX”, “OPEX” and “DAC” stand for capital expenditure, operational 
expenditure and direct air capture, respectively.

Fig. 4. Sensitivity analysis results for the “S-DAC + Steam” scenario, which has the lowest levelized cost of fuel. The original value in the techno-economic 
assessment is shown in parentheses next to each variable name. The terms “CAPEX”, “WACC” and “DNI” stand for capital expenditure, weighted average cost of 
capital and direct normal irradiance, respectively. All costs are expressed in USD2022.
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influenced by the Lang factor, which could be reduced as the technology 
develops. The location also plays an important role, as the DNI and the 
WACC have a significant impact. As already observed in Fig. 3, the 
largest contributor to the CAPEX of the system is the chemical process 
equipment (i.e. the combination of redox cycle, vacuum system, Rankine 
cycle and methanol system).

The results of the LCA in Fig. 5 show that the integrations applied to 
each scenario resulted in significant greenhouse gas (GHG) emission 
savings compared to the baseline. In addition, an LCA was performed for 
1 kg of methanol produced from natural gas in order to have a fossil 
benchmark. As expected, the cradle-to-gate carbon footprint for the 
solar methanol was much lower than for the fossil alternative. It is also 
noteworthy that the cradle-to-gate GHG emissions for solar methanol 
are negative because, within the battery limits of the plant, the atmo-
spheric CO2 can be considered to be stored in the methanol. However, 
solar methanol produced with CO2 from DAC, similar to any other CCU 
fuel, should not be understood as a carbon capture and storage (CCS) 
solution (i.e., a process whose ultimate goal is to store CO2, thus 
resulting in negative emissions) [63]. As presented, the scenario with 
the lowest cradle-to-gate carbon footprint is the “S-DAC + Steam” sce-
nario, followed by the “L-DAC + Solar”. The differences between the 
scenarios are much more pronounced in the environmental evaluation 
than in the techno-economic evaluation. This is because while LCOF is 
dominated by CAPEX (and fixed OPEX, which is directly dependent on 
CAPEX), the cradle-to-gate carbon footprint is much more related to 
aspects such as water or energy consumption. To illustrate this, a 
breakdown of the cradle-to-gate GHG emissions for “S-DAC + Steam” 
scenario is also shown in Fig. 5.

A sensitivity analysis, shown in Fig. 6, was carried out analogous to 
the one performed in the techno-economic assessment. As already hin-
ted by Fig. 5, the variable with the highest potential impact is the solar 
field surface. This variable depends strongly on the chosen location or 
the efficiency of the solar reactor, which may improve as the technology 
advances. The next variable with a higher impact is ceria consumption, 
expressed as a percentage of total inventory replaced on an annual basis. 
While an obvious interpretation of this result is that materials and re-
actors need to be developed to minimize structural damage to ceria 
structures, reducing the ceria inventory can be an equally effective 
countermeasure by means of higher reduction extends or lower cycle 
times (currently assumed to be 32 min [25]). It is also noteworthy that 
while the cost of water had an almost negligible impact on the LCOF, it is 

a relevant variable in the climate change impact category because it is 
obtained through desalination in a country with a high carbon intensity 
electricity grid.

In order to show the potential burden shifting (i.e., when one impact 
category is worsened at the expense of improving another), Figs. 7 and 8
have been prepared. In Fig. 7, the baseline case was set as the reference 
(i.e., shown as 100% for all categories) and the values for each impact 
category in the other scenarios were divided by the baseline and shown 
as a percentage. As observed, scenarios that do not use natural gas in the 
L-DAC achieve significantly better performance in the fossil depletion 
and freshwater ecotoxicity categories. Scenarios using S-DAC have a 
lower impact on ozone depletion because they require much less water 
input, which implies less plastics for the construction of desalination 
modules. Nevertheless, according to the LCA, S-DAC is associated with 
higher agricultural land use because more wood is consumed in the 
production of S-DAC equipment for flooring. While this may be true at a 
pilot scale, wood would probably not be such a relevant material for a 
large-scale facility, which demonstrates the general lack of high-quality 
primary data about DAC. Finally, it is interesting to note that the “S- 
DAC + HVAC” scenario requires a significant amount of electricity from 
PV, which translates into a higher terrestrial ecotoxicity impact due its 
fabrication process.

In Fig. 8, the best scenario, “S-DAC + Steam”, was used as a reference 
(i.e., set to 100% for all categories). The values from the fossil methanol 
were then compared to it and expressed as percentages. Due to the large 
divergence in some of the impact categories, this figure was plotted on a 
logarithmic scale. The most favorable categories for fossil methanol are 
related to land use and metal depletion, as renewable energies tend to 
occupy more land and consume more materials. This fact, however, 
contrasts with the still lower impact of solar methanol in the natural land 
transformation category, as a high value of land transformation is 
associated with natural gas extraction. The results show that marine 
eutrophication is dominated by cerium oxide extraction, which explains 
the poor performance of the solar methanol pathway compared to the 
fossil alternative. As expected, solar methanol performs better than fossil 
methanol in climate change and fossil depletion impact categories.

Finally, the results of the techno-economic and environmental as-
sessments have been combined in Fig. 9. The cost of fossil methanol was 
also included by using the upper range of methanol production from 
natural gas as reported in the literature [64]. In order to show the po-
tential of offsetting the emissions associated with the production of 

Fig. 5. On the left, climate impact category for each scenario, derived from the life cycle assessment (LCA) results with a cradle-to-gate scope. In addition, the 
production of methanol from natural gas is also shown with the label “fossil” to show the benchmark of conventional methanol. On the right, breakdown of climate 
change impact category for the “S-DAC + Steam” scenario. Categories beginning with “E” and “O” refer to embedded emissions from equipment and emissions 
associated with operations, respectively. Negative categories are yellow, positive categories are blue (green when equal across scenarios), and purple shows cradle-to- 
grave total. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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methanol from natural gas, three lines have been added showing the 
LCOF of fossil methanol for three different costs of DAC with storage 
(namely 1000, 500 and 100 USD2022/t CO2 removed). Furthermore, a 
possible evolution of LCOF and cradle-to-gate carbon emissions is shown 
for the “S-DAC + Steam” scenario, which emerged as the best integration 
strategy from both economic and environmental perspectives. This 
evolution assumes that the same plant energy input leads to higher 
methanol outputs while keeping production costs and emissions con-
stant. Although extremely simplistic, especially for very high system 
efficiencies exceeding the most optimistic predictions, Fig. 9 shows that 
redox cycles, with or without DAC integration, still have a long way to 
go to become competitive with fossil methanol, but also with synthetic 
methanol produced by other pathways [31–35].

It is also important to highlight that Fig. 9 compares fossil methanol 
production, which has decades of industrial maturity, to the proposed 
system, which is still far from commercial scale. For the proposed system 

to reach a comparable maturity, the TRL of the DAC and solar redox 
cycles (which currently is 7–9 [37] and 5–6 [65], respectively) must be 
increased. For both technologies, efficiency improvements are critical 
for downscaling the renewable energy infrastructure required to power 
them. For DAC, challenges include defossilization of the calcination step 
in L-DAC and development of cost-effective adsorbents for different 
environmental conditions. Solar redox cycles face the need to reduce 
CAPEX and clarify scalability, which can be addressed by developing 
new redox materials or reactor designs. In addition, DAC technologies 
are primarily targeted at large-scale CDR applications, so legislation 
around CDR could impact the use of captured CO2 in carbon-neutral fuel 
production. Similarly, the deployment of CSP, under discussion in many 
national decarbonization strategies, indirectly impacts the advancement 
of solar redox cycles.

The threshold for carbon neutrality is also shown in Fig. 9. It is 
interesting to note that solar methanol is unable to reach this threshold 

Fig. 6. Sensitivity analysis results for the “S-DAC + Steam” scenario, which has the lowest value for cradle-to-gate climate change impact category. The original 
value in the environmental assessment is shown in parentheses next to each variable name. The term “DNI” stands for direct normal irradiance.

Fig. 7. Radar plot comparing all impact categories between the methanol produced in the baseline (shown as reference at 100% for all categories) and the methanol 
produced in the different scenarios.
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even at extremely high system efficiencies. This is because the solar 
methanol plant is designed to capture the amount of CO2 needed as a 
feedstock for methanol production. Thus, as long as there is a certain 
amount of GHG emissions associated with solar methanol production 
(which is unavoidable in practice), the fuel produced will not be 
completely carbon neutral. The only way to achieve a fully carbon- 
neutral fuel is to store a fraction of the CO2 captured from the atmo-
sphere to offset its production emissions. Obviously, the amount of CO2 

to be stored will be smaller for cleaner and more efficient production 
processes. Although beyond the scope of this study, the threshold for 
carbon neutrality represents only a minimum value, as aspects such as 
transportation and distribution of the solar methanol to the end user will 
add GHG emissions to the lifecycle of the fuel.

Last but not least, it is also important to mention that Fig. 9 may give 
the false impression that fossil fuels combined with negative emission 
technologies such as DAC with sequestration are more competitive than 

Fig. 8. Radar plot comparing all impact categories between the methanol produced in the “S-DAC + Steam” scenario (shown as reference at 100% for all impact 
categories) and in the fossil process. Note that the plot has a logarithmic scale.

Fig. 9. Relationship between the cradle-to-gate climate change obtained from the life cycle assessment (LCA) and the levelized cost of fuel (LCOF) obtained from the 
techno-economic assessment for the methanol produced in each scenario and for the natural gas-based pathway. Uncertainty is shown for all scenarios for both 
climate change and LCOF, but for the fossil case it is only shown for climate change as its LCOF was extracted from the literature [64]. The red lines indicate the 
evolution of fossil methanol by offsetting CO2 emissions with direct air capture (DAC) and storage, while the blue line indicates the potential evolution of solar 
methanol produced in “S-DAC + Steam” scenario when the system efficiency increases. Additionally, the minimum threshold for carbon neutrality of the produced 
methanol is shown as a reference. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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they are, because several relevant aspects are overlooked. First, it does 
not take into account the evolution of the cost of fossil fuels as they 
become scarcer in the coming decades. Second, the availability of 
renewable energy sources is much more widespread than that of fossil 
fuels, which are concentrated in a few regions of the world, creating 
geopolitical tensions that have a massive impact on development. 
Finally, the availability, overall capacity and safety of CO2 storage in 
different reservoirs is an on-going research field [66,67], and it seems 
reasonable to minimize the application of CCS solutions for the hardest 
to avoid emissions. In other words, although extracting fossil fuels, 
consuming them and storing the generated CO2 may be technically 
possible, this is not the most efficient use of the storage capacity. 
Instead, producing fuels directly from CO2 can close the carbon cycle, 
allowing storage capacity to be reserved for sectors with unavoidable 
emissions, such as cement production.

4. Conclusions

This work explores the potential integration of DAC and methanol 
production via a solar thermochemical cycle and shows that there are 
significant synergies that lead to improvements in economic and envi-
ronmental terms.

A single scenario stood out as the best integration strategy from an 
economic and environmental perspective: the “S-DAC + Steam” sce-
nario. This specific scenario has the most efficient energy integration 
because it can utilize a high fraction of the low-pressure steam produced 
as a by-product of the solar fuel system. Moreover, the CAPEX of the S- 
DAC was lower than that of the L-DAC, and combined with the lowest 
variable OPEX due to the small amount of water and grid electricity 
required to support its operation, it resulted in the most economic 
methanol LCOF of 7.9 ± 0.4 USD2022/kg. In fact, the LCA showed that 
the minimal use of desalinated seawater and electricity was also highly 
beneficial, especially in a location with a carbon-intensive electrical grid 
such as Saudi Arabia. As a result, the methanol produced in the “S-DAC 
+ Steam” scenario showed the lowest results in the climate change 
impact category in a cradle-to-gate scope with − 450 ± 30 g CO2e/kg.

The cost breakdown and sensitivity analysis revealed that the com-
bined cost of chemical equipment (thermochemical cycle, methanol 
synthesis, vacuum system, and Rankine cycle) is the primary contributor 
to the LCOF for solar methanol in all scenarios. This indicates that the 
LCOF of solar methanol via redox cycles can be reduced by finding so-
lutions to operate the system under milder conditions and at higher ef-
ficiencies, thus avoiding expensive materials and reducing its size. These 
improvements are paramount to becoming an economically competitive 
solution against fossil methanol, as well as synthetic methanol produced 
by other pathways. Conversely, the carbon footprint breakdown and 
sensitivity analysis points to the solar equipment as the main contrib-
utor. The environmental impact of solar methanol can therefore also be 
improved by achieving higher efficiencies leading to smaller solar fields 
(and by further decarbonizing the heliostat industry) while minimizing 
external energy and water inputs. In this case study, the infrastructure 
and operation of DAC were not the determining factors in the LCOF or 
carbon footprint of methanol due to the still limited efficiency of redox 
cycles, but their relevance is expected to increase when integrated with 
more mature green methanol production pathways, owing to lower costs 
and reduced energy consumption.

In summary, this study recommends the integration of DAC with 
synthetic fuel production, especially in the case of S-DAC, due to the 
advantages it offers in terms of waste energy utilization and reduced 
costs for smaller plants compared to L-DAC.
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