
Data Fusion-Based Incremental Nonlinear Model Following
Control Design for a Hypersonic Waverider Configuration

Johannes Autenrieb∗

German Aerospace Center (DLR), Institute of Flight Systems, 38108 Braunschweig, Germany

The German Aerospace Center (DLR) investigates key technologies to implement hypersonic
flight systems in various mission scenarios. In recent years, hypersonic glide vehicles (HGVs)
received significant attention from academia and industry. HGV configurations can be used
for civil and military purposes, operate over broad flight envelopes, and pose complex flight
dynamic characteristics. This paper presents a hypersonic glide vehicle concept developed
by DLR and gives a high-level overview on the established GNC system. Further, it proposes
a data fusion-based nonlinear flight control architecture based on incremental nonlinear
dynamic inversion, nonlinear model following control, and complementary filter theory. Since
the considered vehicle possesses a redundant set of control effectors, an optimization-based
control allocation approach is utilized to regulate the system dynamics. The proposed control
architecture is first introduced and discussed. Later, robustness and performance investigations
are conducted for validation purposes, using high-fidelity nonlinear flight dynamic simulations
both in the nominal case and with model/sensor uncertainties. The acquired results indicate
that the proposed strategy provides significant benefits for the robust nonlinear control of the
hypersonic system.

I. Nomenclature
The notation convention used in this paper is widely based on the notation presented in the ISO 1151 standards series
for flight mechanical quantities part one and two [1, 2].

Symbols

𝛼 = Angle of attack in rad
𝛽 = Side-slip angle in rad
𝐶𝑖 = Aerodynamic coefficient
𝜒 = Flight path azimuth angle in rad
𝛾 = Flight path angle in rad
H = Altitude in m
𝐼 = Moment of inertia in kgm2

𝜆 = Longitude in rad
𝐿,𝑀 ,𝑁 = External moments in the body axes in Nm
𝑚 = Mass in kg
𝑀𝑎 = Mach number
𝜇 = Flight path bank angle in rad
𝜔 = Natural frequency in rad/s
𝑝,𝑞,𝑟 = Roll, pitch, yaw rate in the body axes in rad/s
𝜙 = Latitude in rad
𝜌 = Freestream density in kg/m3

𝑆 = Aerodynamic reference area in m2

𝑢,𝑣,𝑤 = Velocities in the body axes in m/s
𝑉 = Flight speed in m/s
𝑋 ,𝑌 ,𝑍 = External forces in the body axes in N
𝑥,𝑦,𝑧 = Distances in the body axes in m
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𝜉 = Damping ratio

Subscripts

𝑎 = Aerodynamic frame
𝑐 = Command
𝑐𝑝 = Centre of pressure
𝑐𝑔 = Centre of gravity
𝐾 = Inertial frame
𝑟 = Reference

II. Introduction
In recent years, academic, industrial, and governmental organizations from all over the world have given increased

attention to the development of hypersonic glide vehicles (HGVs). The German Aerospace Center (DLR) currently
researches the performance and capabilities of autonomous HGVs in different mission scenarios. The design of robust
guidance and control systems is mandatory for all autonomously operating flight vehicles. The mentioned systems are de-
veloped to regulate the vehicle’s system dynamics and to enable it to correctly follow an online/offline computed trajectory
to the desired location. Especially for the application in hypersonic vehicles, the developed flight control systems need
to robustly operate in the presence of complex physical effects with fast-changing flight states and under the presence of
model uncertainties and erroneous sensor information. Further difficulties arise from the fact that certain hypersonic con-
figurations tend to have unstable open-loop behavior in the longitudinal motion and in the lateral-directional motion [3–5].
In combination with non-minimum phase characteristics, this can lead to a significant impact on closed-loop performance.

Most current control methodologies are designed using linearized models for which the nonlinear model is trimmed
and linearized around selected operating points. To later control the overall nonlinear dynamics of the hypersonic vehicles,
the control-relevant information of all considered operating points is connected with gain-scheduling approaches, such
as proposed in Ref. [6]. However, to control the nonlinear system dynamics of hypersonic vehicles over the whole flight
envelope, the procedure of trimming, linearization and gain-tuning need to be performed for all potential operating
points. Employing this approach has the benefit that well-established analytical methodologies in the linear domain
are used, and hence good predictions of the robustness properties of the vehicle can be given. Nevertheless, the
development and validation of controllers for a broad set of operating points are often seen as laborious tasks for flight
control designers. In recent years, nonlinear dynamic inversion (NDI) methodologies have gained popularity within
the scientific community. Those approaches are capable of intrinsically handling the nonlinear system dynamics of
hypersonic vehicles over the entire flight envelope based on a given mathematical model [7]. Hence, no gain scheduling
is strictly required, even though it can also be used to modify the closed-loop behavior for changing operating points.
Despite that major benefit, NDI-based control methods come also with drawbacks. In particular, NDI-methods can
be sensitive to mathematical model uncertainties, which could lead to significant performance degradations and even
closed-loop instabilities, due to inversion errors [8].

One control methodology that shows the ability to handle highly nonlinear systems more robustly is the incremental
nonlinear dynamic inversion (INDI) control methodology. INDI has been successfully used and tested to control the
flight dynamics of a broad set of aircraft systems. In Ref. [9] the authors successfully applied cascaded INDI feedback
controllers for the attitude tracking and disturbance rejection of a spacecraft. In Ref. [10] researchers implemented
and validated an INDI-based flight control system on a fixed-wing UAV successfully and showed its benefits over
non-incremental methodologies. Even though the said approaches show promising results, both proposed control
strategies rely on the implemented linear feedback controllers for good tracking performance and stability augmentation.
Such a control structure makes it tedious to tune the controllers and consequently increases the possibility of high-gain
solutions, tend to decreased robustness properties. Further, significant problems still need to be overcome when using
incremental control strategies. Since the methodology relies on correct and instantaneous measurements of the angular
acceleration and control effector states, the approach is exposed to instability problems if these sensed signals have
significant noise, delays, and biases.
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This paper proposes an incremental nonlinear model following control (INMFC) architecture, which increases
the robustness against model and sensor uncertainties by enhancing a timescale-separated INDI control architecture
with additional model-based knowledge. The paper’s main contribution is the presentation and discussion of the
INMFC flight control system, which combines cascaded and non-cascaded INDI-based control schemes to increase
overall robustness by fundamentally separating the command tracking task from the stability augmentation task of
the controllers. To further cope with problems related to erroneous sensor measurements, a complementary filter is
proposed to fuse model-based information and sensor measurements, keeping the beneficial characteristics of both
signals. After presenting and examining the overall proposed flight control architecture, the robustness and performance
of the system are further analyzed using a simulation-based investigation.

The rest of the paper is structured in the following way. An overview of the vehicle and an overview of an exemplary
mission design is given in Section III. In Section IV, the nonlinear mathematical model and relevant flight dynamic
relationships are presented and discussed. The established nonlinear flight control system design is introduced and
discussed in Section V. Finally, in Section VI, an example of a time simulation is used to demonstrate the control
performance and the robustness of the proposed control system.

III. The DLR generic hypersonic glide vehicle 2 concept
Over the last years, DLR has worked on developing the generic hypersonic glide vehicle 2 (GHGV-2). The research

project aims to investigate the capabilities and performance of strategic hypersonic glide vehicles and their impact on
the perception of hypersonic threats [11].

(a) External view on the GHGV-2 (b) Sectional view of the GHGV-2

Fig. 1 The DLR generic hypersonic glide vehicle concept 2 [12].

The developed vehicle is presented in Fig. 1a in an overall view and in Fig. 1b in a sectional view with relevant
sub-systems, such as the thermal protection system (TPS), guidance, navigation & control system (GNC), battery, and
actuators. The vehicle is designed as a waverider system, which has the aim of optimizing lift-to-drag ratios in high
Mach number regimes [12]. While operating in endoatmospheric conditions, the vehicle uses four integrated flaps
as control effectors to regulate the vehicle’s attitude. In exoatmospheric conditions, small propulsors are integrated
to generate the needed moments for changes in attitude. Since the flight control system aims to exclusively control
the vehicle’s attitude, and considering the number of redundant control effectors in both flight phases, the vehicle is
considered over-actuated. In such a case, the application of suitable control allocation algorithms is needed.

Fig. 2 compares two altitude trajectories for a classical ballistic missile system (given in blue) and an HGV (given in
red) during a exemplary mission. Both vehicles launch from an Earth-based launch site using boost rockets. After the
ignition and acceleration phase of the rockets, the HGV system decouples from the head section of the launch vehicle at
an altitude of approximately 100 km and initiates a re-entry phase. In comparison, the ballistic missile system rises to
an altitude of approximately 300 km before re-entering. After the parabolic re-entry phase of the HGV, the system
enters the atmospheric glide phase at an altitude of approximately 40 km. This phase takes up most of the mission time.
During the atmospheric glide phase, the vehicle tries to maintain the (𝐿/𝐷)𝑚𝑎𝑥 related flight path angle 𝛾, while flying
towards its target. Fig. 2 indicates that HGVs are more challenging to identify and track by earth-based radar systems
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Area of radar 
detectability

Fig. 2 Missions examples and comparisions of HGV and classical ballistic missile systems[11].

compared to commonly used ballistic missile systems. Due to the tangential spreading of the electromagnetic radiation,
relative to the Earth’s surface, the lower-flying HGV systems are, in general, later detectable than higher-flying ballistic
missile systems, leading to significantly shorter reaction times for defense infrastructures. A further challenge is that
HGVs, compared to classical ballistic systems, possess higher maneuverability within the atmosphere, which leads to
enormous challenges for defense architectures predicting their future trajectories and targets during the glide phase.
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Fig. 3 Overview of the integrated overall guidance and control architecture of the GHGV-2.

Fig. 3 shows a conceptual architecture of the overall guidance and control system of the GHGV-2. In the first step,
the trajectory for the vehicle needs to be computed, e.g., using optimization-based approaches such as shown in Ref. [13].
These trajectories must be computed so that the vehicle’s physical (e.g., thermal loads) and operational constraints
(e.g., no-fly zones) are not violated. After a suitable trajectory, in the form of a set of position waypoints (latitude
𝜙, longitude 𝜆 and altitude H), is obtained, a trajectory tracking algorithm uses the vehicle’s current position and the
waypoint information to compute the currently required flight path angles (𝜒𝑐, 𝛾𝑐). These demanded flight angles are
then fed into an NDI-based flight path controller that generates the required aerodynamic angles (𝜇𝑐, 𝛼𝑐, 𝛽𝑐), later used
by the nonlinear attitude control system. This generates a virtual control command vector ®𝜈 = ( ¤𝑝𝑐, ¤𝑞𝑐, ¤𝑟𝑐)𝑇 , which is
then incrementalized as Δ®𝜈. The incremental virtual control command vector Δ®𝜈 is then fed into a control allocation
system to compute the incremental control input vector Δ®𝛿𝑐, which is later augmented with the measured control input
vector ®𝛿0 before using it to command the vehicle. Even though all presented sub-modules have a substantial internal
dependency on each other, the discussions within the work presented here will exclusively focus on the "nonlinear
attitude control" and "control allocation" modules.
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IV. Flight dynamics simulation
The nonlinear simulation model of the developed GHGV-2 was developed together with colleagues from the DLR

Institute of Aerodynamics and Flow Technology. The simulation is programmed in a MATLAB/Simulink environment
and focuses specifically on the development of control systems for hypersonic flight vehicles; see [11] for more details.
In the following section, the aerodynamic modeling of the considered vehicle and relevant aspects of the flight mechanics
of hypersonic vehicles are briefly introduced and discussed.

A. Aerodynamics
In the current state, the aerodynamic database considers static and dynamic aerodynamical effects modeled as static

and dynamic derivative coefficients. Each of the coefficients is a function of the Mach number Ma, the altitude H, the
angle of attack 𝛼 and the angle of sideslip 𝛽 (see Eq. 1- 6).

𝑋 =
𝜌

2
𝑉2𝑆[𝐶𝑋 (𝛼, 𝛽,Ma,H) + 𝐶𝑋,𝑞 (𝛼, 𝛽,Ma,H) 𝑞𝑙𝑟

2𝑉
] (1)

𝑌 =
𝜌

2
𝑉2𝑆[𝐶𝑌 (𝛼, 𝛽,Ma,H) + 𝐶𝑌,𝑟 (𝛼, 𝛽,Ma,H) 𝑟𝑙𝑟

2𝑉
] + 𝐶𝑌 ¤𝛽 (𝛼, 𝛽,Ma,H)

¤𝛽𝑙𝑟
2𝑉

] (2)

𝑍 =
𝜌

2
𝑉2𝑆[𝐶𝑍 (𝛼, 𝛽,Ma,H) + 𝐶𝑍,𝑞 (𝛼, 𝛽,Ma,H) 𝑞𝑙𝑟

2𝑉
+ 𝐶𝑍, ¤𝛼 (𝛼, 𝛽,Ma,H) ¤𝛼𝑙𝑟

2𝑉
] (3)

𝐿 =
𝜌

2
𝑉2𝑆[𝐶𝑙 (𝛼, 𝛽,Ma,H) + 𝐶𝑙, 𝑝 (𝛼, 𝛽,Ma,H) 𝑞𝑙𝑟

2𝑉
] − 𝑌Δ𝑧𝑐𝑝−𝑐𝑔 − 𝑍Δ𝑦𝑐𝑝−𝑐𝑔 (4)

𝑀 =
𝜌

2
𝑉2𝑆[𝐶𝑀 (𝛼, 𝛽,Ma,H) + 𝐶𝑀,𝑞 (𝛼, 𝛽,Ma,H) 𝑞𝑙𝑟

2𝑉
+ 𝐶𝑀 ¤𝛼 (𝛼, 𝛽,Ma,H) ¤𝛼𝑙𝑟

2𝑉
] − 𝑍Δ𝑥𝑐𝑝−𝑐𝑔 + 𝑋Δ𝑧𝑐𝑝−𝑐𝑔 (5)

𝑁 =
𝜌

2
𝑉2𝑆[𝐶𝑁 (𝛼, 𝛽,Ma,H) + 𝐶𝑁,𝑟 (𝛼, 𝛽,Ma,H) 𝑟𝑙𝑟

2𝑉
+ 𝐶𝑁, ¤𝛽 (𝛼, 𝛽,Ma,H)

¤𝛽𝑙𝑟
2𝑉

] + 𝑋Δ𝑦𝑐𝑝−𝑐𝑔 + 𝑌Δ𝑥𝑐𝑝−𝑐𝑔 (6)

The static aerodynamic coefficients have been calculated by computational fluid dynamics (CFD) with the DLR TAU
code [14, 15]. For the CFD analysis, roughly 800 inviscid calculations were performed for different Mach numbers,
angles of attack, angles of sideslip, and rudder deflection angle combinations. Viscosity effects are accounted for by
performing fully viscous Reynolds-Averaged Navier-Stokes simulations for selected trajectory points. For simplicity,
within the flight dynamical model used here, the control effectiveness of the control surfaces is assumed to be linear,
leading to a control affine dynamical system.

B. Flight mechanics
The modeled GHGV-2 is assumed to be a rigid body, and the nonlinear flight dynamics of the HGV are based on

classical Newtonian mechanics. Fig. 4 displays the components 𝑋 , 𝑌 , 𝑍 of the total external force vector ®𝑅 and the
components 𝐿, 𝑀 , 𝑁 of the total external moment vector ®𝑄 expressed in the body-fixed frame of the vehicle. Since the
presented work mainly focuses on the unpropelled re-entry and atmospheric glide phase, only the aerodynamic and
gravitational forces and moments are considered.

Eq. (7) and Eq. (8) present the generalized equations of motion of a flight vehicle for the translational and the
rotational movement.

®𝑅 =


𝑋

𝑌

𝑍

 = 𝑚


¤𝑢𝐾
¤𝑣𝐾
¤𝑤𝐾

 + 𝑚

𝑝𝐾

𝑞𝐾

𝑟𝐾

 ×

𝑢𝐾

𝑣𝐾

𝑤𝐾

 (7) ®𝑄 =


𝐿

𝑀

𝑁

 = 𝐼


¤𝑝𝐾
¤𝑞𝐾
¤𝑟𝐾

 +

𝑝𝐾

𝑞𝐾

𝑟𝐾

 × 𝐼

𝑝𝐾

𝑞𝐾

𝑟𝐾

 (8)
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𝑧𝑏

𝑦𝑏

𝑥𝑏

𝑥𝑎

𝑧𝑎

𝑦𝑎

𝛼

𝛽

𝑽

𝑟, 𝑁

𝑝, 𝐿

𝑞,𝑀

𝑋

𝑌

𝑍

Fig. 4 Sketch of external forces and moments acting on the GHGV-2 concept [11] .

An important kinematic relationship, here described in the inertial axes denoted by the index 𝐾 , that connects the
time derivatives of the flight-path bank angle 𝜇𝐾 , the angle of attack 𝛼𝐾 and the sideslip angle 𝛽𝐾 to the body-fixed
rotational rates 𝑝𝐾 , 𝑞𝐾 , 𝑟𝐾 and the corresponding time derivatives of the flight path angle 𝛾 and 𝜒 can be stated as [16]:


¤𝜇𝐾
¤𝛼𝐾
¤𝛽𝐾

 = 𝑇1


𝑝𝐾

𝑞𝐾

𝑟𝐾

 + 𝑇2

[
¤𝛾
¤𝜒

]
=


cos𝛼𝐾
cos 𝛽𝐾

0
sin𝛼𝐾
cos 𝛽𝐾

− cos𝛼𝐾 tan 𝛽𝐾 1 − sin𝛼𝐾 tan 𝛽𝐾
sin𝛼𝐾 0 − cos𝛼𝐾



𝑝𝐾

𝑞𝐾

𝑟𝐾


+


cos 𝜇𝐾 tan 𝛽𝐾 sin 𝛾 + sin 𝜇 tan 𝛽𝐾 cos 𝛾

−cos 𝜇𝐾
cos 𝛽𝐾

− sin 𝜇𝐾 cos 𝛾
cos 𝛽𝐾

− sin 𝜇𝐾 cos 𝜇𝐾 cos 𝛾


[
¤𝛾
¤𝜒

] (9)

The influence of ¤𝛾 and ¤𝜒 on the prior equation can alternatively be expressed as functions of the externally acting
weight force𝑊 , aerodynamic lift force 𝐿𝐴 and aerodynamic side force 𝑌𝐴 described in the inertial axes [17]:


¤𝜇𝐾
¤𝛼𝐾
¤𝛽𝐾

 = 𝑇1


𝑝𝐾

𝑞𝐾

𝑟𝐾

 +
(

1
𝑚𝑉

)
𝑇3


−𝑊
𝐿𝐴

𝑌𝐴

 =


cos𝛼𝐾
cos 𝛽𝐾

0
sin𝛼𝐾
cos 𝛽𝐾

− cos𝛼𝐾 tan 𝛽𝐾 1 − sin𝛼𝐾 tan 𝛽𝐾
sin𝛼𝐾 0 − cos𝛼𝐾



𝑝𝐾

𝑞𝐾

𝑟𝐾


+

(
1
𝑚𝑉

) 
cos 𝛾 cos 𝜇𝐾 tan 𝛽𝐾 tan 𝛾 sin 𝜇𝐾 + tan 𝛽𝐾 tan 𝛾 cos 𝜇𝐾 cos 𝛽𝐾

cos 𝛾 cos 𝜇𝐾
cos 𝛽𝐾

− 1
cos 𝛽𝐾

0

cos 𝛾 sin 𝜇𝐾 0 cos 𝛽𝐾 cos 𝛾



−𝑊
𝐿𝐴

𝑌𝐴


(10)

Both equations Eq. (9) and Eq. (10) can also describe the dynamics of the considered flight vehicle during operations
in windy conditions. However, to simplify the notation for this paper, the absence of wind is assumed. In that case, the
inertial axes denoted by the index 𝐾 correspond with the aerodynamic axes denoted by the index 𝑎. This simplifies the
notation during the rest of the paper, describing the body-rate rate vector in the inertial axes, denoted by the index 𝐾 ,
without the corresponding index. The discussed assumptions and simplifications lead to the subsequent notation:
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𝜇𝐾

𝛼𝐾

𝛽𝐾

 =


𝜇𝑎

𝛼𝑎

𝛽𝑎

 =


𝜇

𝛼

𝛽

 (11)
[
𝛾𝑎

𝜒𝑎

]
=

[
𝛾

𝜒

]
(12)


𝑝𝐾

𝑞𝐾

𝑟𝐾

 =


𝑝

𝑞

𝑟

 (13)

The lift force 𝐿𝐴 and the side force 𝑌𝐴 are computed based on the aerodynamic database presented in Sect. 6.

V. Data fusion-based incremental nonlinear model following control
For the here considered GHGV-2, a data-fusion-based incremental nonlinear model-following-control system was

designed and integrated. The work presented here is building on prior research activities, discussed in Ref. [18], where
a non-incremental NMFC solution for the attitude control problem of the GHGV-2 was presented. The overall flight
control architecture of the proposed control architecture is shown in Fig. 5.
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Fig. 5 Overview on proposed data-fusion-based nonlinear model-following-control system architecture for the
GHGV-2.

The architecture uses a second-order reference model (RM) system to filter the command input vector (𝜇𝑐, 𝛼𝑐, 𝛽𝑐)𝑇
and shape the desired reference signal vector (𝜇𝑟 , 𝛼𝑟 , 𝛽𝑟 )𝑇 . The generated reference signals are the filtered commands
and the corresponding first- and second-time derivatives of the desired model response. A nonlinear model following
control system uses the provided information on the different time scales to control the system as desired. The controllers
generate a virtual control command vector ®𝜈𝑐 which holds the information about the needed angular acceleration
( ¤𝑝𝑐, ¤𝑞𝑐, ¤𝑟𝑐)𝑇 in the body-fixed frame. This information is then incremented by subtracting an estimate of the current
angular acceleration of the vehicle obtained with a complementary filter, which merges the sensor-based information
with estimated behavior coming from an onboard plant model (OBPM). The incremental virtual control command
Δ®𝜈𝑐 is used by an optimization-based control allocation approach to compute the control deflection vector Δ®𝛿𝑐, while
respecting limits on the actuators. Afterward, the signal is augmented with the low-pass filtered and synchronized
measurement of the control surface deflection vector ®𝛿0. In the following section, all of the briefly illustrated modules
are further described and discussed in-depth.

A. Reference model
The RM is used to low-pass filter the command inputs and shape the desired reference signals. The reference model

incorporates further knowledge of limitations on the time scales of the commanded states and protects the controllers of
unreachable reference signals. The defined limits on the different time scales can, for example, originate from limits on
the structural or thermal loads that the vehicle should not exceed. Further, limitations based on the attainable moment
of the control effectors over changing operating points can be considered in the limitation of the modeled reference
behavior. As long as the system is operating within its defined boundaries, each incoming command from the guidance
system (𝜇𝑐, 𝛼𝑐, 𝛽𝑐)𝑇 is shaped by a second-order transfer function of the following form:

𝐺𝑟 (𝑠) =
𝜔2
𝑟

𝑠2 + 2𝐷𝑟𝜔𝑟 𝑠 + 𝜔2
𝑟

(14)
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The eigenfrequency 𝜔𝑟 and the damping ratio 𝐷𝑟 of the presented transfer function can be chosen such that the desired
system response behavior can be imposed on the vehicle. 𝐷𝑟 is often chosen to be 0.707 to get a small pitch-rate
overshoot and short settling time [19]. In the context of high-performance systems, 𝜔𝑟 is chosen depending on the
eigenfrequency of the dominant open-loop dynamics. Besides the desired low-pass filtered reference signal for the
aerodynamic angles, the reference model also generate the desired response’s first- and second-order derivatives. Fig. 6
shows all signals generated by the RM and how the proposed INMFC control system uses them.

Reference 

Model (Lim. 

Second Order)

Feedforward Signal based on known 

System Dynamics

μ
α
β c

ሷμr, ሷαr, ሷβr

ሶμr, ሶαr, ሶβr

μr, αr, βr

ሶ𝑝r, ሶqr, ሶ𝑟r

Feedforward Augmentation of Body-

Rate Control

Reference Signal for Feedback 

Attitude Control

μr, αr, βr

ሶμr, ሶαr, ሶβr

Fig. 6 Conceptual illustration of the generated signals of the reference model and their use in the INMFC.

The two higher-order reference signals (( ¤𝜇𝑟 , ¤𝛼𝑟 , ¤𝛽𝑟 )𝑇 and ( ¥𝜇𝑟 , ¥𝛼𝑟 , ¥𝛽𝑟 )𝑇 ) are used as feedforward control signals.
The first signal is directly as a reference signal to the inner-loop controller (further discussed in V.B.1), while the other
is used to compute a reference virtual control command via an NDI-based transformation (further discussed in V.B.2).
The low-pass filtered reference signal is used in the outer-loop feedback controller to regulate the error terms of the
aerodynamical angles (𝜇𝑟 , 𝛼𝑟 , 𝛽𝑟 )𝑇 .

B. Incremental nonlinear model-following-control design
Fig. 7 shows the integrated INMFC architecture. Using the proposed data fusion-based nonlinear control methodology

allows a partial decomposition of the tracking and regulation of the controlled states by combining cascaded and
non-cascaded NDI-based approaches.

Attitude 

Controller

Inversion of 

Attitude 

Kinematics

Body-Rate 

Controller+ −

Transformation of the Reference 

Angular Accelerations

− + +

+

+

+

ሷμr, ሷαr, ሷβr

ሶμr, ሶαr, ሶβr

μr, αr, βr

+ −

∆Ԧ𝜐cԦ𝜐c

μ, α, ෨β ෩𝜔 δ0Ԧ𝜐0

∆Ԧ𝜐𝜔c

Ԧ𝜐r

Control 

Allocation + +

∆δc δc
Inversion of 

Attitude 

Dynamics

∆𝑄c

Fig. 7 Overview on proposed incremental nonlinear model following control architecture for the GHGV-2.

The central part of the tracking task is taken over by transforming the computed higher-order derivatives of the
feedforward signals based on known reference dynamics and system kinematics via a non-cascaded NDI methodology.
The regulation of the vehicle dynamics is addressed by using a nonlinear control feedback path to handle uncertainties
and external disturbances. For the feedback control, a cascaded time-scale separated nonlinear dynamic inversion
control system is implemented. Employing the proposed combined (cascaded and non-cascaded) nonlinear control
approach eases the tuning of the feedback gains (by only concentrating on stability augmentation and disturbance
rejection requirements) and consequently decreases the risk of high-gain solutions, which could lead to decreased
robustness properties.
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1. Time-scale separated NDI feedback control design
A cascaded nonlinear dynamic inversion feedback controller, with distinct linear controllers for the attitude and

body-rate control, is implemented for good stability augmentation and disturbance rejection capabilities of the vehicle.
The integrated cascaded feedback control approach is based on the idea of time-scale separated nonlinear dynamic
inversion systems. The developed NDI feedback control system is similar to the feedback control architectures proposed
in Ref. [17] and Ref. [7], but is adapted to match the characteristics of the controlled GHGV-2. In the following, the
implementation of the feedback control system is introduced and discussed.

The linear outer-loop controller computes the needed (Δ ¤𝜇,Δ ¤𝛼,Δ ¤𝛽)𝑇 based on the attitude error vector (𝑒𝜇, 𝑒𝛼, 𝑒𝛽)𝑇 ,
which is computed based on the state measurements ( �̃�, �̃�, 𝛽)𝑇 and the obtained low-pass filtered reference signals
(𝜇𝑟 , 𝛼𝑟 , 𝛽𝑟 )𝑇 of the RM. 

Δ ¤𝜇
Δ ¤𝛼
Δ ¤𝛽

 = 𝐾𝜇𝛼𝛽


𝑒𝜇

𝑒𝛼

𝑒𝛽

 =


𝐾𝜇 0 0
0 𝐾𝛼 0
0 0 𝐾𝛽


©«

𝜇𝑟

𝛼𝑟

𝛽𝑟

 −

�̃�

�̃�

𝛽


ª®®¬ (15)

The overall commanded first-order time derivatives of the aerodynamic angles are received by combining the
first-order reference model signal vector ( ¤𝜇𝑟 , ¤𝛼𝑟 , ¤𝛽𝑟 )𝑇 and the feedback control signal vector (Δ ¤𝜇,Δ ¤𝛼,Δ ¤𝛽)𝑇 :

¤𝜇𝑐
¤𝛼𝑐
¤𝛽𝑐

 =


¤𝜇𝑟
¤𝛼𝑟
¤𝛽𝑟

 +

Δ ¤𝜇
Δ ¤𝛼
Δ ¤𝛽

 (16)

Based on the kinematic relationship presented in Eq. (15) the commanded signal vector (Δ ¤𝜇,Δ ¤𝛼,Δ ¤𝛽)𝑇 can be
transformed into a reference body-rate signal (𝑝𝑐, 𝑞𝑐, 𝑟𝑐)𝑇 for the inner-loop controller with the following inversion law:

®𝜔𝑐 =

𝑝𝑐

𝑞𝑐

𝑟𝑐

 = 𝑇−1
1

©«

¤𝜇𝑐
¤𝛼𝑐
¤𝛽𝑐

 −
(

1
𝑚𝑉

)
𝑇3


−𝑊
𝐿𝐴

𝑌𝐴


ª®®¬ (17)

The linear inner-loop controller calculates the corrective virtual control commands (Δ ¤𝑝,Δ ¤𝑞,Δ ¤𝑟)𝑇 needed to
eliminate the rate control error based on the rate error vector (𝑒𝑝 , 𝑒𝑞 , 𝑒𝑟 )𝑇 , which is computed using the body-rate state
measurements (𝑝, 𝑞, 𝑟)𝑇 and the obtained reference signals from the prior angular kinematics inversion step:

Δ®𝜈 =

Δ ¤𝑝
Δ ¤𝑞
Δ ¤𝑟

 = 𝐾𝑝𝑞𝑟


𝑒𝑝

𝑒𝑞

𝑒𝑟

 =


𝐾𝑝 0 0
0 𝐾𝑞 0
0 0 𝐾𝑟


©«

𝑝𝑐

𝑞𝑐

𝑟𝑐

 −

𝑝

𝑞

𝑟


ª®®¬ (18)

2. NDI-based feedforward control signal generation
The second-order time derivative vector ( ¥𝜇𝑟 , ¥𝛼𝑟 , ¥𝛽𝑟 )𝑇 of the shaped reference response, generated by the RM, is

used for feedforward purposes by using the known kinematic relationship presented in Eq. (9). Following the NDI
methodology, the regarded dynamic relationship needs to be further derived to obtain the needed input-output connection
with a relative degree of two, which matches the second-order derivatives of the reference signal vector with the
feedforwarded virtual control command vector ( ¤𝑝𝑟 , ¤𝑞𝑟 , ¤𝑟𝑟 )𝑇 [16]. The final feedforward virtual control command signal
is described as:

®𝜈𝑟 =

¤𝑝𝑟
¤𝑞𝑟
¤𝑟𝑟

 = 𝑇−1
1


©«
¥𝜇𝑟
¥𝛼𝑟
¥𝛽𝑟

ª®®¬ − ¤𝑇1
©«
𝑝

𝑞

𝑟

ª®®¬ − ¤𝑇2

(
¤̃𝛾
¤̃𝜒

)
− 𝑇2

(
¥̃𝛾
¥̃𝜒

) (19)

The overall virtual control command vector (angular acceleration command) is obtained by combining the transformed
second-order reference model signal vector ( ¤𝑝𝑟 , ¤𝑞𝑟 , ¤𝑟𝑟 )𝑇 and the feedback control signal vector (Δ ¤𝑝,Δ ¤𝑞,Δ ¤𝑟)𝑇 :
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®𝜈𝑐 =

¤𝑝𝑐
¤𝑞𝑐
¤𝑟𝑐

 = ®𝜈𝑟 + Δ®𝜈 =

¤𝑝𝑟
¤𝑞𝑟
¤𝑟𝑟

 +

Δ ¤𝑝
Δ ¤𝑞
Δ ¤𝑟

 (20)

3. Incrementalization of the virtual control command vector
To minimize the model dependencies and reduce the vulnerability of the integrated model-based nonlinear control

methodology, an INDI-based approach is applied to the control problem. The application of the methodology aims to
reduce needed model information by substituting parts of the needed model information with sensed/estimated data in
order to prevent inversion errors, and possible destabilization of the controller due to a model mismatch [9]. In order to
apply the incremental control strategy to the given problem, the computed overall virtual control command vector ®𝜈𝑐 is
incrementalized with the estimated currently acting virtual control command ®𝜈0:

Δ®𝜈𝑐 = ®𝜈𝑐 − ®𝜈0 (21)

The required incremental moment vector is computed by inverting the differential equation given in Eq. 8:

Δ ®𝑄𝑐 =

Δ𝐿𝑐

Δ𝑀𝑐

Δ𝑁𝑐

 = 𝐼


Δ ¤𝑝𝑐
Δ ¤𝑞𝑐
Δ ¤𝑟𝑐

 +

𝑝

𝑞

𝑟

 × 𝐼

𝑝

𝑞

𝑟

 (22)

The incremental moment vector is then fed into the control allocation, which then computes the new incremental
control input vector Δ®𝛿𝑐. To finally generate a valid control input command, the computed incremental control input
vector is later combined with the estimated current command input vector ®𝛿0:

®𝛿 = ®𝛿0 + Δ®𝛿𝑐 (23)

C. Sensor filtering and estimation
As emphasized previously, applying an incremental control strategy can minimize the vulnerability of the model-

based nonlinear control methodology toward model uncertainties. However, if applied to the attitude control of aerial
vehicles, it increases the need for accurate measurements of the angular accelerations ( ¤𝑝, ¤𝑞, ¤𝑟)𝑇 , which are often not
directly measurable. In cases where the control methodology is applied on less maneuverable or small aircraft, such as
passenger aircraft or fixed-wing UAVs, filtering and differentiating the measured body rates is a practical approach
which shows good results, as presented in Ref. [20] and Ref. [10]. In cases involving a highly maneuverable system,
for which large and rapid changes in the angular accelerations are expected such an approach could lead to significant
troubles. A phase lag with respect the actual acceleration (due to the numerical differentiation of the current body
rates and the additional low-pass filtering) as well as sensor delays/noise properties could corrupt the flight control
system’s overall control performance and robustness. An alternative approach would be to predict the instantaneous
angular acceleration of the vehicle purely using an OBPM, which would allow the angular acceleration information to
be obtained with neglectable phase lags. On the other hand, this approach again exposes the flight control system to
problems related to poorly known vehicle models and unmeasurable disturbances.

A technique that is able to bring the complementary benefits of both approaches together is based on complementary
filter (CF) theory. By using a CF-based estimation strategy, the fast and less noisy, but potentially inaccurate, model-based
prediction can be fused with the sensor information, which can measure the actual value but might have significant
noise and phase lag [21]. In general, a CF can be interpreted as a steady-state Kalman filter. However, compared to a
classical Kalman filter, a complementary filter needs less information about the noise’s statistical characteristics, which
leads to a more straightforward structure and decreased computational costs [22].

Using a CF-based estimation method can also have benefits for estimating the current control input state, which
is used to augment the incremental control input command coming from the control allocation. Even though prior
research activities, as shared in Ref. [9], have shown that noisy and delayed sensing of the actual control inputs often
has no significant influence on the overall control performance/robustness of an INDI-based control system, it was
remarked in Ref. [9] that for cases with highly nonlinear actuator properties, a data-fusion-based estimation could be
benefical [9]. However, experimental analyses on the considered vehicle have shown that well designed low-pass and
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synchronization filter for the control input measurements are sufficient enough for a robust incremental control of the
vehicle. Comparison studies with an CF-based control input estimator approach showed no significant benefits, hence
it was decided to not implement a CF-based control input estimation. In the following, the integrated approach for
the complementary filter-based estimation of the angular acceleration vector ®𝜈0 and the low-pass and synchronization
filtering of the control input vector ®𝛿0 is presented and discussed.

1. Complementary filter-based angular acceleration estimation
The overall architecture of the complementary filter for the angular acceleration is shown in Fig. 8 and is similar to

the complementary filter proposed by Jiali et al. presented in Ref. [21] for the estimation of angular accelerations.

෨Ԧ𝜐

𝐻𝐶𝐹,𝜐(𝑠)

𝐺(𝑠) 𝐺(𝑠)

Ԧ𝜐0Ԧ𝜐

𝜔0−

+

+ +

෩𝜔

Fig. 8 Conceptual design of complementary filter for the angular acceleration estimation.

where 𝐺 (𝑠) is an integrator in the continuous-time domain, ®𝜔0 is the data fusion-based body-rate estimation, computed
by integrating the estimated angular acceleration vector ®𝜈0, and ®̃𝜔 is the sensed body-rate signal in the body-fixed frame
coming from the IMU. The model-based angular acceleration estimation ®̂𝜈 is computed using an OBPM that is based on
the aerodynamic database presented in Sect. IV.A. The overall estimation signal can be defined as:

®𝜈0 =
1

1 + 𝐺 (𝑠)𝐻𝐶𝐹,𝜈 (𝑠)
®̂𝜈 +

𝐻𝐶𝐹,𝜈 (𝑠)𝐺 (𝑠)
1 + 𝐺 (𝑠)𝐻𝐶𝐹,𝜈 (𝑠)

®̃𝜈

=
1

1 + 𝐺 (𝑠)𝐻𝐶𝐹,𝜈 (𝑠)
®̂𝜈 +

𝐻𝐶𝐹,𝜈 (𝑠)
1 + 𝐺 (𝑠)𝐻𝐶𝐹,𝜈 (𝑠)

®̃𝜔
(24)

with 𝐻𝐶𝐹,𝜈 chosen to be a proportional-integral control in the following form:

𝐻𝐶𝐹,𝜈 (𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑠
(25)

with 𝐾𝑝 being the proportional gain and 𝐾𝐼 the integral gain, both tuned to ensure a good convergence with the true
value, while suppressing sensor noise and mitigating time delay related problems. This leads to the following overall
equation for the estimation:

®𝜈0 =
𝑠2

𝑠2 + 𝐾𝑝𝑠 + 𝐾𝐼
®̂𝜈 +

𝐾𝑝𝑠 + 𝐾𝐼
𝑠2 + 𝐾𝑝𝑠 + 𝐾𝐼

®̃𝜔 (26)

The natural frequency 𝜔𝐶𝐹,𝜈 and the damping ratio 𝜉𝐶𝐹,𝜈 of the established second-order filter can be computed as
follows:

𝜔𝐶𝐹,𝜈 =
√︁
𝐾𝐼 (27) 𝜉𝐶𝐹,𝜈 =

𝐾𝑝

2
√
𝐾𝐼

(28)

The derivation shows the complementary nature of the approach in which the overall equation can be interpreted as:

®𝜈0 = 𝑇 (𝑠) ®̂𝜈 + 𝑆(𝑠) ®̃𝜔 (29)
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where 𝑇 (𝑠) is a low-pass filter for the model-based angular acceleration prediction ®̂𝜈 and 𝑆(𝑠) is a high-pass filter for
the measured body-rate vector ®̃𝜔. Both filters can be specifically tuned to keep desired high-frequency properties and
to mitigate low-frequency uncertainties of the model-based prediction, and to low-pass filter sensor signals that are
afflicted with high-frequency noise. By respecting 𝑇 (𝑠) + 𝑆(𝑠) = 1, it can be ensured that the cut-off frequencies for
both filters are the same.

2. Low-pass and synchronization filtering of control input signals
For the computation of the control surface deflection vector ®𝛿0, no complementary filter was used and the raw

control surface information was filtered by an low-pass filter and a synchronization filter, in the following form:

®𝛿0 = 𝐻 𝑓 (𝑠)𝐻𝑠𝑦𝑛𝑐 (𝑠) ®̃𝛿 (30)

with ®̃𝛿 being the sensed control surface deflection vector, 𝐻 𝑓 (𝑠) the transfer function of the low-pass filter in the
continuous time domain and 𝐻𝑠𝑦𝑛𝑐 (𝑠) the transfer function of the synchronization filter in the continous time domain.
The low-pass filter transfer function 𝐻 𝑓 (𝑠) was, as suggested in Ref. [20], chosen to be a second-order low-pass filter in
the form of:

𝐻 𝑓 (𝑠) =
𝜔2
𝑓

𝑠2 + 2𝐷 𝑓𝜔 𝑓 𝑠 + 𝜔2
𝑓

(31)

The researchers in Ref. [23] and in Ref. [20] suggested that a synchronization filter, defined as 𝐻𝑠𝑦𝑛𝑐 (𝑠), is
additionally required for an effective incremental control approach. The first order lag 𝐻𝑠𝑦𝑛𝑐 (𝑠) is used for the
synchronization between the sensed control deflection and angular acceleration signals. This is done by adding an
additional time delay to the leading sensed raw control input vector ®̃𝛿 in the following form:

𝐻𝑠𝑦𝑛𝑐 (𝑠) =
1

𝑡𝑠𝑠 + 1
(32)

with 𝑡𝑠 being the time constant of the angular acceleration estimation, which can be computed depending on the chosen
gain settings of the angular acceleration complementary filter using 𝑡𝑠 = 1

𝜔𝐶𝐹,𝜈
.

D. Optimization-based control allocation
While operating at atmospheric altitudes, the GHGV-2 commands a redundant set of control surfaces (4 integrated

flaps), which are used for the attitude control of the vehicle. Fig. 9 shows the available control effectors with the
associated deflections of the upper left flap 𝛿𝑈𝐿 , upper right flap 𝛿𝑈𝑅, lower left flap 𝛿𝐿𝐿 and lower right flap 𝛿𝐿𝑅.

δUL δUR

δLL

𝑦𝑏

δLR
𝑧𝑏

𝑞,𝑀

𝑟,𝑁

Fig. 9 Conceptual sketch with rear view of GHGV-2 and available control effectors during endoatmospheric
operations [18].
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The control effectiveness matrix 𝐵 of the current operating point is required to solve the control allocation problem.
The matrix describes the influences of all available control effectors on the balance of moment around the body-fixed
axes of the aerial vehicle. In reality, such a matrix depends on a broad set of parameters, such as the current flight state,
atmospheric conditions, and in some cases, the control inputs (e.g., due to cross-coupling). Nevertheless, to simplify the
regarded problem, the last-mentioned dependency of the control effectiveness with regards to the control inputs itself is,
in practice, often neglected, and hence a control affine dynamical system is assumed. In order to cope with the other men-
tioned nonlinear effects, the 𝐵matrix is constantly re-computed for each time step, using an OBPM and sensor information.

𝐵 =

©«

𝜕𝐿

𝜕𝛿𝑈𝐿

𝜕𝐿

𝜕𝛿𝑈𝑅

𝜕𝐿

𝜕𝛿𝐿𝐿

𝜕𝐿

𝜕𝛿𝐿𝑅
𝜕𝑀

𝜕𝛿𝑈𝐿

𝜕𝑀

𝜕𝛿𝑈𝑅

𝜕𝑀

𝜕𝛿𝐿𝐿

𝜕𝑀

𝜕𝛿𝐿𝑅
𝜕𝑁

𝜕𝛿𝑈𝐿

𝜕𝑁

𝜕𝛿𝑈𝑅

𝜕𝑁

𝜕𝛿𝐿𝐿

𝜕𝑁

𝜕𝛿𝐿𝑅

ª®®®®®®®¬
(33) Δ®𝛿𝑇 =

[
Δ𝛿𝑈𝐿 Δ𝛿𝑈𝑅 Δ𝛿𝐿𝐿 Δ𝛿𝐿𝑅

]𝑇
(34)

The incrementalized control allocation problem can be solved for a simple case using a Moore-Penrose pseudoinverse.
However, this approach implicitly neglects deflection limits Δ®𝛿𝑚𝑖𝑛/𝑚𝑎𝑥 and rate limits Δ ¤®𝛿𝑚𝑖𝑛/𝑚𝑎𝑥 of the control surfaces.
Especially for highly nonlinear flight regimes in which control saturation could occur, that approach could reach its
limits and could cause severe problems. Therefore it was decided to formulate the control allocation problem of the
GHGV-2 as a constrained optimization problem. In this way, the mentioned operational constraints of the actuators can
be considered. The resulting constrained optimization problem of the incrementalized control allocation algorithm can
be stated as:

arg min
Δ®𝛿 ∈ R𝑛𝑢

∥𝐵Δ®𝛿 − Δ ®𝑄𝑐 ∥2

subject to Δ®𝛿𝑚𝑖𝑛 ≤ Δ®𝛿 ≤ Δ®𝛿𝑚𝑎𝑥 ,

Δ®¤𝛿𝑚𝑖𝑛 ≤ Δ®¤𝛿 ≤ Δ®¤𝛿𝑚𝑎𝑥

(35)

with 𝑛𝑢 being the number of available control effectors. The least-squares optimization problem formulated here
leads to the minimization of the difference between the requested incremental moment vector Δ ®𝑄𝑐 and the achievable
incremental control input moment vector 𝐵Δ®𝛿 in the 𝑙2 norm sense and with the incremental control deflection vector Δ®𝛿
complying with position and rate limits. The formulated optimization problem is solved using an active set algorithm
that is based on a quadratic programming method in which the actuator limits are considered using Lagrange multipliers
[24].

VI. Simulation results
A simulation-based analysis was carried out to examine the presented controller design. In the following analysis

cases, different angle of attack commands 𝛼𝑐𝑚𝑑 are given to the flight control system to assess the tracking performance
for the following cases: nominal, in the presence of constant model uncertainties, and in the presence of sensor delay
and noise.

The flight dynamics model and the applied aerodynamic data set used for the time simulations are provided in
a MATLAB/Simulink environment developed for the control design of hypersonic flight vehicles; see [11] for more
details. The integrated actuators of the employed control fins are modeled as second-order systems, which include
preset deflection angle, rate, and acceleration limits. For the discussed assessment, the flight vehicle was trimmed at a
selected operating point within the hypersonic speed regime and at a height band within the mesosphere.

A. Performance comparison for nominal case
The results for the assessment of the nominal model are shown in Fig. 10. The doublet reference command on 𝛼𝑐𝑚𝑑

is shown in a dash-dotted black line, the filtered signal from the model reference system is shown as a dashed black line,
and the response of the vehicle is displayed in a solid grey line.

It can be seen that the proposed controller adequately and smoothly tracks the delivered raw trajectory on the 𝛼𝑐𝑚𝑑
channel with the desired response characteristics defined in the RM. Since no raw pitch rate command is given to the
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Fig. 10 Simulation results for a doublet command input on 𝛼𝑐𝑚𝑑 in the nominal case. Displayed time series:
angle of attack 𝛼 in ◦, normalized pitch rate in 𝑞/𝑞0 and flap deflections in % of the maximum deflection range.
Dash-dotted black line: raw reference command, dashed black line: shaped reference signal, grey: vehicle
response of closed-loop INMFC system

system, the shown shaped reference signal of the normalized pitch rate is computed using the ¤𝛼𝑟𝑒 𝑓 command of the
RM. In order to compare it with a pitch rate in the body-fixed axis, the signal was transformed using the relationship
presented in Eq. 17. The vehicle’s normalized pitch rate closed-loop response follows the desired system behavior well
and shows beneficial damping characteristics of the closed-loop system.

B. Performance comparison under the presence of model uncertainties
The following section examines the control performance and robustness of the proposed INMFC controller under the

existence of model uncertainties. Further, the control performance and robustness are compared to a non-incremental
control strategy (NMFC), for which the signals computed by Eq. (20) are not further incrementalized. To make the
obtained results more meaningful for the reader and to show the benefits of the proposed incremental control strategy
for both approaches, versions with additional integral controls on the 𝛼 and 𝑞 channel are studied and compared as well.

In the given analysis case, the regarded flight control systems were analyzed by inducing a unit step command
into the flight control system’s 𝛼𝑐𝑚𝑑 channel under the presence of parametric model uncertainties. All compared
control systems are using the same feedback design parameters 𝐾𝜇𝛼𝛽 and 𝐾𝑝𝑞𝑟 , as well as 𝐾𝐼,𝛼 and 𝐾𝐼,𝑞 (for the cases
in which integral controllers are included). Therefore, differences in the response can be only explained with effects
coming from the incrementalization.

For this analysis it was decided to concentrate on the proposed controller’s robustness assessment against static
parametric uncertainties. The regarded model was modified in a way that static parameter deviations for 𝐶𝑚,0, 𝐶𝑚,𝛼 and
the moment of inertia 𝐼 are considered. For each as uncertain defined parameter a deviation of +40% from the nominal
value was added to the simulation model.

The results for the described case are shown in Fig. 11. It can be observed that for the NMFC controller without
integral controller, the model uncertainties would lead to a steady-state error in the response. However, when integral

14

D
ow

nl
oa

de
d 

by
 J

oh
an

ne
s 

A
ut

en
ri

eb
 o

n 
Ja

nu
ar

y 
21

, 2
02

5 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
3-

19
97

 



0 1 2 3 4 5
Time, s

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A
n

g
le

 o
f 

at
ta

ck
, d

eg

Reference
NMFC (w/o Int.)
NMFC (w/ Int.)
INMFC (w/o Int.)
INMFC (w/ Int.)

Fig. 11 Simulation results for a step command input on 𝛼𝑐𝑚𝑑 in the case with static model uncertainties on 𝐶𝑚,0,
𝐶𝑚,𝛼 and 𝐼. Displayed time series: angle of attack 𝛼 in ◦. Dash-dotted black line: reference command, solid
black line: vehicle response for the closed-loop NMFC system without integral controller, solid dark grey line:
vehicle response for the closed-loop NMFC system with integral controller, light grey line: vehicle response for
the closed-loop INMFC system without integral controller, dashed black line: vehicle response for the closed-loop
INMFC system with integral controller

controllers in both loops are added, the steady-state error converges to zero after a time period. The plots for the INMFC
controller shows that the INMFC is better able to deal with model uncertainties. Further, it can be observed that both
integral controllers have nearly no influence on the control performance of the INMFC system. This confirms some
of the prior findings presented by Acquatella et al. in [9], in which the researchers have shown and discussed the
similarities between incremental and integral control.

However, for completeness it needs to be stated that these uncertainties are part of an class of uncertainties that
are noncritical for incremental control systems. Since possible uncertainties of those parameters are later substituted
by sensor information, see [9] for further explanation. For incremental systems, the most influential uncertainties are
uncertainties in the control effectiveness. These uncertainties are examined in an additional case for the INMFC without
an integral system.

The model was modified such that the control effectiveness matrix 𝐵 used in the simulation has a static parameter
deviation +35% from the nominal value. The results for the assessment of the influence of an uncertain control
effectiveness are shown in Fig. 11. It can be observed that the uncertainties on the control effectiveness are leading
to a significant degradation of the closed-loop response. At the beginning of the simulation, the deviation leads to
oscillations. Even though the system is able to damp those oscillations and converge to the desired reference state, it is
assumed that for a more dynamic case, with continuous changes of the reference signal, the error would not converge to
zero or, in the worst-case, the system would become unstable. This shows the need for an indirect adaptive control
approach that is able to update the control effectiveness matrix 𝐵 during the operation. An adaptive control architecture
that can address the mentioned uncertainty is currently under investigation.

C. Performance comparison for case with sensor delay and noise
The following part highlights the tracking performance of the proposed INMFC architecture with degraded sensor

information. In the given analysis case, the tracking performance is analyzed by inducing a varying reference signal into
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Fig. 12 Simulation results for a step command input on 𝛼𝑐𝑚𝑑 in the case with static model uncertainties on the
control effectiveness matrix 𝐵. Displayed time series: angle of attack 𝛼 in ◦. Dash-dotted black line: reference
command, grey: vehicle response for closed-loop INMFC system

the flight control system’s 𝛼𝑐𝑚𝑑 channel in the presence of sensor noise and time delays on the gyroscopic signal vector
(𝑝, 𝑞, 𝑟)𝑇 . The gyroscopic signal vector was manipulated so that each element of the vector was augmented with a
constant additive Gaussian white noise with a signal-to-noise ratio of 10 with respect to 𝑞0 for this trim point. The
constant time delay 𝜏 on the measurements was chosen as 0.05 sec.

Fig. 13 shows the results obtained from the described analysis. It can be noticed that the response of the control
system is affected by the applied noise and time delays on the sensor information. However the system is still able to
robustly follow the reference signal and suppress the signal noise in the response behavior of the vehicle.

VII. Conclusion
This paper presents an incremental nonlinear model following control architecture for the attitude control of an

over-actuated conceptual hypersonic glide vehicle developed by DLR. The proposed flight control architecture applies a
cascaded nonlinear dynamic inversion control methodology for feedback control and enhances the structures with a
feedforward path based on nonlinear model following control. The methodology allows the command tracking tasks
to be separated from the regulation tasks of the feedback control system and hence eases the tuning, and decreasing
the possibility of high-gain solutions. The generated virtual control command is then incrementalized using a data
fusion-based angular acceleration signal and later filtered control input information. The performance of the proposed
control architecture was investigated in Sect. VI with longitudinal maneuvers for the nominal case and under the presence
of aerodynamical uncertainties, as well as sensor and time delays. It was demonstrated that the proposed system handles
the regarded system dynamics adequately in both investigated cases and provides good and robust tracking performance.
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