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A B S T R A C T

A detailed investigation of the process of soot formation in ethylene-fueled laminar counterflow diffusion
flames is conducted using dedicated experiments and numerical simulations. Two different strategies based
on the Discrete Sectional Method (DSM) and the Split-based Quadrature Method of Moments (S-EQMOM)
are considered to model the evolution of soot particle size distributions, and their comparative assessment
is carried out for soot formation prediction and particle growth. A consistent chemical reaction mechanism
describing the oxidation of hydrocarbon fuels and the prediction of soot precursors with the growth of
polycyclic aromatic hydrocarbons (PAHs) up to pyrene (C16H10) is examined. Experiments for various strain
rates and fuel compositions are performed to assess the sensitivity of soot production to these two parameters.
The results show that both modeling strategies captured well the qualitative trends of soot volume fraction
under variations in strain rate and mixture composition, with slight over-prediction of the peak values. For both
soot models, a higher sensitivity of soot formation is noticed by changes in mixture composition compared to
those of strain rate variation. Additionally, the soot models demonstrated promising performance in capturing
the experimentally observed evolution of the soot particle size distribution (PSD).
1. Introduction

The emission of particulate matter (predominantly soot) from com-
bustion systems is one of the major concerns due to its harmful effects
on human health and the environment. Soot particles can range from
large sizes that tend to precipitate by gravity, to small sizes that remain
in the atmosphere causing more adverse issues such as respiratory
problems. Especially soot particles emitted by aero-engines, typically
in higher altitudes, absorb sunlight and affect cloud formation when
acting as condensation nuclei leading to contrails [1]. For all these
reasons, current emission regulations in both air and road transporta-
tion are targeting not only soot volume fraction but also particle size
distributions [2]. The present-day emission legislation is based on inte-
gral values such as soot particle number density or soot particle mass
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concentration. In fact, the physical and chemical processes associated
with soot formation depend on the size distribution of the particles
themselves, especially, soot oxidation, which significantly influences
the final particle concentrations during subsequent processes in non-
premixed flames [3,4]. Therefore, incorporating the size distribution
in addition to integral quantities, such as soot volume fraction, is of
significant interest to further understand the soot formation process and
develop appropriate models for predicting their characteristics.

Soot chemistry is characterized by slower time scales than that of
fuel oxidation [5,6]. Therefore, soot formation may be appreciably
influenced by characteristics of flow time scales that alter the residence
time of particles in a flame [7]. In practical combustion devices,
which often operate under turbulent conditions, the soot formation
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process is highly affected by complex interactions of reactive flow,
flame, and soot. Therefore, understanding soot response to flow varia-
tions is an important research topic concerning predictive soot model
development.

In this context, the counterflow diffusion flame is an attractive
configuration for systematic studies analyzing flow time effects on soot
formation through strain rate variations. Several experimental [8–12]
and numerical investigations [11–13] have addressed soot sensitivity to
strain rate for different fuels in counterflow configurations. It is shown
that increased strain rates inhibit soot formation (indicated by soot
volume fraction and PAH concentrations, e.g., pyrene concentration)
as a consequence of the lower residence times. While these studies
have contributed to understanding physical and chemical mechanisms
associated with interactions between flow and soot in more detail,
the systematic investigation of strain rate effects on the evolution of
soot particle size distribution in a counterflow configuration remains
limited. In addition, this configuration is suitable to investigate the
sooting tendencies of different fuels in the form of a limit curve [14],
as fuel composition can be manipulated with the dilution of non-
hydrocarbon gases such as nitrogen. Fuel dilution with nitrogen has
been shown to affect the sooting tendency through variation mainly of
the flame temperature or the concentration of soot precursors [15–17].

For these reasons, we perform numerical simulations with two
different state-of-the-art soot modeling strategies from recently mea-
sured counterflow flames [18] to investigate their sooting characteris-
tics. These modeling approaches include the discrete sectional method
(DSM) [19] and the split-based extended quadrature method of mo-
ments (S-EQMOM) [20], which provide direct information on the soot
particle size distribution (PSD). Sets of different mixture compositions
and strain rate variations are investigated with lightly and moderately
sooting conditions which extends the data pool for this configuration
with systematic parameter variations. The present study uniquely fea-
tures detailed measurements of the soot formation by including soot
volume fraction and PSD in combination with the comparison of two
different soot models. Furthermore, a new comprehensive chemical ki-
netic mechanism referred to as ESTiMatE-Mech [21] (abbreviated name
as EST3) is introduced for modeling the PAH formation chemistry. This
mechanism was developed with a focus on the prediction of the PAH
formation during the combustion of ethylene and a wide range of jet
fuel surrogates.

Considering the rich experimental database and the different mod-
eling approaches, the objectives of the present study are: (1) to sys-
tematically investigate the strain rate sensitivity of soot formation and
the effects of fuel dilution in laminar ethylene counterflow flames by
using new experiments and computations; (2) to study the evolution of
soot particle size distribution under strain rate variation and fuel dilu-
tion; (3) to introduce a new chemical kinetic mechanism and validate
its performance for soot prediction in laminar ethylene counterflow
flames; and (4) to perform a comparative assessment of the predictive
capabilities of two soot modeling strategies concerning soot formation
characteristics.

The manuscript is organized as follows: the experimental setup
and measurement techniques for the species, temperature, and soot
quantities are described. Subsequently, the modeling study is presented
in two parts. First, the kinetic mechanism is presented including val-
idation with species and temperature profiles measured within the
counterflow flames using ethylene as a fuel. Second, the performance
of the two soot models in the soot prediction in counterflow flames
from Wang and Chung [11] is evaluated by comparing the new reaction
mechanism EST3 with the well-established KM2 mechanism [22]. The
main investigation is performed on a series of ethylene counterflow
diffusion flames with varying strain rates and fuel compositions [23].
The experimental data sets for soot formation and PSD evolution are
compared against the simulation results. A detailed analysis of the soot
formation sub-processes is provided by comparing the numerical results
for both soot models. Finally, the concluding remarks and perspectives
are given.
2

Fig. 1. Schematic of the counterflow burner.

2. Experimental approach

The counterflow setup employed in the present work is based on
the burner design described in [24,25]. The details of the experimental
setup consisting of intrusive particle sampling coupled with differential
mobility particle sizing, i.e., a scanning mobility particle sizer (SMPS),
two-color time-resolved laser-induced incandescence (2C-TiRe-LII), and
fuel/oxidizer flow control systems can be found in the work of Hagen
et al. [18,23]. The burner consists of two concentrically placed identical
ducts with inner diameters of 25 mm, configured as opposed to each
other, with a separation distance of 12.5 mm. The bottom duct (fuel
duct) is surrounded by two concentric annular ducts. Nitrogen gas
shielding is applied through the inner annular gap to avoid ambient air
interference and the formation of secondary edge flames. To facilitate
the suction of product gases, an outermost annular duct is connected
to an exhaust system. Similar to the fuel duct, the oxidizer duct is also
shrouded by nitrogen. To ensure plug-flow type boundary conditions,
multiple stainless steel wire screens (200 meshes/inch) are placed at
the nozzle exit. The flow rates are adjusted by thermal mass flow
controllers (MFC) with an uncertainty of less than 1%. The schematic
of the counterflow burner setup is shown in Fig. 1.

In the present experiments, ethylene with a purity of > 99.9% is
used as fuel diluted with nitrogen, while synthetic air (21% O2/79%
N2 by volume) is used as an oxidizer. For the shielding and dilution of
the fuel, nitrogen with a purity of > 99.999% is used. The fuel and oxi-
dizer are maintained at 300 K ambient temperature under atmospheric
pressure. In the experiments, a momentum balance is imposed to ensure
the stagnation plane formed by the reactant streams lies approximately
in the central region between the two ducts. In the counterflow burner,
the global strain rate of the oxidizer is defined as:

𝐾 =
2|𝑢𝑜|
𝐿

(

1 +
|𝑢𝑓 |

√

𝜌𝑓
|𝑢𝑜|

√

𝜌𝑜

)

, (1)

where 𝑢 denotes the flow velocity of reactants, 𝐿 represents nozzle
separation distance, and 𝜌 is the gas density. Subscripts 𝑓 and 𝑜 indi-
cate the fuel and oxidizer streams, respectively. Under the momentum
balance (𝜌𝑓 𝑢2𝑓 = 𝜌𝑜𝑢2𝑜), global strain rate simplifies to 𝐾 = 4𝑢𝑜∕𝐿. In
the current study, variation in global strain rate and stoichiometric
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Table 1
Strain rates and fuel compositions of the investigated ethylene-air counterflow
flames.

Flame C2H4 mass fraction in fuel (𝑌𝐹 ,𝑓 ) [–] Strain rate (𝐾) [s−1]

1 0.20 60
2 0.25 60
3 0.30 50
4 0.30 60
5 0.30 70
6 0.35 60
7 0.25 100

mixture composition is achieved by altering the nozzle exit velocities
of reactants and the mass fraction of ethylene in the fuel stream (𝑌𝐹 ,𝑓 ).
The experimental conditions of the investigated flames are summarized
in Table 1.

In this study, temperature, concentrations of gaseous species, soot
volume fractions 𝑓𝑣 and mobility particle size distributions 𝑃 (𝑑𝑚) are

easured along the flame axis to obtain the profiles as a function
f the height above the fuel duct (HAB for brevity). Temperatures
ere determined using a 300µm wire diameter (after coating) S-type

hermocouple that was built in-house and is described in detail in [25].
aking into account the standard deviation of the measurement and
he uncertainties imposed by the radiation correction [26], the highest
evel of uncertainty of the reported temperatures is 80 K [18,25]. The
nfluence of soot deposits on radiation correction can be neglected since
he residence time of the thermocouple in the low-sooting counterflow
lames was chosen to be less than three seconds.

Gas chromatography coupled with mass spectrometry (GC/MS) is
sed to quantify gas species concentrations in the examined flames
ia probing gas phase species. The used sampling system consisting
f a chemically inert, deactivated aluminum oxide (Al2O3) tube (ID
.3 mm/OD 0.5 mm, 25 mm length) is explained in [24,25]. This micro-
robe is connected to a 1/16′′ stainless steel tube, which in turn is
ixed through a reducer fitting to a 6 mm stainless steel tube. The
ransfer line connecting the flame probe to the gas GC/MS is heated
p to 423 K in order to prevent condensation of species from the flame
robe. The GC/MS is equipped with a Thermal Conductivity Detector
TCD) for quantifying permanent gases (CO, CO2, O2, H2O, and H2)

and two Flame Ionization Detectors (FID) for hydrocarbons. Details of
the GC/MS, the probe as well as the sampling system used for these
investigations are given in the work from Sentko et al. [27].

The GC/MS was calibrated with gaseous and liquid mixtures. Gas
calibration of the GC/MS is performed with calibration reference gas
mixtures consisting of CO, CO2, O2, H2, N2, CH4, C2H2, and C6H6.
On the other hand, higher hydrocarbons and PAHs were calibrated
with liquid reference mixtures fed to the GC/MS using a calibration
unit consisting of a syringe pump and a direct vaporizer, or by liquid
injection. Both methods showed excellent agreement and were used
for different concentration levels. To ensure accurate quantification,
all species subjected to quantitative analysis were calibrated at least
at two different concentration levels, i.e., in a two-point calibration.
The overall uncertainty on the reported concentrations is ± 3%–10%
for the major species (N2, O2, H2, CO, CO2, and CH4), ± 5%–30% for
light and heavy hydrocarbons, which include several soot precursors
(i.e., styrene, ethylbenzene, naphthalene, pyrene, etc.), and ± 20% for
water. These values correspond to the largest uncertainty of the species
in the flames studied, taking into account the standard deviations of
three repeated measurements and the uncertainties from the calibration
procedures. The latter includes the uncertainties in concentrations of
reference gases and liquids. Note that there is an additional error in
the measured mole fractions arising from the non-isokinetic sampling,
which has already been discussed in [28]. The limit of detection (LOD)
for the higher PAHs, i.e., the three- and four-ring systems, is 1 ppm.

For the measurement of volume fraction 𝑓𝑣 and mobility size distri-
bution 𝑃 (𝑑 ) of soot particles formed in the investigated counterflow
3

𝑚

flames, a particle sampling system coupled with differential mobility
particle sizing, i.e. SMPS, described in detail in [23], is employed.
Aerosol sampling features a tailored probe that is traversed through the
flame in combination with a two-stage dilution system. The dual-port
probe consists of a double-walled quartz tube with a wall thickness of
1.0 mm, an inner diameter of 6.0 mm for the outer tube, and 3.0 mm
for the inner tube, respectively. The outer tube narrows down to an
inner diameter at the tip of 0.2 mm to reduce flow perturbance and
minimize heat losses from the flame. The extracted aerosol sample is
rapidly diluted with nitrogen in two stages to prevent further surface
growth, coagulation, and oxidation processes of the particles. The
resulting dilution ratio (𝐷𝑅) of the particle-laden flame gas sample was
𝐷𝑅≈ 2 × 103 [23], which simultaneously corresponds to the maximum
values of [29]. To demonstrate the performance of the particle sampling
system, 𝑓𝑣 and 𝑃 (𝑑𝑚) derived via differential mobility sizing were
compared in [23] with those obtained by non-intrusive laser-based
diagnostics, i.e. 2C-TiRe-LII. Thereby, excellent agreement was found.
Further, a threshold for the developed probe was discussed, beyond
which no influence of 𝐷𝑅 on 𝑃 (𝑑𝑚) and 𝑓𝑣 was observed. In this study,
the dilution ratio 𝐷𝑅 exceeded this threshold. A sketch of the aerosol
probe and a description of the methods used to determine and control
𝐷𝑅 is given in [23]. The approach for correcting 𝑃 (𝑑𝑚) for particle
losses in the probe and tubes is also provided in [23]. For differential
mobility sizing, an electrostatic classifier (EC), a soft X-ray neutralizer,
a nano-differential mobility analyzer (nano-DMA), and a condensation
particle counter (CPC) have been used. Details of the instrumentation
can be found in [30]. As reported in [23,31], uncertainties in the
dilution ratio, perturbations of the flame, sampling from a volume
rather than a point source, and particle deposition in the probe lead
to unavoidable uncertainties in the measurement of 𝑓𝑣 and 𝑃 (𝑑𝑚) of
±30%.

3. Gas-phase modeling

Complementary to the experimental study, numerical simulations of
the measured ethylene flames are performed to compare the ability of
the models to predict the main features of the flame and their sooting
characteristics. The modeling assessment of the two-phase flow (solid-
gas) can be divided into two main parts: gas-phase validation and soot
prediction. In this section, the reaction mechanism used to describe the
chemistry of the gas phase is introduced, and numerical simulations
with detailed chemistry (without soot) are conducted to validate the
chemical kinetic mechanism. Dedicated experiments for non-sooting
conditions are used to examine the accuracy of the new reaction
mechanism EST3 to reproduce the concentrations of major species and
PAHs prior to the sooting flame calculations. The description of the
gas-phase reaction kinetic approach, along with its validation based on
experimental species and temperature data, is detailed below.

3.1. Chemical-kinetic reaction mechanism for soot formation

The chemical-kinetic reaction mechanism EST3 [21,32] is used
to describe the chemical breakdown and oxidation of the ethylene
fuel. In addition to the kinetics of ethylene, the EST3 mechanism
was developed to model the combustion of different compositions of
jet fuel surrogates as well as their components [21]. For modeling
surrogates of complex practical fuels, EST3 can handle several different
iso-alkanes up to iso-octane, n-alkanes up to n-dodecane, and cyclo-
alkanes up to cyclo-hexane. Moreover, EST3 includes the kinetics of
different potential candidates to represent the aromatics in a jet fuel
surrogate formulation, such as toluene, n-propylbenzene, m-xylene,
and 1,3,5-trimethylbenzene. The EST3 mechanism has been developed
with a focus on the formation of PAHs up to pyrene (A4), which is
considered the key precursor for soot nucleation within the employed
soot models. The EST3 mechanism consists of 214 chemical species and
1539 elementary reactions.
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Fig. 2. Comparison between experimental (symbols) and modeling results (curves) obtained with EST3 [21,32] (solid) and KM2 [22] (dashed) mechanisms for C2H4, CO2, and
2H2 mole fractions and temperature profiles in counterflow ethylene flames 2, 6, and 7.
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In the development of EST3, a recently updated and extensively
alidated reaction mechanism for kerosene surrogate was selected as
base mechanism, the DLR Concise [33,34]. DLR Concise is a compact
odular mechanism that encompasses the kinetics of many n-paraffins,
so-paraffins, cyclo-paraffins, and aromatics. To generate EST3, species
hat were not considered molecules of interest to be part of jet fuel
urrogates were removed from the base mechanism (e.g. larger iso-
araffins iC > 8 and larger n-alkanes nC > 12). In addition, chemical
inetic sub-models of species of interest that were not yet considered in
LR Concise were developed and incorporated, such as m-xylene and
,3,5-trimethylbenzene [21].

Furthermore, the chemical mechanism was updated taking into
ccount a new detailed experimental database obtained from a coun-
erflow burner [32]. In this counterflow burner, different fuels such
s iso-octane, 1,3,5-trimethylbenzene, a jet A-1 surrogate, and ethylene
ere evaluated. This new experimental database allowed for validating
nd refining the mechanism, taking into account different fuels, strain
ates, and fuel mass fractions. A description of the kinetics of these
uel components is omitted here for brevity; for more information, see
ef. [32]. To assure good predictability of species profiles of various
AHs within the combustion of a wide range of fuel components, some
odifications based on reaction pathway (ROP) and sensitivity analysis
ere made, including analyses of the base mechanism [21]. Therefore,
ST3 offers the capability to analyze a wide range of hydrocarbons,
rom lighter compounds such as ethylene to the kinetics of kerosene sur-
ogates. It allows for consistent modeling of PAH formation that aligns
ell with the applied soot model. This enables efficient studies on

oot formation across a diverse range of hydrocarbon fuels, including
thylene.
4

.1.1. Validation of the chemical-kinetic reaction mechanism EST3
The proposed chemical-kinetic reaction mechanism of ethylene is

alidated for multiple PAH species including benzene (A1), toluene
A1CH3), styrene (C8H8), indene (C9H8), naphthalene (A2), and ace-

naphthylene (A2R5). Experimental data for larger PAHs, such as
phenanthrene (A3) and pyrene (A4), were unavailable as their con-
centrations were below their detection limits. In Fig. 2, the modeling
results obtained with the EST3 mechanism are compared against the
measurements for three counterflow ethylene flames with different
strain rates and fuel compositions. The counterflow burner was mod-
eled with Cantera [35] to solve the governing equations of the 1-D
flame. The species diffusive mass fluxes were computed according to
the multi-component formulation. The simulations are carried out for
gas-phase description without the coupling of any soot model.

The spatial profiles for temperature and concentration (in mole
fraction 𝑋) of major species (C2H4, CO2, and C2H2) are shown in
Fig. 2. The results from the reference mechanism, KM2 [22], are also
included for completeness. As observed in Fig. 2, the profiles of major
species and temperature are well captured by the EST3 mechanism.
Especially, the concentration of C2H2, a key precursor species in soot
formation, is well predicted by EST3 as compared to KM2. Besides
major species, modeling results for the aromatics, such as benzene (A1),
toluene (A1CH3), naphthalene (A2), and pyrene (A4) are also presented
in Fig. 3. The EST3 model reveals a good qualitative and quantitative
predictability of benzene and naphthalene. Especially for flames with
lower dilution levels, EST3 mechanism shows better quantitative pre-
diction of toluene (Fig. 3(b)) and A2 (Fig. 3(c)) species. It is important
to note that, as introduced above, the EST3 mechanism is designed to
be applicable to a wide range of hydrocarbon fuels, not limited to C1–C4
fuels like the KM2 mechanism. However, there might be limitations in
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Fig. 3. Comparison between experimental (symbols) and modeling results (curves) obtained with EST3 [21,32] (solid) and KM2 [22] (dashed) mechanisms for benzene (A1),
toluene (A1CH3), naphthalene (A2), and pyrene (A4) mole fraction profiles in counterflow ethylene flames 2, 6, and 7.
a

ccurately predicting each gas-phase species under certain conditions.
or instance, for higher dilution and higher strain rates, these aromatic
pecies by EST3 mechanism are overpredicted, compared to KM2.

The computed profiles of A4 are also included in Fig. 3 for analysis.
owever, no experimental data were available for pyrene (A4) since its
oncentration fell below the detection limits in this set of experiments.
ompared to KM2, a higher A4 concentration is obtained with the EST3
echanism, with a wider spatial distribution and shifted peak locations.
his difference follows the expected trends since the reaction network
f A4 is formulated in a way that it includes also one of all larger PAHs
n the EST3 mechanism. Considering the model uncertainties associated
ith the reaction rate expressions for aromatic species, the predictive

apabilities of the EST3 mechanism are promising. For the rest of the
ections, EST3 is selected for numerical simulations.

. Soot modeling approach

In this section, the soot formation and the evolution of particle
ize distribution are described using two soot models that rely on

moment-based and on a discrete representation of the population
alance equations, respectively. Both models applied in this study
escribe a univariate evolution of the soot particles and mainly differ
n the representation and approximation of the particle number den-
ity function (NDF). These models are based on the discrete sectional
ethod (DSM) [19] and the split-based extended quadrature method

f moments (S-EQMOM) [20] for describing the soot particle dynam-
cs. The modeling approaches assume purely spherical soot particles,
eglecting aggregation processes. However, the flames considered in
his study are predominantly lightly to moderately sooting, hence with
5

ow levels of chain-like soot aggregates, which justifies this assumption.
4.1. Discrete sectional method (DSM)

In DSM, soot particle volume ranges are divided into a finite number
of sections (using a geometric progression here). For each section, 𝑖,
the governing equation for the soot mass fraction 𝑌𝑠,𝑖 is solved by
taking into account flow convection, diffusion (for numerical stability),
thermophoresis, and soot formation rates. The sectional soot transport
equation can be formulated along the flame-normal coordinate 𝑥 using

quasi-1D approximation and is given by Eq. (2):

𝜕
(

𝜌𝑌𝑠,𝑖
)

𝜕𝑡
+ 𝜕

𝜕𝑥
(

𝜌
[

𝑢 + 𝑣𝑇
]

𝑌𝑠,𝑖
)

= 𝜕
𝜕𝑥

(

𝜌𝐷𝑠,𝑖
𝜕𝑌𝑠,𝑖
𝜕𝑥

)

+ 𝜌𝑠�̇�𝑠,𝑖,

∀ 𝑖 ∈
[

1, 𝑁𝑠𝑒𝑐
]

(2)

where 𝜌𝑠 is the density of soot particles (assumed to be 1860 kg/m3

[19]). In the transport equation, �̇�𝑠,𝑖 is the sectional soot source term,
and 𝑣𝑇 is the thermophoretic velocity given by Friendlander et al. [36]
as:

𝑣𝑇 = −0.55 𝜈
𝑇

𝜕𝑇
𝜕𝑥

, (3)

where 𝜈 is the kinematic viscosity and 𝑇 is the local temperature.
The diffusion coefficient of soot particles of class 𝑖 is given by 𝐷𝑠,𝑖.
The sectional source terms �̇�𝑠,𝑖 include the contributions from the
chemical and physical processes associated with the soot formation
such as nucleation, condensation, surface growth, soot oxidation, and
particle–particle coagulation.

The nucleation process is modeled through PAH (pyrene molecules
here) dimerization. The reaction networks of the larger species are
lumped within the gas-phase kinetics, resulting in pyrene serving as
the sole surrogate species in the transition pathway from gas-phase to
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young soot particles. The PAH condensation is considered as the coa-
lescence of a PAH molecule at a soot particle surface. The growth and
oxidation of soot particles by surface reactions are represented through
the hydrogen-abstraction-C2H2-addition (HACA) mechanism [37] with
ate coefficients given by Appel et al. [38]. In the surface growth model,
he fraction of sites available for hydrogen abstraction is assumed to
e a function of the thermal age, and particle size history [38]. The
oot oxidation is considered through surface reactions involving O2 and
H molecules with soot. The coagulation of soot particles is described

ollowing the model proposed by Kumar and Ramkrishna [39]. The
orphological description of particles is not considered for simplicity.
he DSM model has been validated for soot prediction in laminar
lames in earlier works [19,40,41]. A detailed description of the soot
odel used in this study can be found in Hoerlle and Pereira [19].

.2. Split-based extended quadrature method of moments (S-EQMOM)

In S-EQMOM [20], the number density function of the particles is
pproximated by its statistical properties and their moments, so it does
ot solve for the distribution of the particles directly. The univariate
article distribution is described using the volume 𝑉 of the particles
eading to the definition of the moment 𝑚𝑘 of order 𝑘 as:

𝑘 = ∫

∞

𝑉 =𝑉min

𝑉 𝑘𝑛(𝑡, 𝑥;𝑉 )d𝑉 . (4)

erein, 𝑛(𝑡, 𝑥;𝑉 ) defines the NDF of particles in space 𝑥 and time 𝑡.
ransport equations given in Eq. (5) for the low-order moments are
onsidered including thermophoresis effects on soot:
𝜕𝑚𝑘
𝜕𝑡

+ 𝜕
𝜕𝑥

([

𝑢 + 𝑣𝑇
]

𝑚𝑘
)

= �̇�𝑘 (5)

he term �̇�𝑘 represents the sum of source terms arising due to physical
nd chemical soot processes such as nucleation, surface growth by
he HACA-mechanism or PAH adsorption, coagulation, and oxidation
nalogously to the ones described in Section 4.1 for DSM. Following
he approach of the Extended Quadrature Method of Moments of Yuan
t al. [42], kernel density functions (KDF) of a known shape are used to
pproximate the PSD and therefore, enable a closure for the calculation
f the moment source terms based on the distribution itself.

While in the standard EQMOM, the NDF is calculated based on
he sum of the kernel density functions, and the inversion process is
erformed for the entire NDF, S-EQMOM splits this inversion procedure
p for every sub-NDF [20]. In S-EQMOM, the moments of several
oupled sub-NDFs are treated individually before the entire NDF is
omposed again by the sum of all sub-NDFs. This method results in
n individual moment inversion step for every sub-NDF leading to a
nique solution for every sub-NDF, enhanced robustness, and more
tability of the inversion algorithm. The NDF 𝑛(𝑉 ) as the sum of

individual sub-NDFs 𝑛𝑠𝑖 is defined as:

𝑛(𝑉 ) =
𝑁𝑠
∑

𝑗=1
𝑛𝑠𝑖 (𝑉 ) ≈

𝑁𝑠
∑

𝑗=1
𝑤𝑠𝑖𝛿𝜎𝑠𝑖 (𝑉 , 𝑉𝑠𝑖 ). (6)

The sub-NDFs 𝑛𝑠𝑖 (𝑉 ) in Eq. (6) are approximated by the sum of
weighted sub-NDFs 𝛿𝜎𝑠𝑖 of a defined shape following the work of Salen-
bauch et al. [20]. In the current study, the entire NDF is approximated
with three sub-NDFs each with a gamma function shape. The individual
shape parameters 𝜎𝑠𝑖 , weights 𝑤𝑠𝑖 , and node positions 𝑉𝑠𝑖 of the three
applied sub-NDFs can be obtained based on the three lower-order
moments of each sub-NDF. This leads to nine transported moments
for reconstructing the entire particle NDF through superposition. In
contrast, moments of the entire NDF get transported in the standard
EQMOM. An extensive evaluation of the required number of sub-NDFs
and the impact of different shapes for the sub-NDFs is provided in [20,
43]. The modeling performance of S-EQMOM has been demonstrated
for premixed flames [20] and turbulent jet flames [44].

In both DSM and S-EQMOM modeling frameworks, a two-way cou-
6

pling between soot chemistry and gas-phase chemistry is incorporated
into the conservation equations to ensure mass/energy balance. The
solvers and soot models used in this study have been rigorously verified
and validated in prior research [19,20,43].

5. Assessment of the combined kinetic and soot modeling ap-
proaches

Before addressing the sooting flames from the experimental setup,
we assess the combination of the kinetic scheme EST3 and the corre-
sponding coupling with the different soot modeling strategies. This step
is crucial since the soot precursor formation depends on the underlying
gas-phase chemistry, and therefore subsequent soot formation results
strongly depend on the used gas-phase kinetics as demonstrated in [45].
Details of the validation of the individual soot models are provided for
the DSM in [19,40] and for the S-EQMOM in [20,43].

For this assessment, the counterflow ethylene flames under different
strain rates, studied by Wang and Chung [11] (referred to as KAUST
flames), are considered. In these flames, the fuel is C2H4 and the
oxidizer is composed of 25% of O2 and 75% of N2 (on a molar basis).
The reactant streams are separated with a distance of 8 mm. The
flow velocities for both the fuel and oxidizer streams are varied from
15 cm/s to 30 cm/s corresponding to four global strain rates 𝐾 (75 s−1,
100 s−1, 125 s−1, and 150 s−1). Simulations of counterflow flames are
conducted using a steady, 1-D formulation of reacting flow equations
with plug-flow type boundary conditions for the inlet streams. The 1-
D laminar flamelet solvers CHEM1D [46,47] and Universal Laminar
Flame solver (ULF) [48] are used for computing sooting flames with
DSM and S-EQMOM models, respectively. The investigated flames are
SF (soot formation) type flames, in which the flame (or reacting layer)
resides on the oxidizer side of the stagnation plane. Therefore, soot
particles, nucleated on the fuel-rich side of the flame, are convected
away from the flame towards the stagnation plane.

Computed profiles of soot volume fraction with the DSM and S-
EQMOM soot models are compared against the experimental data for
different strain rates in Fig. 4. In DSM, the soot volume fraction is
obtained by multiplying the total soot mass fraction with the ratio of
gas and soot density, assuming a constant soot density. On the other
hand, in S-EQMOM, the soot volume fraction is determined using the
first moment of the Number Density Function (NDF). Simulations are
performed using the EST3 kinetic mechanism introduced earlier. In
addition, modeling results for the KM2 mechanism [22] are added
for comparison. As it can be observed, both DSM and S-EQMOM soot
modeling strategies capture the spatial distribution and the lowered
peak 𝑓𝑣 values against strain rate reasonably well. Consistent with the
experimental observations, numerical profiles show that the sooting
zone thickness decreases with increasing strain rates. The measured
soot volume fraction is underestimated in simulations for both models,
DSM and S-EQMOM, and the disparity between numerical and exper-
imental values decreases with the strain rate. Compared to the DSM
method, S-EQMOM predicts a wider sooting zone starting closer to the
flame front which is in good agreement with experimental observations.
On the other hand, compared to S-EQMOM, the skewness of the 𝑓𝑣
distribution is better reproduced by DSM. At the particle stagnation
position, the diffusion transport and source term for soot balance leads
to a sharp decrement in 𝑓𝑣, which is consistent with the experimentally
observed leakage of soot through the stagnation plane. Both DSM
and S-EQMOM strategies favorably predict the strain rate influence of
soot formation for the reference flames, confirming the validity of the
employed soot modeling techniques as well as of the kinetic scheme
EST3 introduced in the present study.

6. Results and discussion

The previous section has shown that both DSM and S-EQMOM mod-
eling approaches tend to perform similarly for the KAUST flames [11]
using the new reaction mechanism EST3, specifically designed to use
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Fig. 4. Comparison between the numerical (curves) and experimental (symbols) profiles for soot volume fraction (𝑓𝑣) with DSM (solid) and S-EQMOM (dashed) models for
KM2 [22] (left) and EST3 (right) kinetic schemes. Experimental data are from Wang and Chung [11].
pyrene as lumped PAH species for particle nucleation. Therefore, these
modeling strategies are adopted to investigate the new set of counter-
flow diffusion flames measured at Karlsruhe Institute of Technology
(KIT) [23]. The predictive capabilities of these modeling approaches
are evaluated for strain rate sensitivity and dilution effects of soot
formation by comparing the computed results against the measured
soot volume fraction profiles and particle size distribution data. To the
best of our knowledge, this is the first time such a comparison has been
made on the same datasets. Additionally, the sub-processes of the soot
formation are analyzed based on both modeling strategies. The flames
under investigation are listed in Table 1.

6.1. Evaluation of soot volume fraction profiles

The measured (symbols) and computed (curves) profiles of soot
volume fraction 𝑓𝑣 are compared in Fig. 5 for strain rates 50 s−1,
60 s−1, and 70 s−1 at a constant fuel mass fraction of 𝑌𝐹 ,𝑓 = 0.30.
Both soot models predict the qualitative trend of the reduced 𝑓𝑣 with
increasing strain rate. The measured flames exhibit soot formation type
counterflow flames, where soot particles, incepted on the fuel-rich side
of the flame, are convected towards the stagnation plane. Compared
to DSM, higher 𝑓𝑣 values are obtained with the S-EQMOM model.
However, the width of the sooting zone is well predicted with the
S-EQMOM model compared to DSM. A detailed analysis of different
soot formation sub-processes will be presented later to investigate the
differences in the modeling results for the two retained methodologies.
While quantitative 𝑓𝑣 predictions are maintained within the same order
of magnitude in simulations, both models predict a lower sensitivity of
𝑓𝑣 to strain rate compared to the experiments.

The modeled soot volume fraction profiles for varying levels of
fuel mass fraction 𝑌𝐹 ,𝑓 at a constant strain rate of 𝐾 = 60 s−1 are
compared in Fig. 6 against measured SMPS data. An increase in 𝑓𝑣
for higher ethylene concentration is obtained experimentally as well
as in the modeling results. For the 𝑌𝐹 ,𝑓 = 0.35, the S-EQMOM slightly
overpredicts the soot formation, while the DSM model matches the
measuring results fairly well. However, the reduction of soot formation
with reduced ethylene mass fractions is stronger in the measurements
as compared to the computed results for both models. Apparently, the
soot formation is highly sensitive to the ethylene content in the fuel
as 5% of decrement in ethylene mass fraction from 𝑌𝐹 ,𝑓 = 0.35 leads
to approximately 71% reduction in 𝑓𝑣 measured at HAB = 5.5 mm.
In the DSM model, such a drop in 𝑓𝑣 values is obtained at 15% of
reduction in 𝑌𝐹 ,𝑓 = 0.35. Comparing the soot models, the S-EQMOM
predicts higher amounts of soot volume fraction than the DSM model
7

Fig. 5. Comparison between the numerical (curves) and experimental (symbols) soot
volume fraction profiles for varying strain rates at a fuel mass fraction of 𝑌𝑓 = 0.30.

Fig. 6. Comparison between the numerical (curves) and experimental (symbols) soot
volume fraction profiles for varying fuel mass fraction at a strain rate of 𝐾= 60 s−1.
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in all investigated flame configurations. While the position of the peak
value and particle stagnation plane agree well, the position of the soot
formation zone in the S-EQMOM is displaced to higher HAB positions.
Overall, the results are reasonably close to the experimental data taking
into account the large uncertainties associated with the predictions of
larger PAH concentrations in the EST3 mechanism.

The discrepancy between experimental data and modeling results in
counterflow diffusion flames is a common observation in the literature
across various modeling approaches [12,13,45,49,50]. These deviations
are particularly observed near the stagnation plane. One possible rea-
son for this discrepancy is the variation in the prediction of the flame
stagnation position by the models, as measurements for velocity were
not conducted and no scaling or numerical shift of the profiles was
applied. In cases where the conditions of the studied flames align
closely with those of other publications, a better agreement between
the soot formation zones is observed, as is the case in the current study.
The absolute misalignment between experimental data and models
roughly scales with the distance between the fuel and oxidizer ducts,
which in the current study is relatively large. The observed diffusion
of soot in fuel-rich regions may also be attributed to experimental
limitations. However, the exact cause of this systematic misalignment
in some flames remains unclear, and further investigation is needed to
determine its source.

Additionally, it is important to note, that the soot models were
not specifically tuned for the investigated flames. For highly sooting
conditions (𝑌𝐹 ,𝑓 = 1 as in KAUST flames), the predictive accuracy of
oth soot models is reasonably good, though, a stronger variability
n the two soot models is observed for these challenging conditions
ith high fuel dilution and low soot formation. This is because, in

lames with high fuel dilution that exhibit low-sooting conditions, the
oot formation process is primarily limited by the initial inception step.
hile the bi-directional coupling between the gas-phase and soot model

as a significant effect on the pyrene concentration profile in the gas
hase (due to its very low concentration), the concentration of C2H2 (a
rimary contributor for HACA) is not significantly affected due to its
verall high value. The sensitivity of the inception process to the gas
hase conditions often makes it challenging to accurately capture the
nitial step and subsequent soot formation process.

.2. Analyses of the soot sub-processes

To better understand the predictive capabilities of soot models an
nalysis of the different sub-processes is conducted. The contribution to
he soot growth by nucleation, condensation, and HACA surface growth
re compared in Fig. 7 for varying strain rates at a constant fuel mass
raction of 𝑌𝐹 ,𝑓 = 0.30. Both modeling results show a decreasing peak
alue for the nucleation, condensation, and surface growth rates for
ncreasing strain rates. The DSM and S-EQMOM models agree on the
verall trends and also on the shape of the soot formation rate profiles.
hile the soot volume fraction profiles in Fig. 5 contain a significant

ensitivity for strain rate variations, only small differences in the un-
erlying soot production rates can be observed. The computed rate
rofiles for different sub-processes mainly differ in the peak position
nd quantitative values. The condensation and, in the case of the S-
QMOM method, also the nucleation process is markedly influenced
y strain rate variations while the difference in the surface growth
eactions is almost negligible. Comparing the nucleation rates between
he models, it can be seen, that only minor differences are present at
he start of the soot formation at HAB = 7 mm up to approximately
AB = 6.2 mm since the nucleation process is solely depending on the
nderlying gas-phase and on the amount of the PAH species pyrene that
nitiates the inception step within both soot models. The condensation
nd surface growth processes on the other hand depend additionally on
he modeled PSD, leading to larger deviations between both models.
ue to the bi-directional coupling between the gas phase and the
8

article model, small deviations in some of these processes are also
Fig. 7. Computed profiles of soot growth sub-processes with the DSM (solid) and S-
EQMOM soot model (dashed) for varying strain rates (indicated by color) at a fuel
mass fraction of 𝑌𝑓 = 0.30.

altering the underlying gas-phase composition. In fact, the nucleation
and condensation processes reduce the pyrene concentration in the gas
phase. Hence, larger deviations in nucleation can be observed at lower
HAB positions, when condensation and surface growth processes are
dominantly affecting the gas-phase chemistry. Fig. 2 demonstrates that
the acetylene profile (which impacts the surface growth) is primarily
influenced by fuel dilution and only slightly decreases for higher strain
rates. However, increased strain rates significantly reduce the residence
time of particles in the flame due to higher gas phase velocities.
Consequently, despite similar surface growth rates, the variation in
residence times leads to different soot volume fractions. Considering
relatively small variations in the soot formation rates, the difference
in the amount of soot formed for different strain rates can be mainly
attributed to varying flow velocities and subsequently the change in the
residence times of soot particles.

The rate profiles of different soot sub-processes for varying fuel
mass fractions at a constant strain rate of 𝐾 = 60 s−1 are shown in
Fig. 8. The rates for all the sub-processes are significantly increased
at higher fuel mass fractions in the fuel stream at a constant strain
rate (and thus similar residence times). The increase in soot volume
fractions at increasing ethylene content in fuel, as observed in Fig. 6,
can therefore be mainly ascribed to the increment in soot formation
rates through HACA surface reactions, and higher concentration of soot
precursors (not shown) affecting soot inception rates. Again, both DSM
and S-EQMOM models follow similar trends and agree in the overall
shape; however, quantitative deviations and a shift of the profiles can
be observed. In both studies, Figs. 7 and 8, the DSM model leads
on one hand to higher condensation rates than the S-EQMOM model,

while on the other hand, nucleation rates are reduced which can be
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Fig. 8. Computed profiles of soot growth sub-processes with the DSM (solid) and S-
EQMOM soot model (dashed) for varying fuel mass fraction (indicated by color) at a
strain rate of 𝐾= 60 s−1.

explained by the dependence of both processes on the amount of
pyrene. These results clearly highlight the competing processes. The
S-EQMOM exhibits higher HACA surface growth rates leading also to
higher soot volume fractions due to surface growth, which is the largest
contributor to soot formation.

Overall, the surface growth mechanism through the HACA pathway
contributes significantly to the overall soot loading in terms of soot
volume or mass, surpassing the contribution of the inception process
or PAH deposition onto the particle surface by several orders of mag-
nitude (as identified in earlier works [11,49] for flames at atmospheric
pressure). This is attributed to the large differences in concentration
between the C2H2 and PAH species, which play key roles in the
respective soot processes. However, it is important to note that surface
growth is not the sole factor influencing the final soot profile. Other
factors, such as residence time due to varying strain rates, the profile
and peak concentration of gas-phase precursors, and the position of
the flame relative to the stagnation plane, also strongly influence soot
formation in the investigated counterflow configurations.

6.3. Evaluation of particle size distributions

In addition to the volume fraction, particle size distributions (PSD)
were measured for the investigated flames. The experimental and mod-
eling results of PSDs at a height above the burner of HAB = 5.5 mm
(location of highest 𝑓𝑣 value in the measurements) are compared in
ig. 9. The experimental SMPS measurement range is limited to par-
icles with a mobility diameter (𝑑𝑚) between 2 nm ⩽ 𝑑𝑚 ⩽ 79 nm, and

consists mainly of the log-normal mode of PSD referring to larger par-
ticles, while the inception mode is only partially visible at the smallest
9

s

Fig. 9. Comparison between the numerical (curves) and experimental (symbols) PSD
for varying strain rates at a fuel mass fraction of 𝑌𝐹 ,𝑓 = 0.30 (a), and for varying fuel
mass fraction at a strain rate of 𝐾= 60 s−1 (b).

etectable diameters. Furthermore, it should be noted that there is a
ignificant loss of particles smaller than 10 nm in the probe, tubes, and
obility sizer, resulting in increased experimental uncertainties for the

mall particle sizes [23]. PSD profiles for a constant fuel mass fraction
f 𝑌𝐹 ,𝑓 = 0.30 with varying strain rates are displayed in Fig. 9(a),
hereas in Fig. 9(b), results for varying fuel mass fractions at a constant

train rate of 𝐾=60 s−1 are presented.
The current soot modeling approaches are based on the volume

quivalent particle diameter 𝑑𝑝, whereas measurement data represent
obility sizes (𝑑𝑚) of particles. A scaling is applied to convert 𝑑𝑚

o 𝑑𝑝 as proposed in the Refs. [51,52]. Since the current modeling
pproach assumes the spherical nature of soot particles, the conversion
f particle sizes using empirical scaling may be ambiguous, considering
he limitations of the empirical Cunningham slip correction transfor-
ation, uncertainty of the number of primary particles per aggregate
hen converting mobility sizes (𝑑𝑚) to spherical particle sizes (𝑑𝑝). To
ddress these considerations and avoid ambiguity, the particle diameter
n Fig. 9 is generalized with the symbol 𝑑 and should be interpreted as
𝑚 for measurements and 𝑑𝑝 for simulations.

As evident in Fig. 9(a), the median diameter of the log-normal mode
hifts to larger particle diameters for decreasing strain rates at constant
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Fig. 10. Comparison between the numerical (curves) and experimental (symbols) PSD
profiles at different HAB positions (indicated by color) for the flame with 𝑌𝐹 ,𝑓 = 0.30
and 𝐾= 60 s−1.

fuel mass fraction. A similar shift towards larger diameters is also
noticed in PSDs for higher ethylene mass fractions at constant strain
rates (see Fig. 9(b)). However, the number density at this peak position
of PSD is not significantly affected by a strain rate or fuel mass fraction
variation. Only a slight reduction in number density is observed with a
decrement in strain rate or ethylene content in the fuel. The computed
profiles by DSM and S-EQMOM strategies favorably capture the shape
of PSD for varied strain rates and fuel compositions. The stronger
shift in the PSD profiles can be observed in the measurements as a
consequence of the high sensitivity of soot volume fraction to strain
rate and fuel composition variations for the investigated flames. The
simulated profiles, on the other hand, show only a marginal shift in
the median diameter of PSD as the soot sensitivity is under-predicted
in the simulations.

The modeling results are dominated by the log-normal mode as well
indicating that the soot inception area is placed at a higher HAB. The
particle evolution is mainly influenced by particle growth and coagu-
lation events during its convection to the particle stagnation plane at
smaller HAB. The shape of the DSM results matches the experimentally
observed profile quite closely, also the qualitative trends in PSD shift
are captured well by the DSM model. The S-EQMOM profiles are
dominated by a peak at a diameter of 50 nm in Fig. 9(a). Here, the
superposition of the three underlying sub-KDFs represented by gamma
functions results in a distinct peak of the second mode. The position of
the peak is equivalent to the position of one of the sub-KDFs containing
the largest particles, while the remaining two sub-KDFs represent the
first mode and particles in between. Overall, the modeling results are
consistent with experimental findings regarding the marginal change
in the number density of the peak of the log-normal mode. However,
the peak position of this mode is only slightly shifted for varying strain
rates and fuel mass fractions in computations.

A more detailed comparison of PSD evolution is presented in Fig. 10,
where PSD profiles at different HABs are shown for the flame at 𝑌𝐹 ,𝑓 =
0.30 and 𝐾=60 s−1. The computed PSD profiles show strong variations
in PSD shape along the HAB, including a transition from unimodal to a
bimodal distribution. However, measured PSD profiles hardly show this
transition, and PSDs predominantly exhibit the log-normal distribution.
As it occurs in SF-type flame, consistent soot inception occurs at higher
HABs (oxidizer side of stagnation plane), giving unimodal PSD shape
(HAB = 6.0 mm) in simulations. At the spatial position of HAB =
6.5 mm, which marks the start of the soot formation process, differences
between the PSD shape predictions by the S-EQMOM and DSM models
10
are prominent. The S-EQMOM model shows a slight contribution of
surface growth, indicating that particles have already undergone some
level of growth by this point. In contrast, the DSM model does not show
significant surface growth at the start of the soot formation process (as
can be seen also Figs. 7 and 8). This slight disparity in spatial positions
of soot growth rate profiles essentially leads to a different shape of the
particle size distribution (PSD) by both models at this position. Soot
particles grow by surface growth and coagulation while being convicted
towards the stagnation plane. In such conditions, the PSD becomes
bimodal, with an increase in the median diameter of the log-normal
mode.

Soot inception predominantly occurs for both models at HABs
greater than 5.5 mm, with the peak of inception at approximately
HAB= 6 mm and HAB= 6.25 mm for the respective models. However,
at HAB= 5.5 mm, coagulation dominates the soot evolution processes.
In Fig. 10 it is evident that smaller particles of the first mode, which
are present at HAB = 6 mm in both models, undergo rapid growth
and coagulation, transitioning towards the second mode. Due to slight
variations in the spatial rate profiles of sooting subprocesses between
the models, the coagulation process is more advanced in the S-EQMOM
model at HAB= 5.5 mm, resulting in fewer inception particles despite
higher inception rates in Figs. 8 and 7. The evolution of the growth
processes seems to overweigh the inception rate at this position in the
flame. This PSD evolution is qualitatively well captured by both DSM
and S-EQMOM models. However, the soot formation is found to start
at higher HABs in experiments, as evident from 𝑓𝑣 profiles (see Fig. 5).
Therefore discrepancy between numerical and measured profiles of PSD
suggests that the soot inception locations are predicted at lower HABs
in simulations as compared to measurements.

7. Concluding remarks

A systematic investigation of soot formation and particle size distri-
butions in laminar ethylene counterflow flames is conducted by com-
bining experimental and numerical methodology. The focus is given to
the analysis of the influence of strain rate and fuel dilution on sooting
characteristics. Such investigation is reported for the first time to the
best of the authors’ knowledge.

The modeling strategy consists of a recently developed reaction
mechanism considering the description of PAHs up to A4 and two
detailed soot modeling approaches DSM and S-EQMOM. The modeling
results are compared against dedicated experiments with optical diag-
nostics measuring the soot volume fraction profiles and the PSD for a
wide range of operation conditions. First, the kinetic scheme EST3 is
validated for the prediction of gas-phase species including PAHs and
temperature showing excellent agreement. The soot modeling results
also closely reproduce their experimental counterparts regarding the
strain rate and dilution effects on the soot volume fraction profiles.
Additionally, the results suggest that strain rate variations mainly
influence the residence time while only slightly affecting the rates of
the underlying soot production processes. Furthermore, a reduction
in the ethylene content of the fuel strongly reduces the soot pro-
duction rates and, thus, the overall soot volume fraction. Modeled
PAH-based sub-processes, namely inception, and condensation, exhibit
higher sensitivity to the strain and fuel variations than the HACA pro-
cess. The experimental results show a high sensitivity of soot formation
to the ethylene content compared to numerical results. Overall, the
simulation results are in close agreement with the experimental data
revealing certain over-predictions acceptable for the soot models. Still,
the predictivity of the models is considered good in the context of soot
investigations for this wide range of flame conditions.

Both models show similar quantitative trends under strain rate and
fuel composition variation, suggesting a high generality of the findings
and being independent of the applied soot modeling strategy. Differ-
ences between DSM and S-EQMOM are limited to minor deviations
of the overall quantity in the rate profiles of different sub-processes
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or slight shifts in their peak positions. One of the key highlights of
this study is the joint experimental and numerical investigation of
the soot PSDs for varying strain rates and fuel compositions, where
a close agreement is observed between modeling and measurement
for the response of soot PSD to these two changes. Nevertheless, the
numerical PSD profiles exhibit reduced sensitivities to these variations
as compared to the measurements.

Additionally, the present study demonstrates the promising capa-
bilities of the kinetic scheme EST3 in combination with detailed soot
models in capturing experimentally observed responses of soot forma-
tion and PSD evolution in laminar flames. While this study focuses
on the well-understood ethylene fuel, the applied kinetic mechanism
allows an extension of these investigations to more complex fuels such
as kerosene surrogates.
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