
Received 7 August 2024; revised 8 October 2024 and 3 December 2024; accepted 7 December 2024. Date of publication 11 December 2024;
date of current version 31 December 2024.

Digital Object Identifier 10.1109/OJITS.2024.3515270

DeepGame-TP: Integrating Dynamic Game Theory
and Deep Learning for Trajectory Planning

GIOVANNI LUCENTE 1,2, MIKKEL SKOV MAARSSOE 1, SANATH HIMASEKHAR KONTHALA 1,
ANAS ABULEHIA 1, REZA DARIANI1, AND JULIAN SCHINDLER 1

1Institute of Transportation Systems, German Aerospace Center (DLR), 38108 Braunschweig, Germany
2Fakultät Verkehrs- und Maschinensysteme, Technische Universität Berlin, TU Berlin, 10623 Berlin, Germany

CORRESPONDING AUTHOR: G. LUCENTE (e-mail: giovanni.lucente@dlr.de)

This work was supported by the German Aerospace Center (DLR).

ABSTRACT Trajectory planning for automated vehicles in traffic has been a challenging task and a hot
topic in recent research. The need for flexibility, transparency, interpretability and predictability poses
challenges in deploying data-driven approaches in this safety-critical application. This paper proposes
DeepGame-TP, a game-theoretical trajectory planner that uses deep learning to model each agent’s cost
function and adjust it based on observed behavior. In particular, a LSTM network predicts each agent’s
desired speed, forming a penalizing term that reflects aggressiveness in the cost function. Experiments
demonstrated significant advantages of this innovative framework, highlighting the adaptability of
DeepGame-TP in intersection, overtaking, car following and merging scenarios. It effectively avoids
dangerous situations that could arise from incorrect cost function estimates. The approach is suitable for
real-time applications, solving the Generalized Nash Equilibrium Problem (GNEP) in scenarios with up
to four vehicles in under 100 milliseconds on average.

INDEX TERMS Dynamic game, deep learning, generalized Nash equilibrium, LSTM, trajectory
planning.

I. INTRODUCTION

IN RECENT years, many successful data-driven
approaches have been applied to the field of automated

driving, particularly in perception, prediction and planning
tasks. Recent advances in deep learning techniques, such
as transformers, large language models, and generative AI,
have shown great potential in image and speech recognition
and generation. The research community is now rushing
to apply these techniques to automated driving, hoping
to achieve the same success seen in other fields. While
the application of deep learning techniques in perception
is considered state-of-the-art, the discussion about which
approach should be considered standard for planning is still
ongoing and a hot topic in the literature.
It is possible to identify three main challenges in the

planning task: the mutual influence between prediction
and planning, the computational time constraint for online
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applications and the requirement for interpretability and
transparency, which are necessary for a safety application
like driving automation.
Data-driven approaches have shown great potential in the

trajectory prediction task, particularly in interactive multi-
agent scenarios where the reciprocal influence between
traffic participants is crucial. Nevertheless, prediction alone is
insufficient for effective planning. Separating prediction from
planning can lead to suboptimal behavior, where planning
merely reacts passively to predictions, or to inaccurate
estimates, as the actions of the ego vehicle also affect
other traffic participants. For this reason, many works in
the literature prefer to consider prediction and planning as
a single task.
Another crucial challenge for trajectory planning algo-

rithms is the stringent computational time constraints
required for real-time online applications. These algorithms
must process data and generate accurate plans quickly
(generally within 100 ms) to ensure the responsiveness and
safety of automated driving systems.
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Deploying an Advanced Driver Assistance System
(ADAS) in the real world requires a thorough understanding
of its functionality. In this context, every algorithm used
in safety applications must be interpretable and transparent.
Good performance on a test set does not necessarily mean
the solution will work well in real-world conditions, as
testing sets often fail to capture the full range of deployment
scenarios. Furthermore, the non-transparent nature of some
systems prevents users from addressing issues, even when
they are aware of them. This is particularly problematic
for data-driven approaches, which are often designed in
this manner. Therefore, transparent AI has become a major
research focus, with many solutions being proposed to
improve understanding and trust in these systems [1].
To tackle this challenge, this paper presents DeepGame-

TP, a game-theoretic trajectory planner for multi-agent
traffic scenarios that incorporates deep learning while
preserving transparency in its approach. DeepGame-TP
utilizes an Augmented Lagrangian Trust-Region solver to
find Generalized Nash Equilibria (GNE) in dynamic games.
The agents’ behavior is modeled in the cost function by
adding a penalty for the distance between the future speed
and the desired speed profile, predicted through a Long-
Short Term Memory (LSTM) neural network, trained on the
NGSIM dataset [2]. The contributions of this paper are:

1) Definition of a framework that integrates deep learning
into a game-theoretic approach for trajectory planning.
An LSTM neural network predicts the desired longitu-
dinal behavior of each actor, which is then incorporated
into the cost function to compute the GNE. The
approach combines the transparency of a dynamic
game-based trajectory planning framework with the
adaptability and behavior recognition capabilities of
deep learning.

2) Definition of a straightforward approach to character-
ize the behavior of agents in a traffic environment. The
predicted desired speed indicates the driver’s level of
aggressiveness.

3) Definition of a Trust Region solver based on an
Augmented Lagrangian formulation, enabling real-
time computation of the GNE and facilitating online
applications.

II. RELATED WORKS
Trajectory planning in traffic has been tackled using various
approaches to address the complexity of this task [3], [4],
[5], [6], [7]. The challenges to face include optimal control
in a multi-agent environment [3], [5], real-time applications
and modeling the behavior of different agents [6], [7]. It
is possible to categorize the approaches into model-based
and learning-based methods. Game Theory is the traditional
framework for modeling multi-agent environments and iden-
tifying optimal policies within them. The availability of large
datasets and simulation environments allows us to bypass
explicit modeling of agent interactions, instead delegating
this task to learned models. Common learning-based methods

are Reinforcement Learning, Imitation Learning and, more
recently, Generative Models.
Reinforcement Learning (RL) algorithms enable an agent

to act optimally in an environment by continuously
interacting with it and collecting feedback on its behavior.
The primary limitations of applying RL to trajectory plan-
ning for autonomous driving arise from the complexity of
accurately representing real-world driving environments in
simulation, from the high-dimensional state and action spaces
inherent in trajectory planning tasks and from the challenge
of designing an appropriate reward function. An agent that
has learned an effective policy in a simulated environment
does not guarantee optimal performance in reality. The
simulated environment and the curse of dimensionality,
resulting in sample inefficiency, pose challenges in gener-
alizing the policy to all possible scenarios. Consequently,
the agent’s behavior can become unpredictable in scenarios
not encountered during training, with an additional risk of
overfitting. Another challenge is defining a reward function
that consistently leads to an optimal policy in all situations,
without causing suboptimal or unsafe behavior. For these
reasons, RL still suffer from long training times and poor
performance [8]. Recent works that apply RL in trajectory
planning for automated driving and propose solutions for
these problems are [9], [10], [11], [12]. In [9], the authors
propose a simulation framework to generate driving scenarios
from a real word dataset for training. The trained RL
algorithm is then tested in a non-signalized T-junction and a
non-signalized lane merge intersection. In [10], the authors
propose a hierarchical framework for trajectory planning.
Instead of directly mapping sensor information to low-level
control signals, RL is applied only to the subtask of choosing
a desired state. Subsequently, a low-level planner is used
to generate and track the trajectory according to the chosen
state. This is a common tendency that can be found in
literature: since RL does not always provide effective end-to-
end planning performance, often it is used to solve a smaller
part of the planning problem [8]. In [11], the authors face the
problem of sparse rewards, that deteriorate the performance
of RL. They define a new reward function by leveraging
field approximations, which is demonstrated to yield dense
rewards. As these examples illustrate, defining an appropriate
reward function remains a challenge for the performance of
RL algorithms.
Imitation Learning (IL) provides a framework where

defining a reward function is no longer necessary. Instead, the
agent learns directly from examples provided by an expert,
mapping observations to actions [13]. The literature presents
different examples of IL application in the field of automated
vehicles, particularly employing end-to-end approaches [14].
It is possible to divide IL techniques into Behavioral Cloning
(BC), Inverse Reinforcement Learning (IRL) and Adversarial
Imitation Learning (AIL). In Behavioral Cloning (BC), a
model is trained through supervised learning to map the state
of the environment to the corresponding expert action. The
main advantage of BC is its simplicity; it does not require
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knowledge of the environment’s dynamics, as it relies solely
on expert demonstrations. The most well-known limitation of
this approach is the covariate shift problem [13], [15], which
occurs when the state distribution during training differs from
that during testing. This problem arises because the agent
is trained on states generated by the expert policy but is
tested on states influenced by its own policy. As a result, the
agent may encounter traffic situations it never encountered
during training, potentially leading to safety issues. Inverse
Reinforcement Learning (IRL) is an alternative approach to
IL, where the agent infers the underlying reward function or
policy from expert demonstrations. Once the reward function
is inferred, it is used to learn an optimal decision-making
model through RL. IRL is less sensitive to the covariate shift
problem because the state distribution during both training
and testing is generated by the agent, ensuring consistency.
However, major limitations of IRL include the difficulty of
inferring the reward function and the high computational cost
during training. These challenges are particularly pronounced
for complex tasks and rich state-action spaces, leading to
the curse of dimensionality. A policy indeed can be optimal
for an infinite number of reward functions [13]. Recently
some works have deployed IRL for trajectory planning in
traffic [16], [17], [18]. In these works, the application of
IRL is limited to a score module to evaluate already planned
trajectories, as in [16], [17], or to a Personalized Adaptive
Cruise Control (P-ACC) to learn the driver’s car-following
preferences from historical data, like in [18]. Adversarial
Imitation Learning (AIL) is an imitation learning strategy
that involves a competitive game between an agent and an
adversary (discriminator). The agent generates trajectories
aimed at emulating those of the expert, while the adversary
endeavors to distinguish the agent’s generated trajectories
from the original ones provided by the expert. Recent works
have shown the potentiality of AIL [19], [20], [21], however,
a common issue with these approaches is that the driving
policy may not perform well in situations that are different
from those encountered during training [22].
Recent advancements in generative models have sparked

increased interest within the research community in applying
these models to automated driving, particularly in trajectory
planning and prediction. However, most approaches primar-
ily focus on predicting trajectories and generating traffic
scenarios based on specific inputs, making examples of appli-
cations in trajectory planning rare. In trajectory planning,
the generation process must be conditioned on inputs that
specify the long-term objective of the planned trajectory,
making the overall design and training process more complex
compared to trajectory prediction. The most used approaches
for trajectory prediction are Generative Adversarial Networks
(GAN) [23], [24], Variational Autoencoders (VAE) [25] and
Diffusion Models [26], [27], [28]. Diffusion models have
proven to be highly effective in prediction tasks. However,
they involve numerous computationally expensive denoising
steps and sampling operations, making them less suitable
for real-time, safety-critical applications [26]. A significant

advancement was the introduction of transformers, which
enhanced the performance of natural language process-
ing algorithms through their innovative architecture. Their
application in trajectory prediction also shows promising
results [4], [29]. Nevertheless, the most critical issue of the
application of data-driven approaches in safety tasks is the
lack of transparency of neural network based architectures.
The output is not predictable and there are limitations in
detecting, understanding and fixing issues. This constitutes
a big topic in research recently [1].
Game theory is the traditional framework used to model

multi-agent environments and define optimal policies within
them. The traffic problem is often framed as a dynamic
game [30], [31], [32], [33], where the objective is to
solve the Generalized Nash Equilibrium Problem (GNEP).
A Generalized Nash Equilibrium (GNE) is a type of Nash
Equilibrium (NE) where players are interconnected through
shared state constraints [34], such as collision avoidance.
In [30], the authors introduce an augmented Lagrangian algo-
rithm to solve GNEPs for trajectory optimization problems.
The proposed solver is based on a quasi-Newton root-finding
algorithm to satisfy the first order optimality conditions,
with constraints enforced using an augmented Lagrangian
formulation. The algorithm is tested in highly interactive sce-
narios, like intersection and merging. Nonetheless, there is no
distinction in the agents’ objective functions. In [31], [33],
two different methods for estimating and differentiating the
agents’ objective functions are presented. In [33], the authors
propose an inverse optimal control algorithm that is able
to estimate the other agents’ objective functions in real
time. From the normal distribution of the objective function
parameters, sigma points are sampled. For each of these
points, the GNEP is solved, resulting in a set of predicted
trajectories. Upon receiving a new system measurement, an
Unscented Kalman Filter updates the parameter distribution,
making the sigma points with better predictive performance
more likely. This approach requires solving a GNEP for
each sigma point, where the number of sigma points is
linearly proportional to the number of agents. In [31],
Social Value Orientation (SVO) is employed to characterize
agents’ behavior in the dynamic game, enhancing prediction
accuracy when computing the NE. SVO quantifies the extent
of an agent’s selfishness or altruism. The utility function
for each agent is defined as a combination of its own
rewards and those of other agents, weighted by the SVO
angular preference. The reward functions are learned through
IRL from the NGSIM driving data. The likelihood of
candidate SVOs is computed evaluating the Gaussian kernel
on the distance between predicted and actual trajectories.
The features used to compute the reward function, however,
are not always observable in realistic scenarios, which poses
challenges for applying this approach to a real trajectory
planner.
Generally, methods that estimate the cost functions of

other agents online require solving prediction sub-problems
to evaluate candidate parameters, as seen in the two
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examples cited above. This process can degrade compu-
tational performance and affect online applicability. The
implementation of learned models for this task, which
avoids the need to solve sub-problems, has received limited
exploration in the literature. DeepGame-TP addresses the
limitations previously discussed:

– The lack of transparency and interpretability in learning-
based methods, which is essential for safety-critical
applications like trajectory planning.

– The issues with flexibility and reliability in learning-
based methods, which are often constrained by the scope
and generality of the dataset used.

– The absence of cost function estimation in traditional
game-theoretical approaches.

– The computational complexity of solving GNE, along
with the added complexity of solving prediction sub-
problems for cost function estimation, both of which
limit real-time applicability.

DeepGame-TP maintains the transparency of traditional
approaches through its dynamic game formulation while
benefiting from deep learning to estimate each agent’s
cost function. This enables the system to act optimally by
recognizing and adapting to the behaviors of different agents.
Experiments show its flexibility and reliability across various
scenarios and topologies, with computational efficiency that
supports real-time applications for up to four vehicles.

III. PROBLEM STATEMENT
The traffic environment is modeled as a multi-player
dynamic game, the proposed algorithm solves the GNEP
without distinguishing between the automated vehicle and
the other vehicles that are present in the traffic scenario. The
time horizon is discretized with N steps, the state and input
size are denoted by nX and nU respectively. The state and the
control input of the agent i at time step k are denoted with xik
and uik. The state of each agent at time step k is composed by
xik = [x, y, ψ, v]Tk , i.e., the cartesian coordinates, heading
and speed, while the input is composed by uik = [δ, F]Tk ,
i.e., the steering angle and the longitudinal force.
Let’s consider the GNEP with M players, each player

i decides over its control input sequence, denoted with
Ui = [(ui1)

T , . . . (uiN−1)
T ]T ∈ R

nU(N−1), that generates a
trajectory denoted with Xi = [(xi2)

T , . . . (xiN)
T ]T ∈ R

nX(N−1),
according to the dynamic model:

xk+1 = f (xk,uk) (1)

The cost function of agent i is denoted by
Ji(Xi,Ui) : R

nU(N−1) → R, it depends on the trajectory
and on the control input sequence. The goal of each agent
is to minimize the cost function without violating the
constraints. The trajectory of the system, that aggregates the
agents’ trajectories, is indicated with X = [X1, . . . XM]T ∈
R
nX(N−1) M , the aggregate input sequence of the system is

denoted by U = [U1, . . . UM]T ∈ R
nU(N−1) M . The vector

of all the players’ strategies except the one of player i is

denoted with U−i. The problem is formalized as a set of
optimization problems:

min
Xi,Ui

Ji
(
Xi,Ui

)

s.t. Di
(
Xi,Ui

)
= 0

Ci(X,U) < 0 (2)

This set of M problems constitutes a GNEP, since they are
coupled through the inequality constraints Ci(X,U) < 0,
that depend on the control input sequence of every vehicle.
This coupling comes from the collision avoidance con-
straints. The equality constraints Di(Xi,Ui) = 0 represent the
dynamic model that links the control input sequence Ui with
the trajectory Xi. However, in the practical implementation
of the optimization problem, the equality constrained are
ignored, since the dynamic model is imposed through the
integration function Xi = F(Ui, xi0), where x

i
0 is the i vehicle

state at time 0. The optimization problem is then simplified:

min
Ui

Ji
(
Ui

)

s.t. Ci(U) < 0 (3)

The solution to this set of optimization problems, U, is
an open-loop generalized Nash equilibrium. The control
signal Ui of agent i is the best response to the other
agents’ strategies U−i given the initial state of the system
x0 = [x1

0, . . . , x
M
0 ]T . It is open-loop since the control input

sequences U is a function of time, and not function of
the state of the system at time step k, xk. Nonetheless, if
the open-loop game is repeatedly resolved online, as new
information is obtained, the solution constitutes a policy that
is closed-loop in the model-predictive control sense [30].
In the following subsections we will present the augmented
Lagrangian formulation of the problem, the Trust Region
solver and how are practically implemented the cost function
and the inequality constraints.

A. AUGMENTED LAGRANGIAN FORMULATION
The constrained optimization problems are transformed into
unconstrained optimization problems through the augmented
Lagrangian formulation. The augmented Lagrangian for each
agent i is then defined as:

Li(U) = Ji
(
Ui

)
+ λiTCi(U)+ 1

2
Ci(U)

T
Iμ Ci(U) (4)

where Ji is the cost function, λi is the vector of Lagrangian
multipliers associated to the inequality constraints Ci and Iμ
is the penalty weight matrix, whose elements are:

Iμ,jq =
{
μ if j = q and Cij ≥ 0
0 if j �= q or Cij < 0

(5)

where μ is the penalty weight for the quadratic term,
which, along with the Lagrange multiplier, is increased if
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the corresponding constraint is violated. The updating rules
are:

λ
i (k+1)
j ← max

(
0, λi (k)j + μ(k)Ci (k)j

)

μ(k+1) ← γμ(k) γ > 1 (6)

The strategy Ui is considered optimal for agent i, as it
minimizes Ji under the inequality constraints Ci, if:

∇UiLi(U) = 0 (7)

If equation (7) is valid ∀i, that is, for each agent in the
scenario, then the solution U is a GNE. The unconstrained
minimization problem is solved using a Trust Region
algorithm, which is explained in the following subsection.

B. TRUST REGION SOLVER
In the unconstrained optimization, Trust Region methods
define a region around the current iterate where the quadratic
model is trusted to be a good approximation of the
objective function. Within this region, the algorithm seeks the
approximate minimizer of the model. Trust Region methods
determine both the direction and the step size simultaneously.
If a step is not acceptable, the region’s size is reduced, and
a new minimizer is sought. The size of the trust region is
crucial for the efficiency of each step: a small region results
in small steps, while a large region may lead to a minimizer
of the model that is far from the function’s minimizer. The
size of the trust region is adjusted based on the algorithm’s
performance in the previous iteration [35].

Algorithm 1 presents the details of the Trust Region solver.
Table 1 shows the parameters of the algorithm. Some key
points should be highlighted:

– The Trust Region method is typically used to solve a
single unconstrained optimization problem. In this work,
however, it is employed to solve a generalized Nash
equilibrium, involving multiple optimization problems
that are coupled through inequality constraints.

– In the algorithm, there is an initial loop over the agents
to solve the sub-problems, followed by a second loop
to check if the actual reduction in the cost function is
close to the predicted one. Having two separate loops
instead of a single combined loop ensures that all agents
are treated equally, preventing any strategic advantage
for the agents that appear earlier in the list.

– The calculation of the Hessian matrix for the sub-
problem is a critical point for computational complexity
and online feasibility. To mitigate this complexity,
in this implementation, the Hessian matrix is esti-
mated using the Symmetric Rank-One (SR1) method
(Algorithm 2).

C. COST FUNCTION
The GNE simultaneously represents the planned trajectory
for the controlled vehicle and the predicted trajectories for
the other vehicles. To ensure a reliable model of the agents,

Algorithm 1: Trust Region Algorithm

Input: Initial system state x0 = [x1
0, . . . , x

M
0 ]T ,

Lagrange function Li(U), initial guess U0, initial
trust region radius �0, tolerance ε, acceptance
treshold η, maximum number of iterations kmax

Output: Agents’ optimal control sequence
U∗ = [U∗1, . . . U∗M]T

1 Initialize: k← 0, Uk ← U0, �i
k ← �0, Hi

k ← I;
2 while not converged and k < kmax do
3 ∇L(Uk)← [∇U1

k
L1, . . . ∇UM

k
LM]T ;

4 L(Uk)← [L1(U1
k ), . . . L

M(UM
k )]

T ;
5 for each agent i do
6 si← arg minsi s

iT∇Li(Uk)+ 1
2 s
iTHi

ks
i s. t.

‖si‖ ≤ �i
k;

7 end
8 s = [s1, . . . sM]T ;
9 for each agent i do
10 δLi← Li(Uk)− Li(Uk + s);
11 δL̂i←−(siT∇Li(Uk)+ 1

2 s
iTHi

ks
i);

12 ρik ← δLi/δL̂i;
13 if ρik > η then
14 Ui

k+1 ← Ui
k + si;

15 else
16 Ui

k+1 ← Ui
k;

17 end
18 if ρik > 0.75 then
19 if ‖si‖ > 0.8 �i

k then
20 �i

k+1 ← 2.0 �i
k;

21 end
22 end
23 if ρik < 0.1 then
24 �i

k+1 ← 0.5 �i
k;

25 end
26 δ∇Li = ∇Ui

k
Li(Ui

k + si)− ∇Ui
k
Li(Ui

k);

27 Hi
k+1 ← SR1(Hi

k, δ∇Li, si);
28 end
29 if ‖∇L(Uk+1)‖ ≤ ε then
30 converged;
31 end
32 C(Uk+1)← [C1(Uk+1), . . .CM(Uk+1)]T ;
33 λ(k+1), μ(k+1)← update(λ(k), μ(k), C(Uk+1));
34 k← k + 1;
35 end
36 return Uk+1

and consequently a reliable prediction and optimal strategy,
the agents’ behavior must be understood and accurately
represented in the cost function they aim to minimize. In this
work, the cost function component that gives a representation
of the agent behavior is the desired speed, predicted through a
Long-Short Term Memory (LSTM) neural network. A higher
desired speed will lead to more aggressive behaviors such
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Algorithm 2: Symmetric Rank 1 (SR1) Hessian update
Input: Initial Hessian Hk, gradient difference

y = ∇f (x+�x) −∇f (x), step �x, parameter
r ∈ (0, 1)

Output: Hessian update Hk+1
1 if |�xT(y− H�x) | ≥ r ‖�x‖ ‖∇y− H�x‖ then
2 Hk+1 = Hk + (y− H�x)(y− H�x)

T

(y− H�x)T�x ;

3 else
4 Hk+1 = Hk;
5 end
6 return Hk+1

TABLE 1. Parameters of the trust region algorithm.

as overtaking, taking priority when entering unsignalized
intersections or maintaining a lower time headway.
The cost function for agent i is the following:

Ji
(
Ui

)
= qf

2

(
k<N∑
k=0

[
α1

∥∥∥x̃ik − x̃Ck
∥∥∥

2

+α2

(∥∥∥cos
(
ψ i
k

)
− cos

(
ψC
k

)∥∥∥
2

+
∥∥∥sin

(
ψ i
k

)
− sin

(
ψC
k

)∥∥∥
2
)

+α3

∥∥∥vik − v̂ik
∥∥∥

2 + α4

∥∥∥Fik
∥∥∥

2
])2

(8)

where x̃ik and ψ
i
k are the cartesian coordinates and the heading

of the trajectory of angent i at timestep k, x̃Ck and ψC
k the

cartesian coordinates and the heading of the closest point
on the centerlane from the point x̃ik. The term Fik denotes
the longitudinal force input. The coefficients qf , α1, α2, α3,
α4 have been epirically tuned to have a natural behavior
and to avoid numerical instability (qf = 1e−2, α1 = 1e−1,

α2 = 1e2, α3 = 1e−1, α4 = 1.0). The first two terms in the
cost function penalize the deviation from center line, in terms
of cartesian distance and heading, the third term penalizes the
deviation from the predicted longitudinal behavior, the last
term penalizes the longitudinal force input. The variable v̂ik
indicates the desired speed of agent i at time step k. For the
other vehicles, this speed is predicted by the LSTM network,
while for the ego vehicle it is specified by the user. Predicting
the future desired speed has two key benefits:

– It enables a realistic representation of agents in the
traffic scenario by tailoring the cost function to the
observed behavior.

– It facilitates the convergence of the algorithm to realistic
GNE. For example, if a vehicle is slowing down to
match the speed of the vehicle in front, it is likely
intending to follow rather than overtake. The cost

FIGURE 1. Architecture of the neural network for desired speed prediction.

function is then adjusted online to reflect this behavior,
ensuring convergence to the appropriate GNE.

By including the term ‖vik−v̂ik‖2 in the cost function of agent
i, it becomes possible to better capture and understand the
behavior of agent i. Alternatively, the desired speed could
have been set as the maximum speed to encourage the vehicle
to move: ‖vik−vmax‖2. However, this approach would fail to
account for different driving behaviors. For example, some
drivers may want to accelerate to the maximum speed, while
others may prefer to maintain a slower speed or slow down
to allow another vehicle to merge into the same lane.
Using ‖vik − vmax‖2 in the objective function would not

capture these variations in behavior. In contrast, by using
‖vik − v̂ik‖2 and predicting the desired speed profile, the
objective function of agent i reflects the influence of such
diverse behaviors. In Section IV, the advantages of using
the desired speed instead of the maximum speed in the cost
function are discussed.

D. LSTM NEURAL NETWORK FOR BEHAVIOR
PREDICTION
Figure 1 illustrates the architecture of the network used to
predict the desired speed, along with its inputs and outputs.
The network is composed by a first LSTM layer with 32
units, a 1D convolutional layer with 32 units, a Max pooling
layer with a pool size of 2 and a final dense layer with 182
neurons. Further details can be found in [36].
The input consists of the vehicle’s longitudinal behavior

over the past 3-seconds, while the output describes the
vehicle’s behavior over a 9-second period, including the
observed 3 seconds and the subsequent 6 seconds. The input
features include progress, speed, and acceleration, and the
output features consist of progress and speed. These features
are sampled every 0.1 seconds, resulting in 30 time steps
for the input and 90 time steps for the output.
The last 60 time steps of the predicted speed in output

are inserted in the cost function expressed in equation (8),
with the term v̂k.

1) DATASET

The model was trained on the NGSIM dataset [2], which
includes trajectory data from two freeway segments and two
arterial road segments. The dataset captures the movement
of over 11,000 vehicles passing through these road sections.
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FIGURE 2. Learning curve of the LSTM network on the training and validation
dataset [36].

TABLE 2. Hyperparameters of the training process for the LSTM network.

The data includes vehicle position relative to a global
reference system, position relative to the center lane, speed,
acceleration, time headway, and space headway. However,
only a subset of these variables, specifically progress, speed,
and acceleration, was used to train the network.
Each trajectory varies in duration based on traffic con-

ditions and vehicle speed. On average, the trajectories last
73.5 seconds, with a standard deviation of 32.9 seconds. As
the training samples need to be 9 seconds long, multiple
samples were extracted from each trajectory, resulting in a
total of 734,000 samples used to train the network.

2) TRAINING PROCESS

The hyperparameters selected for the training process are
shown in Table 2. The dataset was split into 70% for training,
20% for validation, and 10% for testing.
The LSTM network has been trained to minimize the mean

squared error (MSE) in the longitudinal progress prediction.
In Figure 2, the learning curve of the model is shown. The
fact that the performance on the training dataset is close
to the performance on the validation dataset ensures the
absence of overfitting. The training session typically lasts
around 4 hours.

3) PERFORMANCE

In Table 3, the performance of the LSTM network has
been compared with some other prediction models present
in literature [29], [37], [38]. It was necessary to establish
a common performance metric for algorithms that predict
different types of outcomes, such as position or longi-
tudinal motion. The chosen performance measure is the
root mean squared error (RMSE) of the final displacement
(equation (10)) for models predicting position, while it is
the RMSE of the final progress (equation (9)) for models

predicting longitudinal motion, such as the LSTM module
used in DeepGame-TP:

RMSE(1) =
√√√√ 1

Ntest

Ntest∑
i=1

(∫ T

0
vit dt −

∫ T

0
v̂it dt

)2

(9)

RMSE(2) =
√√√√ 1

Ntest

Ntest∑
i=1

∥∥∥x̃iT − x̂iT
∥∥∥

2
(10)

where x̃iT is the predicted final position of vehicle i,
while x̂iT is the true final position of vehicle i. All the
algorithms are tested on the NGSIM dataset. The topology
and traffic conditions depicted in the NGSIM dataset render
trajectory prediction and longitudinal motion prediction quite
comparable. In freeway scenarios, the lateral motion and
its associated prediction error are significantly lower than
those of longitudinal motion. Essentially, in the context of
trajectory prediction on freeways, the primary source of
error (by an order of magnitude) originates from predicting
longitudinal motion [36]. This ensures a fair comparison
between models, even if one model predicts only longitudinal
motion while another predicts overall position.
Table 3 compares the performance of the LSTM network

module with several state-of-the-art models. Below are some
key considerations for each aspect of the table:

– Prediction: the field shows what is actually predicting
the model, if the position (X,Y), the longitudinal
coordinate Y or the progress

∫
V .

– History: it refers to the historical time window that the
model receives as input.

– Input features: the features that each model receives as
input in the historical temporal window. They can be
features related to the target vehicle, like coordinates
(X,Y), progress

∫
V , speed V , acceleration A, or

interactions information with the traffic environment,
like relative positions to the nearest vehicles or time
headway.

Table 3 shows that the LSTM module of DeepGame-TP
reaches the state-of-the-art performance in the prediction
horizon 1-s, 2-s, 3-s, despite its simplicity and lack of
information about vehicles surrounding the target one.
However, its performance deteriorates in the 4-s and 5-
s horizons (although still comparable with [37] in the
4 s horizon). This decline is attributed to the increased
importance of interactions on longer horizons, where relying
solely on the target vehicle’s history becomes insufficient.
Concluding, the LSTM module achieves state-of-the-art

performance, particularly within a 4-s prediction hori-
zon, while maintaining good performance for longer-term
predictions [36]. Moreover, the simple input structure enables
application in scenarios where only the target vehicle is
observable, without requiring data from surrounding vehi-
cles. This is common in situations without V2I or V2V
communication. In contrast, other models depend on the
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TABLE 3. Comparison of RMSE values between the DeepGame-TP LSTM network and several state-of-the-art prediction algorithms, tested across different forecasting
horizons on the NGSIM dataset, further details can be found in [36].

history of all surrounding vehicles, which may not always
be accessible.

E. CONSTRAINTS
In the GNEP presented in equation (3), only inequality
constraints are considered. This is because the only relevant
equality constraints for the trajectory planning problem, the
dynamic constraints, are enforced through the integration
function Xi = F(Ui, xi0), where x

i
0 represents the initial state

of vehicle i. The constraints for the GNEP of agent i are:
– Constraints on the inputs:

δmin ≤ δik ≤ δmax ∀ k
Fmin ≤ Fik ≤ Fmax ∀ k (11)

where δik and Fik are the steering angle and the
longitudinal force of agent i at time step k.

– Constraints to stay in the lane:
∥∥∥x̃ik − x̃Ck

∥∥∥
2 ≤ rlim ∀ k (12)

where x̃ik are the cartesian coordinates of agent i at
time step k and x̃Ck are the cartesian coordinates of the
closest point on the center line.

– Constraints for collision avoidance:

x̃ik /∈ �
(
x̃jk, ψ

j
k

)
∀ k, ∀ j �= i (13)

where �(x̃jk, ψ
j
k) represents the area of an ellipse

centered on the agent j’s position x̃jk at time step k
and rotated in the direction of its heading ψ j

k. A key
feature is the asymmetry in how the penalty is applied
between the vehicles. In a car-following scenario, the
leading vehicle incurs no penalty for a collision, while
the following vehicle receives the full penalty. This
design prevents unrealistic behavior, such as the leading
vehicle accelerating to avoid a rear-end collision caused
by the following vehicle.

IV. CASE STUDIES AND DISCUSSION
To evaluate the approach of DeepGame-TP, demonstrate its
flexibility and verify the effectiveness of using a learned-
based model in cost function estimation, the following
scenarios are tested and analyzed:
– Intersection scenario
– Car following scenario
– Overtaking scenario

– Merging scenario
– Congested intersection scenario

In each scenario, DeepGame-TP is compared with a baseline
approach where the future desired speed, estimated by
the LSTM network, is replaced by the maximum speed,
thereby omitting the learned-based module. Each scenario is
repeated 10 times to gather the necessary statistics. For the
comparison, the following KPIs of the controlled vehicle are
considered:
– Minimum distance from the closest vehicle (measured

between the centers of gravity)
– Collision risk
– Average jerk
– Average speed
– Minimum acceleration
– Maximum acceleration

The quantification of the collision risk has been inspired by
the work of [39]. The collision risk is defined as:

Risk = 1−�
(
μdmin − dsafe

σdmin

)
(14)

where μdmin and σdmin represent the mean and standard
deviation of the minimum distance to the closest vehicle
during the episode. These values are calculated from the
10 repetitions of each episode. dsafe is a safety threshold,
that depends on the scenario. The safety threshold varies
depending on whether the minimum distance is reached when
the cars are side by side or aligned one behind the other. To
calculate the safety threshold, it is assumed a car length of
l = 4.0 [m] and a width of w = 1.7 [m]. The expression �(·)
denotes the cumulative function of the normal distribution.
The simulation environment is Automated Driving Open

Research (ADORe), an open source modular software library
and toolkit for decision making, planning, control and
simulation of automated vehicles, developed by the Institute
of Transportation Systems of the German Aerospace Center
(DLR). In the following subsections, each scenario is
analyzed individually, with discussions and considerations
on the measured KPIs.

A. INTERSECTION
In the tested scenario, illustrated in Figure 3, the ego vehicle
is the white one, which needs to turn left, while the red
vehicle continues straight, creating a potential collision risk.
The red vehicle is controlled by a simple Intelligent Driver
Model (IDM). Two cases are tested: in the first case, the
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FIGURE 3. Intersection scenario.

TABLE 4. Performance of DeepGame-TP (DeepG.) using the LSTM module and
without it (baseline) in the yield case. The table shows the average value and the
standard deviation of 10 runs, for each KPI.

TABLE 5. Performance of DeepGame-TP (DeepG.) using the LSTM module and
without it (baseline) in the proceed case. The table shows the average value and the
standard deviation of 10 runs, for each KPI.

red vehicle proceeds at a lower speed, allowing the ego
vehicle to enter the intersection before it (“proceed case”).
In the second case, the red vehicle proceeds at a higher
speed, forcing the ego vehicle to complete its turn after
the red vehicle has passed (“yield case”). Therefore, the
aim is to test the difference in using the LSTM network to
predict the desired speed when the ego vehicle can adopt a
more aggressive approach versus when it needs to be more
cautious.
In the two cases tested, if the LSTM network is not used,

then the desired speed is replaced by the maximum speed
in the cost function. A PID controller is used to follow the
planned trajectories.
The threshold for the safety distance used in this scenario

is dsafe = 0.5 (l + w) + 0.2 = 3.05 [m], this is because,
in this scenario, the minimum distance is reached when the
cars are perpendicular to each other.
The results shown in Tables 4 and 5 lead to some

considerations:

– In the yield scenario, using the LSTM module reduces
the collision risk by a factor of five. Without the LSTM

FIGURE 4. Car following scenario.

module, incorrect estimation of the desired speed causes
the two vehicles to come dangerously close, increasing
the collision risk.

– In the proceed scenario, using the LSTM network to
predict the desired speed reduces the collision risk by
half. In this case, the red vehicle does not accelerate
to its maximum speed, allowing the ego vehicle to
enter the intersection first. With the LSTM network,
this intention is accurately interpreted, enabling the ego
vehicle to respond appropriately. Without the LSTM
network, the red vehicle is incorrectly predicted to
accelerate, leading to confusion for the ego vehicle,
which attempts to enter the intersection only after
the red vehicle has passed. This discrepancy in speed
prediction significantly increases the collision risk, as
reflected by the corresponding KPI.

B. CAR FOLLOWING
The objective of this scenario is to demonstrate that
DeepGame-TP can effectively handle standard car-following
situations while improving safety compared to the baseline
model, which does not include the LSTM module. The
scenario, shown in Figure 4, is divided into two phases:

– The ego vehicle follows a leading vehicle, starting at
a higher speed and then adjusting its speed to match
the leading vehicle’s speed.

– At the end of the scenario, the leading vehicle comes
to a stop, and the ego vehicle must also stop while
maintaining a safe distance behind it.

The safety distance threshold used in this scenario is
defined as dsafe = 0.5 (l + l) + 0.2 = 4.20 [m], since
the vehicles are longitudinally aligned when the minimum
distance is achieved.
Table 6 presents the KPIs for the car-following scenario.

It is clear that DeepGame-TP provides a more accurate
estimate of longitudinal motion, leading to a higher level
of safety compared to the baseline, where the desired
speed is simply set to the maximum. In the final phase,
when the leading vehicle comes to a stop, DeepGame-TP
successfully recognizes this behavior and maintains a safer
following distance. In contrast, the baseline model predicts
that the leading vehicle will accelerate, resulting in a higher
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TABLE 6. Performance of DeepGame-TP (DeepG.) using the LSTM module and
without it (baseline) in the car following scenario. The table shows the average value
and the standard deviation of 10 runs, for each KPI.

FIGURE 5. Overtaking scenario.

TABLE 7. Performance of DeepGame-TP (DeepG.) using the LSTM module and
without it (Baseline) in the overtaking scenario. The table shows the average value
and the standard deviation of 10 runs, for each KPI.

speed trajectory and requiring an emergency brake when the
leading vehicle unexpectedly stops.

C. OVERTAKING
Figure 5 shows the simulated overtaking scenario. In this
scenario, the ego vehicle has a desired speed equal to the
maximum allowed, while the red vehicles proceeds with a
speed that is way lower. For this reason, the GNE converges
to an overtaking maneuver. The ego vehicles is controlled
by DeepGame-TP, while the red vehicle is controlled by an
IDM.
Table 7 presents the KPI results. It is evident that without

the LSTM module, and thus without an accurate estimate
of the vehicle’s future trajectory, the risk of collision
significantly increases. This is more clearly illustrated in
Figure 6, which shows the trajectories in both scenarios,
and in Figure 7, which displays the distance between the
vehicles over time. From these two figures, the following
observations can be made:

– With the LSTM module, the overtaking maneuver is
significantly smoother. During the bumper-to-bumper

FIGURE 6. Example of trajectories if the LSTM module is used (a) and if it is not
used (b) for the overtaking scenario. The ego vehicle trajectory is in orange. In (a), the
inclusion of the LSTM module results in a smoother trajectory, allowing the overtaking
maneuver to occur earlier. In contrast, (b), shows that the baseline model struggles to
accurately estimate the longitudinal motion of the leading vehicle, causing a delayed
emergency overtaking maneuver and increasing the risk of collision.

phase, the distance is maintained, and the minimum
distance is achieved in the final phase of the maneuver,
when the vehicles are side by side. This results in a
minimum distance of 2.8 meters between the centers
of gravity, which is acceptable (approximately 1 meter
of door-to-door distance). Since the minimum distance
is reached in this phase of the maneuver, for the risk
assessment the safety distance used is dsafe = 0.5
(w+ w) + 0.2 = 1.9 [m].

– Without the LSTM module, the overtaking maneuver is
abrupt. The front vehicle is predicted to accelerate to the
maximum allowed speed, which is an incorrect estimate.
This brings the ego vehicle too close to the front vehicle,
causing the overtaking maneuver to be initiated with
significant delay and urgency. The minimum distance
is reached not only during the side-by-side phase but
also during the bumper-to-bumper phase, leading to
a collision. A distance of approximately 2.3 meters
between the centers of gravity is indeed insufficient for
maintaining adequate bumper-to-bumper space. Since
the minimum distance is reached in this phase of the
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FIGURE 7. Example of distance between the ego vehicle and the other one over
time during the overtaking scenario if the LSTM module is used (a) and if it is not used
(b). As shown in (b), the minimum distance is reached much earlier in the maneuver
compared to the other case, dropping to below 4 meters when the cars are aligned
one behind the other, which increases the risk of collision. In contrast, in (a), the
minimum distance, approximately 2.5 meters, is reached later, when the cars are side
by side, making it acceptable in terms of safety.

maneuver, for the risk assessment the safety distance
used is dsafe = 0.5 (l+ l) + 0.2 = 4.2 [m].

D. MERGING
Figure 8 illustrates the merging scenario used to test
DeepGame-TP. In this scenario, the ego vehicle merges
into the left lane where two other vehicles are present.
The configuration of the scene allows the ego vehicle
to choose between merging ahead of the two cars by
accelerating or merging between them by decelerating. The
two vehicles are controlled by an IDM with their target speed
set to the maximum speed. Since the minimum distance
is reached when the cars are side by side, for the risk
assessment the safety distance used is dsafe = 0.5 (w + w)
+0.2 = 1.9 [m].
In scenarios where vehicles are traveling near the maxi-

mum speed, selecting this speed as the desired speed in the
cost function for the other agents is a reasonable assumption.
This explains why there is no significant performance

FIGURE 8. Merging scenario.

TABLE 8. Performance of DeepGame-TP (DeepG.) using the LSTM module and
without it (baseline) in the merging scenario. The table shows the average value and
the standard deviation of 10 runs, for each KPI.

FIGURE 9. Congested intersection scenario.

difference between DeepGame-TP and the version without
the LSTM module, as shown in Table 8.

E. CONGESTED INTERSECTION
Figure 9 illustrates the congested unsignalized intersection
scenario, designed to push the algorithm to its limits by
increasing the complexity of the GNEP with the addition
of four vehicles. In this scenario, three vehicles make left
turns at the intersection, two in one lane and one in the
adjacent lane. These vehicles are controlled by an IDM. The
ego vehicle must cross the paths of these vehicles, deciding
whether to enter the intersection during the gaps in traffic
flow. The safety distance used for the risk assessment is the
same of the intersection scenario: dsafe = 0.5 (l+w) +0.2 =
3.05 [m].

Table 9 shows the performance of DeepGame-TP com-
pared to the baseline. In this case as well, the desired speed of
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TABLE 9. Performance of DeepGame-TP (DeepG.) using the LSTM module and
without it (baseline) in the congested intersection scenario. The table shows the
average value and the standard deviation of 10 runs, for each KPI.

the vehicles in the IDM model is set to the maximum speed.
This explains the lack of significant performance differences
between DeepGame-TP and the baseline. The baseline’s error
in predicting the desired speed is not particularly observable
in this scenario.
The algorithm’s ability to manage this four-vehicle sce-

nario without a noticeable reduction in safety is remarkable.
Another significant achievement is that the computational
time to solve the GNEP, even with approximation, consis-
tently stays under 100 milliseconds on average, as will be
demonstrated in the next section.

V. REAL TIME COMPUTATIONAL PERFORMANCE
In this section, considerations on execution time and online
applicability are presented. Figures 10, 11, 12, 13, 14 show
histograms of the execution time for each episode. Various
strategies have been implemented to reduce computational
time:

– The initial guess U0 in the Trust Region solver
(Algorithm 1) is the solution from the previous
time step. This accounts for the bimodal distri-
bution observed particularly in the histograms in
Figures 12, 13 and 14. The first peak at low execution
times occurs when the traffic situation remains similar to
the previous time step, meaning the initial guess is close
to the actual GNEP solution. The second peak at higher
execution times arises when the previous time step’s
solution is no longer valid for the current situation,
requiring more time to solve the GNEP.

– The computation of the gradient ∇L has been paral-
lelized across multiple cores.

– The number of integration nodes (N) has been set to 12,
with the integration time step configured to 0.5 seconds.

– The maximum number of iterations has been set to 25.

Table 10 shows the solve time of DeepGame-TP compared
to ALGAMES and LUCIDGames [30], [33], in compa-
rable scenarios. Given the available computational power,
DeepGame-TP is comparable to the state of the art in
terms of real-time applicability. In the four-vehicle sce-
nario, DeepGame-TP demonstrates superior computational
efficiency compared to state-of-the-art game theory-based
algorithms. This performance gain is partly attributed to
limiting the solution to 25 iterations. Despite this approxi-
mation, the collision risk remains within acceptable bounds.

FIGURE 10. Execution time for the intersection scenario.

FIGURE 11. Execution time for the car following scenario.

FIGURE 12. Execution time for the overtaking scenario.

Figures 10, 12 and 11 show that the computational time
is always below 100 milliseconds for each scenario with
two agents. In the merging scenario with three agents, the
computational time increases to between 100 and 150 mil-
liseconds for about 30% of the run time. In the congested
intersection scenario with four agents, the computational time
ranges between 100 and 150 milliseconds for approximately
50% of the run time, while for the remaining time, it
stays below 100 milliseconds. Despite these fluctuations, the
overall average remains below 100 milliseconds. (Table 10).
In this work, all the experiments have been executed on

a 8-core processor (Intel R© CoreTM i7-11850H).

VI. IMPLEMENTATION AND SYSTEM INTEGRATION
This section presents the implementation of DeepGame-TP
within the ADORe software environment, with a particular
emphasis on its integration into the ROS 2 framework. ROS
stands for Robot Operating System, it is a widely used
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TABLE 10. Comparison of computational times between DeepGame-TP and other algorithms.

FIGURE 13. Execution time for the merging scenario.

FIGURE 14. Execution time for the congested intersection scenario.

framework for robotics software [40]. The core components
of ROS implementations are nodes, messages, topics. Nodes
are processes that perform computation. A system is typically
composed by many nodes, each node can be considered
as a software module. Nodes communicate with each other
by passing messages. A message is a strictly typed data
structure, it can be composed of other messages, and arrays
of other messages, nested arbitrarily deep. A node sends a
message by publishing it to a given topic, which is simply
a string, while it receives the information contained in a
message by subscribing to its specific topic [40]. Topics can
be viewed as named communication channels that function
like ‘pipes’ for transmitting messages.
Figure 15 shows the architecture of DeepGame-TP within

the ROS 2 framework. In the figure, topics are italicized and
represented by arrows, while nodes are in bold and enclosed
in rectangles. The topics are:

– view: the messages that are published and subscribed to
this topic contain the information about the current traf-
fic situation: the state of each vehicle and its associated
center, left and right lanes. This topic is published by
modules upstream of DeepGame-TP, such as the sensor

data fusion module when the software is deployed on a
real vehicle, or the simulation environment module in
case of a simulation. The nodes that subscribe to this
topic are the Recorder node and the Dynamic Game
Solver node.

– history: the messages published and subscribed to this
topic contain the trajectories of each vehicle present
in the traffic scenario over the past three seconds.
This topic is published by the Recorder node and is
subscribed to by the LSTM Module node.

– behavior_prediction: the messages published and sub-
scribed to this topic contain the predicted speed profile
and progress for the next six seconds of each vehicle.
This topic is published by the LSTM Module node and
is subscribed to by the Dynamic Game Solver node.

– planned_trajectory: the messages published and sub-
scribed to this topic contain the planned trajectory of
the ego vehicle. This topic is published by the Dynamic
Game Solver node and subscribed to by the Controller
downstream in the chain.

The architecture of DeepGame-TP is composed by three
nodes:

– Recorder: this node records the trajectories of each
vehicle in the traffic scenario over the past three seconds
and publishes them to a topic. It subscribes to the topic
view and publishes to the topic history.

– LSTM Module: this node contains the LSTM neural
network employed to predict the longitudinal behavior
of each vehicle. It subscribes to the topic history and
publishes to the topic behavior_prediction.

– Dynamic Game Solver: this node solves the Generalized
Nash Equilibrium of the dynamic game. It receives
input regarding the current traffic state (topic view)
and the predicted longitudinal behavior of each vehi-
cle (topic behavior_prediction), and it publishes the
planned trajectory for the ego vehicle to the topic
planned_trajectory.

The ROS 2 framework facilitates easy interfacing of
DeepGame-TP with upstream and downstream modules
through messages published and subscribed to specific
topics. To generate a trajectory, upstream modules, either
a simulation environment or a sensor data fusion module
for real world applications, must publish to the topic
view. The planned trajectory is published to the topic
planned_trajectory, which is subscribed to by a downstream
controller, either PID or model predictive, that executes the
trajectory. For safety reasons, the downstream controller must
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FIGURE 15. Architecture of DeepGame-TP within the ROS 2 framework.

verify that the planned trajectory is feasible, does not violate
constraints, and that the vehicle is within its Operational
Design Domain (ODD). If any of these conditions are not
met, the controller must execute a minimum risk maneuver.

VII. ALGORITHM DISCUSSION
Finding a Nash equilibrium is generally a non-convex
problem. In complex interaction spaces, such as those
encountered in autonomous driving with collision avoidance
constraints, the cost functions and constraints are often
highly nonlinear and non-convex. Consequently, global
convergence to a generalized Nash equilibrium cannot be
guaranteed. On the other hand, the Trust Region algorithm
ensures local convergence [41], as it dynamically adjusts the
step size and approximates the problem using a quadratic
model within a localized region. By iteratively solving
these localized sub-problems and updating the trust region
radius based on the agreement between predicted and actual
reductions in the objective function, the algorithm converges
to a stationary point. However, this convergence is local,
meaning it depends on the quality of the initial guess and
does not guarantee reaching a global Nash equilibrium in
the presence of non-convexities.
The maximum number of iterations in Algorithm 1,

denoted as kmax, enables real-time applications. If con-
vergence is not achieved within kmax iterations, the
approximated generalized Nash equilibrium is less accurate.
Figures 10–14 show cases where convergence has not
been reached, as indicated by the bimodal distribution of
computation times. When data cluster around 100–150 ms,
it suggests that the maximum number of iterations has
been reached. Even in the most challenging scenario,
the congested intersection, where convergence criteria are
frequently unmet, the approximated solution remains valid,
as safety performance does not deteriorate.

VIII. CONCLUSION
This work introduces DeepGame-TP, a trajectory planner for
multi-agent traffic environments that solves the Generalized
Nash Equilibrium Problem using the Augmented Lagrangian
formulation and a Trust Region solver. The speed com-
ponent of each agent’s cost function is learned by an
LSTM network, which predicts the desired speed profile
for the next 6 seconds. Case studies demonstrate that the
learning-based cost function approach of DeepGame-TP
outperforms the traditional approach, where the desired speed

is fixed at the maximum speed, especially in intersection
and overtaking scenarios. DeepGame-TP enables the ego
vehicle to adapt to observed behaviors, understanding the
longitudinal aggressiveness of agents and adjusting their
cost functions accordingly. As a result, DeepGame-TP offers
a transparent approach to trajectory planning in highly
interactive scenarios such as intersections, overtaking, car
following and merging, without renouncing deep learning
to model the agents’ cost function. Simulation campaigns
demonstrate the approach’s flexibility, as it is not restricted
to any specific topology, and its potential for real-time
application, with the ability to handle scenarios involving up
to four agents within 150 milliseconds. Further advancements
can be made by exploring the use of learning-based models to
improve understanding and modeling within game-theoretic
frameworks, with parallel application to real vehicles.
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