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Abstract—Since 2020, 33 literature reviews have systematically
synthesized research on the continuous development of Al, also
known as Machine Learning Operations (MLOps), reflecting the
increasing prevalence of AI models across various fields and the
multifaceted challenges in their development, integration, and
deployment. Yet, the lack of comprehensive analysis of these
literature reviews and their covered topics complicates selecting
relevant ones and anticipating future trends and research. In
addition, these literature reviews gathered related 1397 primary
sources to describe aspects of AI’s continuous development,
integration, and deployment, posing a hidden gem to gain insights
into the past and present work and derive insights into the future
of AI’s continuous development.

With this work, we 1) systematically collected and summarised
33 literature reviews via a Multivocal Literature Review (MLR)
that focus on the continuous development, deployment, and
integration of AI models. 2) Due to minimal overlap between the
literature reviews’ primary sources, we offer holistic insights into
and interrelations of frequently addressed topics. These topics
encompass the AI development pipeline, respective Software
Engineering (SE) practices, and associated challenges. 3) We dis-
cuss future research directions for AI’s continuous development,
integration, and deployment. Therefore, we base our arguments
on identified clusters in the primary sources of literature reviews.
This discussion focuses on AI model reliability and resource
consumption, emphasizing the interrelation of proposed future
work and the effects on the whole pipeline.

Index Terms—tertiary study, MLOps, CD4ML, continuous
development of Al lifecycle pipeline, literature review, challenges,
SE practices, Al reliability, Green Al

I. INTRODUCTION

Continuous integration (CI) and continuous deployment
(CD) are common practices to handle the dynamics and
complexity of continuous software development in the DevOps
lifecycle. CI/CD practices have also been adopted for the
continuous development of Machine Learning (ML), Deep
Learning (DL), and Artificial Intelligence (AI) models. In
Machine Learning Operations (MLOps), these practices are
applied to developing, integrating, testing, and deploying code,
data, and the AI model itself [9], [13]].

The widespread use and importance of Al have led to
a tremendous amount of research, with more than a thou-
sand individual papers (primary sources/studies) published
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on various aspects related to the continuous development of
Al models. Hence, since 2020, numerous literature reviews
(secondary studies) have attempted to collect and synthesize
this research from different perspectives. Now, however, the
increasing number of literature reviews has started to become
an inextricable body of literature in itself. For instance, nine
new literature reviews were published in 2023 alone, which
are closely related to the topics covered by 24 existing reviews
from previous years.

Furthermore, varying literature reviews employ different
search terms and selection criteria to answer similar research
questions, partitioning the primary sources and, thus, the
available work in this field for synthesis. We found that
there is only minimal overlap in considered primary sources
among literature reviews, which introduces a bias and potential
limitation for the robustness and reliability of the results
and findings of these reviews. A holistic overview needs to
incorporate knowledge from the entire set of primary studies
collected by the various existing literature reviews (currently
1397 different primary sources) by analyzing the topics and
results from available literature reviews. However, up to now, a
meta-analysis of all existing literature reviews is not available.

Thus, the goal of our work is to provide a systematic
overview of the existing literature reviews to assist researchers
and practitioners in selecting appropriate secondary studies
on the continuous development of Al, to prevent redundant
research efforts in this area, and to help future research
endeavors to focus on new advances [22], [23]], [44]. By
clustering and analyzing the body of primary sources along
the timeline, we identify trends and gaps in current research
and provide insights into emerging trends, open questions, and
new possibilities for future research directions. Therefore, we
target the following three research questions (RQs):

RQ;: Which literature reviews regarding the continuous
development, integration, and deployment of Al are
available?

RQ->: What are the main topics covered by systematic
literature reviews on the continuous development,
integration, and deployment of AI?

RQ3: What are potential future directions for research
on the continuous development, integration, and de-
ployment of AI?



The remainder of the paper is structured as follows: Section
describes the applied methodology, data analysis, and threats
to validity. In Section we answer RQ; by concisely pre-
senting available literature reviews and RQ2 by summarising
the main topics handled in these. Section discusses and
reflects RQs on potential future directions on the continuous
development, integration, and deployment of Al Section E]
summarizes the paper’s results.

II. METHODOLOGY

We applied a Multivocal Literature Review (MLR) to col-
lect literature reviews regarding the continuous development,
integration, and deployment of Al. All data and detailed infor-
mation regarding the data collection, extraction, and analysis
steps can be found in our replication package [54].

A. Collection of Literature Reviews

We applied the guidelines established by Garousi et al. [11]]
to conduct our MLR. Our decision to incorporate peer-
reviewed and non-peer-reviewed papers available at ArXiv
and TechRxiv aimed to present a comprehensive overview of
existing research and ongoing scientific advancements. This is
crucial given the ever-evolving nature of this research area. To
ensure a thorough quality of the included non-peer-reviewed
literature reviews, we assessed their quality based on the
proposed assessment guidelines' by [[11].

TABLE I
SELECTION CRITERIA FOR LITERATURE REVIEWS

Inclusion Criteria

Exclusion Criteria

Method Description of the applied No methodology available or
methodology (systematic col-  goal to validate proposed ap-
lection of sources with the pri- ~ proach without any systematic
mary aim to depict the current  source collection process
state of literature)

Relevance Relevant information to an- Sources focusing on AI for
swer research questions (life-  DevOps/AIOps, culture, spe-
cycle/pipeline of the continu-  cific tasks of the lifecycle
ous development of Al) (e.g., only data handling)

Language English Any other language

Publication Peer-reviewed & non-peer  Short papers, master thesis

Type reviewed (ArXiv, TechRxiv)
when they fulfilled quality
assessment for grey literature!

Access Full text accessible Restricted access

Table [I] describes the selection criteria we applied to the
literature reviews on the continuous development, integration,
and deployment of Al. We executed the search for relevant
reviews between February 2023 and the end of December
2023 to retrieve literature reviews published before the end
of December 2023. We used Google Scholar, IEEEXplore,
ACM Digital Library, Springer Link, and Web of Science.
The search terms were derived from established terminology
in continuous Software Engineering (SE) [10]]. Figure
illustrates the search strings formed via various combinations
of these terms, such as

'Quality assessment checklist for grey literature in software engineering
including authority of the producer, methodology, objectivity, date, position
w.r.t related sources, novelty, impact, outlet type see Table 7 in [[11]

("Literature Review" OR "Literature Study")
AND ("Artificial Intelligence" OR "AI")

AND "Continuous Integration™ OR "CI". The
database-specific search strings are documented in our
replication package [54]. In the search, we covered title,

abstract, keywords, and full text.
— )

"Literature Review" OR g
"Literature Study" AND

Al OR "Artificial Intelligence"
Cl OR "Continuous Integration”

ML OR "Machine Learning"

CD OR "Continous Deployment"
DL OR "Deep Learning"

“Literature Review" OR ;
"Literature Study" AND # _— ]

MLOps OR "Machine Learning Operations”

CD4ML OR "Continuous Delivery for Machine Learning”
OR "Continous Delivery for ML"

Fig. 1. Search string compilation for the Multivocal Literature Review (MLR),
where each text under the box is combined with the other texts of the linked
box

B. Data collection, extraction, and analysis

We used a data extraction form (see guidelines by Kitchen-
ham et al. [22]], [23]]) to systematically collect, extract, and
analyze the literature reviews [54]. If a review did not include
all the necessary information, we contacted the authors of the
papers to ensure we had a complete set of information for
our analysis. To ensure consistency in data extraction, any
uncertainties were discussed with the author team, and we
performed a test-retest procedure to verify consistency [22].

For RQ;, we extracted publication details such as title,
source, author(s), publication date, type and venue, and the
number of primary sources. We classified the literature reviews
according to research method type, research question, search
strings, and topics. We rated how well the literature reviews
comply with empirical standards for systematic reviews 2 3 *
[43]]. Therefore, we employed an equivalent rating scale pro-
posed by Kitchenham et al. [22]] with the categories fulfillment
(1.0), partial fulfillment (0.5), and lack of coverage (0.0).

For RQs, we applied the thematic analysis proposed by
Cruzes and Dyba’s [3] to identify major themes in the lit-
erature reviews. We marked text segments, labeled them, and
translated them into themes that refer to major stages in the
continuous development lifecycle pipeline, where sub-themes
specify SE practices and associated challenges.

2essential attributes: identify type of review; replicable search process

with search terms & selection criteria; describe data extraction, synthesis, &
coding schemes; chain of evidence from data to RQ; provide conclusion &
recommendation.

3desirable attributes: supplementary materials; mitigate sampling & pub-
lication bias; sufficiently rigorous search processes; assess primary sources’
quality; evaluate coverage; use multiple analysts for reliability; reflect on bi-
ases; consolidate results visually; include PRISMA flow diagram; employ ap-
propriate meta-analysis methods; integrate results into prior research; present
practical, evidence-based guidelines; distinguish results from interpretations.

“extraordinary attributes: researchers independently conduct preliminary
searches to refine scope & keywords; verify interpretations with primary study
authors; apply integrative data analysis.



For RQs, we aggregated the 1397 primary sources of the
identified literature reviews. To analyze these primary sources,
we clustered them based on their abstracts using BERT (Bidi-
rectional Encoder Representations from Transformers). Specif-
ically, we applied BERTopic [14]. This approach assumes
that documents containing the same topic are semantically
similar by converting sentences and paragraphs to dense vector
representations using pre-trained language models.

C. Threats to validity

For internal validity, we evaluated the methodological
quality of the literature reviews according to Ralph et al.
[43] and Garousi et al. [11] to ensure that the papers provide
methodological transparency and soundness of the derived
results. It has to be noted that while the absence of reporting
the details about the applied method does not necessarily
imply unmet empirical standards, our evaluation only relied
on the available statements the authors made in their reviews.
Furthermore, we encountered discrepancies between the stated
and our actual retrieved primary sources due to duplicates,
unavailable papers, and a missing list of primary sources.
Please refer to the replication package [54] for further insights.
However, we did not modify the provided white, gray, and
>~ amounts from the literature reviews in Table [l to prevent
inconsistencies.

Regarding external validity in RQs on the future of con-
tinuous development in Al, the obtained 33 literature reviews
are published within a narrow time frame of four years, which
may limit their insights on trends over time. To mitigate
this, we also considered their primary sources spanning a
broader research period (1990 to 2024). Additionally, we
integrated recent related work into our discussion to mitigate
the inherent lag of literature reviews in capturing the latest
research advances.

Construct validity may be affected by the search string
used. Although we did not include "mapping study" in
our search string, we included three mapping studies. How-
ever, we potentially may not have found all related mapping
studies. Furthermore, we clustered the primary source topics
using BERTopic, which assigns a paper’s abstract to a single
cluster, even though it may belong to multiple ones. Thus, we
examined these clusters using hierarchical clustering and an
inter-topic distance map to address potential clustering issues.

For reliability, we manually collected the title of primary
sources either via the information provided in the literature
reviews or contacted authors. Then, we automatically ex-
tracted the information from the required primary sources from
Google Scholar, where we selected peer-reviewed versions
over pre-prints when both were available.

III. RESULTS

Our systematic search yielded 33 literature reviews on the
continuous development, integration, and deployment of Al
for further analysis. First, we provide a detailed overview of
these reviews in Section Second, we explore the main
topics covered in these literature reviews in Section

A. RQ1: Available Literature Reviews

Table [[Il shows the 33 literature reviews identified in our
systematic search process sorted by publication date. Publica-
tion dates range from October 2023 to July 2020, with most
reviews published in 2022 (14 papers), followed by nine in
2023, six in 2021, and four in 2020. We did not find literature
reviews before July 2020.

The literature reviews were published in journals (13), con-
ferences (11), workshops (3), and on ArXiv (5) or TechRxiv
(1). Most reviews were either multivocal literature reviews
(14) or systematic literature reviews (13), with additional gray
literature reviews (3) and systematic mapping studies (3).

The number of primary studies considered in the reviews
ranges from 9 to 405 (median 55.5). In total, we were able to
extract 1397 primary sources from these literature reviews.

Furthermore, the column Empirical standards in Table
indicates which literature reviews fulfilled or exceeded 50%
of the standards for systematic reviews23* [43]] (marked with
V) and which do not (~). The identified reviews perform
very well in fulfilling essential attributes?, such as identifying
the type of review and presenting a detailed description of
the search process, search terms, and clear selection criteria.
However, only 9% of the literature reviews demonstrated
that their search process was sufficiently rigorous (desirable
attribute®) by defining control papers during their initial pilot
study ([40]) or cross-checking the identified papers by addi-
tionally executing a search via Google Scholar ([1]l, [7]]).

Key-Takeaways about available literature reviews on the
continuous development of AI (RQ1):

o 33 literature reviews are available until the end of
2023 (see Table

e These literature reviews include 9 to 405 primary
sources and collectively report 1397 primary sources

e 67% of the reviews fulfill at least half of the empirical
standards for systematic literature reviews>* [43]

B. RQ>: Main topics covered by literature reviews

In the analysis of the literature reviews, we identified 12
different topics which are covered by the literature reviews:
Pipelines (covered by 15 reviews), challenges (16), Software
Engineering (SE) for AI (17), tools (11), application settings
(9), demography (7), architectures (3), definitions (4), maturity
models (4), triggers (3), roles and team (4), and requirements
(1). Table |lI| shows which reviews cover which of these topics.

In the following, we focus our analysis on the three most
frequently covered topics. Figure [2] illustrates the key find-
ings related to these topics and their interrelation. The topic
pipeline covers information regarding the continuous devel-
opment lifecycle of Al and its respective four main stages,
(Design Decision, Data, Model, DevOps) (rectangles
in Figure [2). The topic SE for AI describes how the tasks in
each stage are realized via best practices (in brackets). Chal-
lenges describe obstacles during the continuous development
of Al and are mapped to respective stages (blue and red lines).



TABLE II
OVERVIEW OF LITERATURE STUDIES ON THE CONTINUOUS DEVELOPMENT OF Al (TYPE: ArXiv, Conference, Journal, TechRxiv, Workshop; METHOD:
Multivocal Literature Review, Systematic Literature Review, Gray Literature Review, Systematic Mapping Study; EMPIRICAL STANDARDS: ~ < 50% OR
v > 50% fulfilled; TOPICS OTHERS: Architecture, Definition, Maturity Model, Triggers, Roles/Team, Requirements)

Paper Publication # Sources Topics
- . o »
= ‘g .5 .g E Q E‘J < % =
S ) = e = k= ° - 1) = )
@ @ S = = = 2 22 |5 = & =2 T 2 B
- & T |£ EF £ | E= |g5|2 2 o 8 & E £
a g = 2 O B | 28 |f2 |8 O @& & < A& &
Faubel et al. [7] 10.2023 T SLR 69 0 69 | 05.2022 v ° o o ° DM, T
Diaz-de-Arcaya et al. [5] 10.2023 ] SLR 93 0 93 2023 v ° ° o« A
Lakha et al. [27] 08.2023 C SLR 37 0 37 11.2021 v o o °
Heiland et al. [[17]] 072023 A MLR | 35 16 51 2022 v °
Alves et al. [1] 07.2023 J MLR | 37 93 130 | 12.2021 v ° °
Steidl et al. [52] 052023 J MLR | 79 72 151 | 06.2021 v ° e o o o D, T
Moreschini et al. [38]] 042023 A MLR | 51 203 254 | 11.2022 v °
Kreuzberger et al. [25] 03.2023 J SLR 27 0 27 05.2021 ~ ° o o D,A.R
Schlegel & Sattler [40] 01.2023 J MLR - - - 05.2022 ~ °
Kumara et al. [26] 112022 T GLR 0 58 58 | 03.2022 ~ ° R,ARe
Lu et al. [33] 09.2022 A MLR | 205 69 274 | 07.2022 v °
Recupito et al. [45] 09.2022 C MLR 6 54 60 | 05.2020 v °
Shivashankar & Martini [49] 09.2022 C SLR 56 0 56 | 01.2022 v ° °
Barrak et al. [2] 09.2022 J SMS 53 0 53 | 06.2022 v ° o o °
Mboweni et al. [37] 07.2022 C SLR 60 0 60 2022 ~ D
Testi et al. [56] 062022 J SLR - - - 2022 ~ ° ° °
Kolltveit & Li [24] 05.2022 W SLR 24 0 24 | 09.2021 v ° °
Lakshman & Eisty [28]] 052022 W MLR - - 33 2021 ~ ° ° .
Lima et al. [29] 042022 C SLR 30 0 30 | 07.2021 v o o o e MR
Martinez-Fernandez et al. [36] | 04.2022 ] SMS - - 248 | 03.2020 v . ° °
Serban & Visser [48] 03.2022 C MLR - - 42 | 01.2022 v ° °
Warnett & Zdun [59] 03.2022 C GLR 0 35 35 - v ° T
Warnett & Zdun [60]] 03.2022 J GLR 0 29 29 - ~ °
Lorenzoni et al. [32] 11.2021 A MLR | 23 10 33 | 06.2020 ~ ° .
Giray [12] 10.2021 7 SLR | 141 0 141 | 12.2019 v o o °
John et al. [21] 09.2021 C MLR 6 15 21 03.2021 v ° M,R
Lo et al. [31] 052021 J MLR - - 231 | 12.2019 v ° °
Xie et al. [61] 052021 W SMS - - 405 | 07.2020 v ° .
John et al. [20] 01.2021 C MLR | 13 6 19 | 08.2020 ~ ° o o °
Nascimento et al. [40] 11.2020 A SLR 55 0 55 2019 v . e o °
Figalist et al. [8] 112020 C SLR - - - - ~ ° °
Lwakatare et al. [34] 11.2020 C MLR 3 6 9 - ~ ° M
Lwakatare et al. [35]] 07.2020 J SLR 72 0 72 - v o o °

1) Design Decision: In this initial stage of the pipeline,
requirements engineering tasks necessitate extensive collab-
oration among experts (e.g., data scientists, domain experts)
[56]. This task applies SE practices to understand the problem
(e.g., user needs and expectations) [1], [12]], [27], [40]], grasp
the current context (e.g., aligning data to the problem, re-
engineering processes, assessing Al suitability) 1], [17]], [33]],
specify requirements for data, models, and systems (e.g., defin-
ing hypotheses, verifiable (non-)functional requirements) [1]],
[27], 1281, [33], [36], (48], [56], and validate the requirements
through verifiable tests (e.g., ethical principles, prototyping,
preliminary experiments) [1]], [12], [27], [33]]. Additionally, in
this stage, one decides on appropriate pipeline iteration cycles,
considering triggers such as data or code updates, concept
drifts, scheduled or manual triggers [7], [8]], [20], [26], [52],
[60]. DevOps practices, including continuous training and tool
support for end-to-end development, are also part of this stage

(10, 181, (120, [171, [21], [29], [36].

2) Data: In this pipeline stage, data is continuously ac-
quired through integration or synthetic generation to prevent
performance degradation [1], [12], [20[], [21], [29], [31],
(330, 135, [48], [49], [52]]. Data preprocessing tasks require
practices to analyze, clean and transform the acquired data
180, [12], 1210, [31], 133, [49], [52], [61]. For data Qual-
ity Assurance (QA), practices involve observing descriptive
statistics and checking feature impact while adhering to data
requirement specifications for reliability, accountability, and
fairness [8[I, [27], [33)], [35], [52]. Data tracking ensures
provenance through versioning [[1]], [21]], [29], [52], [59], [61],
avoiding data fragmentation over pipeline iterations [32].

3) Model: This stage involves planning decisions for de-
veloping the AI model, addressing issues like selecting an
appropriate Al framework and ethical considerations [[1], [[17],
[33]], [40]. The training task incorporates strategies that align
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Fig. 2. Holistic overview of literature reviews on the pipeline for the continuous development of Al, encompassing four stages (rectangles), respective tasks
(arrows), SE practices (in brackets), challenges (blue: AI model reliability; red: resource consumption), & potential future research directions (white cloud:

AI model reliability & gray cloud: resource consumption)

with available computing resources, time frames, and Al al-
gorithms, [1]], [35], [48]], [52]. Identified SE practices monitor
and schedule training activities [2], [12], [20], [26], [56].
Furthermore, practices such as trial and error or advanced
approaches like AutoML optimize the AI model’s perfor-
mance [1]], [12], [49], [52]], [61]. Model QA practices focus
on test automation, management, and validation techniques
(e.g., performance, quality, robustness) [8], [[12], [35], [52].
Model tracking needs to version not only trained models but
also the respective code and metadata (e.g., configurations,
dependencies) [21], [26], [33[l, [35], [45], [48], [52], [59].

4) DevOps: This stage focuses on preparing models for
deployment by converting them to open model formats [26],
[52]], and packaging using containerization practices [|12], [20],
[38], [52], [S9]. QA validates the end-to-end system before
pushing it to production [8]], [40f], [52]. Dependencies and
test results are tracked for reproducibility [26], [28]], [52].
Once successfully validated, the appropriate model’s version
is deployed [52], [159]], with costs to be minimized [20]. Since
Al model performance tends to decrease over time [56], the
data [8], [52], model [1], (8], (12, 12901, 133, [52], [59],
system [27], [52], and the pipeline itself [8]], [45] need to
be continuously monitored.

5) Tasks without a stage: Tasks that cannot be assigned
to a specific pipeline stage belong to the sefup of the Al
model lifecycle pipeline [1]], [8[], [17], [40], [52f, [59], [61].
These pipelines should prevent decay due to fast and efficient
re-deployment of Al models [[1], [12], [20], [35]], [36]. Fur-
thermore, the pipelines should be extensible and portable to
use preferred tools, libraries, and programming languages [2],
[26]], [45]I, [60].

6) Challenges: The literature reviews usually discuss task-
specific challenges. However, these challenges should not be

discussed independently because they are interrelated and
affect each other. Hence, we consolidate them into two over-
arching challenges: (a) Al model reliability and (b) resource
consumption. We use the previously presented holistic view in
Figure 2] to map the identified challenges (Al model reliability
depicted with a blue line and resource consumption depicted
with a red line) to the pipeline stages. We discuss potential
future work in RQ3 on these two challenges concerning the
entire lifecycle for the continuous development of Al

When evaluating the AI model reliability, the stage
Design Decision is essential to define correct, testable,
and measurable functional and non-functional requirements
(21, 127]], [29], [40], [48], [56]. Otherwise, the stage Data
might use preprocessing strategies that lead to a false represen-
tation of the context, misaligning with the actual requirements
and leading to unexpected consequences [36], [48], [49].
Consequently, the stage Model is challenged to specify test
oracles, define correct behavior, and identify the root cause of
performance deviations due to cascading errors from previous
tasks [12[], [35]], [36]], [40], [49]. Furthermore, models might
exhibit strong performance during the testing phases. Yet, their
performance in a production environment may deteriorate [7],
[20], [34]], [49], [52] or errors can cascade to other software
parts when deployed during the stage DevOps [48]. Thus, the
root cause of errors must be identified. However, the impact
of handled tasks on the AI model in production is poorly
understood, such as how reducing the dataset during prepro-
cessing affects the model’s quality [52]. In addition, handling
high-dimensional data, complex model architectures, and ex-
ecuting interrelated tasks throughout the pipeline complicates
identifying the root cause of errors or behavior anomalies.
Thus, domain-specific knowledge about the whole pipeline or
knowledge about error characteristics is essential [34], [40],



[48]. Understanding how AI models normally behave during
runtime is challenging, especially when scalability is involved,
which makes it rare to have observable metrics that are easy
to interpret [2f], [24]], [40], [52].

Furthermore, challenges associated with resource consump-
tion are often discussed, highlighting the unclear impact of
individual tasks on the total resource consumption of the
entire pipeline and AI model in production. For instance,
one key challenge during the Design Decision stage is
finding the optimum time to rerun the pipeline [12], [35],
[36], [40], [48] without relying on fixed intervals [20]], [52]
or constant manual monitoring [34], [52]. However, a data-
triggered rerun may also not be optimal to avoid unnecessary
pipeline iterations, as more data may not necessarily enhance
model reliability. While it might reduce reruns, it still requires
significant resources for storing and preprocessing the addi-
tional monitored data [5]], [36], [40], [52]. When rerunning the
pipeline, it is essential to appropriately handle new monitoring
data and track data dependencies in the stage Data to ensure
explainability, reproducibility, and consistency [20], [48]], [52].
Deciding when, what, and where to store data with unstable
dependencies is challenging because changes can arbitrarily
harm the model and are costly to diagnose [J5], [40].

For the stage Mode1, challenges often arise during training,
such as selecting the appropriate model for the specific domain
[40], and choosing an appropriate training strategy (e.g., fed-
erated or transfer learning) to meet defined requirements while
considering resource constraints [35]], [49]. The challenge
lies in ensuring model performance, which is uncertain and
stochastic, leading to extensive tests that impact pipeline exe-
cution time and increase its resource consumption [48]], [52].
Efficiently tracking multiple versions of Al models, including
their dependencies, configurations, and test results, is crucial
to ensure deploying models, similar to the aforementioned data
tracking challenges [12], [34], [35], [40], [48], [52].

During the stage DevOps, determining which model should
be deployed is a challenging decision, where not only the
model performance [52]] but also resource consumption (e.g.,
carbon footprint) [56], reasonable scalability [5], [20], [40]
and memory consumption during cold start latency needs to
be considered [2]], [24]], [35].

Key-Takeaways about summary of main topics in liter-
ature reviews (RQs):

o Three main topics (pipeline, SE for Al, challenges)
mapped to four stages Design Decision, Data,
Model & DevOps as depicted in Figure 2]

o Al model reliability & resource consumption sum-
marise interrelated challenges throughout the pipeline

IV. DISCUSSION

Based on the results of RQy, we identified trends by
computing the relative occurrence of tasks covered in the
reviews per year, as shown in Figure Furthermore, we

use identified clusters (Figure from the primary sources
over time to predict potential future directions for addressing
challenges in the continuous Al development (specifically Al
model reliability and resource consumption) to answer RQs.

TABLE III
IDENTIFIED CLUSTERS OF PRIMARY SOURCES VIA BERTOPIC

ID Cluster Name Description

2 safety_system_au-
tonomous_vehicle

Covers research on safety-critical aspects
and ensuring reliability for autonomous
driving

Covers explainability of black-box models
to improve trust and transparency by en-
hancing the interpretability of predictions
Covers potential security threats, such as
adversarial attacks and perturbation, and
methods to provide robustness of Al mod-
els through defense strategies

From 2017 onward, there has been in-
creased research interest in improving Al
model fairness, reducing bias, and miti-
gating discrimination for ethical decision-
making

Covers related topics to DL and neural net-
work, where testing techniques have been
increasingly discussed since 2017

Covers data safety, privacy, response time,
and resource management (e.g., battery life
constraints) for edge and IoT devices, with
TinyML identified as a main keyword from
2021 onwards

Covers challenges regarding compliance
with service level agreements (latency, in-
ference, auto-scaling to mitigate provi-
sioning latency) and resources and cost-
effectiveness

Covers data science processes, including
data-driven development, analysis of big
data, and workflow supported by tools,
DevOps pipelines, and platforms

Covers challenges in identifying failures,
emphasizes the importance of testing and
validating Al models’ quality using tech-
niques like test oracles, metamorphic test-
ing, or mutation testing. This research in-
creased from 2017 onwards

Ethical guidelines and principles for soft-
ware development (specifically healthcare)
Covers deep neural networks (DNNs), fo-
cusing on interpreting black-box models to
identify unreasonable predictions

3 explanation_-
model_machine_-
interpretable

4 adversarial_at-
tack_example_-
model

5 fairness_discrimi-
nation_bias_deci-
sion

6 testing_dl_dnn_test

7 edge_iot_comput-
ing_cloud

8 serverless_cloud_-
cost_computing

9 data_science_soft-
ware_process

10 testing_test_bug_-
machine

11 ai_ethical_intelli-
gence_artificial

12 di_deep_model_-
learning

0 ml_machine_data_learning: software engineering for Al & ML
1 federated_learning_data_privacy: federated learning
13 recommendation_user_online_system: recommender systems

Others

A. Al model reliability

Future research on AI model reliability is paramount
because half of the clusters (see Figure [[II)) can be mapped
to the Al models’ reliability, such as safety in autonomous
vehicles (2), adversarial attacks (4), explanation (3), fairness
and bias (5), ethics (11), QA for DL (6,12) and AI (10).
Because there is a surge in research interest in monitoring the
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Fig. 3. Percentage of occurrences for the four stages per year broken down to the percentage of occurrences for each stage’s tasks per year

system behavior in the stage DevOps (Figure [3), we propose
to leverage this monitored runtime data to ensure reliable
Al models in production. Therefore, we suggest providing
automated solutions to analyze this monitored runtime
data to overcome identified challenges in the stage Data
(preprocessing leads to false representation), Model (missing
test oracles, cascading errors), or DevOps (performance
deterioration and root cause analysis). Efficient automated
monitoring combined with QA techniques is essential to
identify unanticipated behavior or performance variance in
time to improve reliability and quality [16], [21], [41], [45],
[53]], especially important when adversarial attacks happen.
So far, previous research advances detect anomalies by
identifying deviations in monitoring data that consist of logs,
traces (the invocation path of microservices), and metrics
data (e.g., CPU, GPU, resources, latency, etc.). By applying
this already available knowledge to systems with Al models’
monitoring data, it will be possible to pinpoint failures or
anomalous behavior and identify root causes of deviations of
the AI model performance [30], [51], [[63]]. In addition, future
research should look into enhancing available monitoring
data by using Al specific monitoring data, such as inference
data, inference latency, and accuracy, that give insights into
Al faults and anomalies [15[], [18], [19], 1391, [55], [64].

B. Resource consumption

As the challenges in Figure [2] indicate, efficient resource
consumption is of high interest, where decisions taken in
one stage can highly influence the resource consumption
of the whole pipeline (e.g., an optimum time for pipeline
iteration, appropriate algorithms, data, and model tracking).
This knowledge would help one identified cluster focusing
on edge devices (7) because they require efficient resource
management (e.g., tinyML) for battery life. Related work also
identified that 93% of survey participants consider resource
consumption when setting up their pipeline [53]], focusing on
the carbon footprint when developing Al [6], [47]], [58].

Thus, we propose that future work prioritizes energy con-
sumption and carbon footprint, integrating them into the
comprehensive pipeline rather than studying them in isolation.
For instance, individual strategies presented in the following
must justify their additional resource consumption for savings

in the other tasks. So far, Verdecchia et al. [58]] identified in
their literature review that only three out of 98 papers consider
the whole pipeline to ensure Green Al. For instance, evaluating
already collected runtime monitoring data, including infor-
mation on the model’s quality and the associated technique
to ensure reliability, might suggest whether another pipeline
iteration in the stage Design Decision is required.

In addition, data preprocessing has a significant effect on
energy consumption [58|]. Although data preprocessing was
slightly less often discussed in identified literature studies (see
Figure [3), a major cluster in the primary sources focuses on
data science processes (9), including feature selection and
sub-sampling techniques, such as removing redundant data
points. Thus, future research should investigate the interre-
lation between resources needed for the preprocessing and
saved energy due to fewer storage requirements [4], [57],
[58]. However, as highlighted in Section preprocessing
may distort representations, complicating training and testing.
Hence, there is a need to balance a potential decrease in
resource consumption with the reliability of the AI model.

The stage Model is the most often discussed stage in the
literature reviews in 2023, where the task training and model
evolution are also highly discussed (Figure [3)). Verdecchia et
al. [58] found that green Al primarily addresses model training
to counter the trend of developing higher-performing state-of-
the-art models due to increased data and powerful hardware
[58], [62]. For instance, an experiment showed that model
training within the continuous development of Al requires up
to 98% of GPU utilization independent of the number of model
layers or parameters [66]]. Thus, research must expand Green
Al to not only focus on making training more environmentally
friendly but also identify methods to determine if retraining
would lead to better performance, which would then justify
an increased resource consumption [S0], [65] or whether it is
worth reducing data points or parameters during preprocessing.
Furthermore, an identified cluster of primary sources provides
insights into serverless computing and its resources and cost-
effectiveness (8), which could lead to future research directions
to provide serverless pipelines or training that profit from
optimized scalability and resource consumption.

Tasks like data and model tracking and monitoring have
gained popularity over the years (see Figure [3), contributing
to a rise in storage capacities. If comprehensive tracking is



unavoidable or runtime monitoring data is used to ensure the
Al model reliability, future research should pinpoint suitable
hardware and data centers, as highlighted in a study showing
that the carbon footprint of Deep Neural Networks (DNN)
varied based on the hardware and data center utilized [42].

Key-Takeaways about potential future research direc-
tions (RQs3):

o Al model reliability: explore runtime anomaly detec-
tion to use the information covered in data, model,
system, and pipeline monitoring data

o Resource consumption: optimize triggers, reduce
data points during preprocessing, expand Green Al,
resource-efficient storage using hardware & data cen-
ters

V. CONCLUSION

The role of Al is increasing, posing research advances on
the continuous development, integration, and deployment of
these models. Since 2020, 33 systematic literature reviews
have synthesized this research, but a comprehensive overview
of these reviews is missing, making it challenging to select the
best-fitting one. Different literature reviews use various search
terms and selection criteria to answer similar research ques-
tions, limiting the primary sources found and hindering the
synthesis of available work. Additionally, so far, the primary
sources of the literature reviews have not been quantitatively
assessed to provide insights into research trends and gaps.

Thus, this study 1) summarized 33 literature reviews regard-
ing the continuous development, integration, and deployment
of Al via a Multivocal Literature Review (MLR). Because
the identified literature reviews’ primary sources vary ex-
tensively, we further provide 2) a holistic overview of the
three main topics by mapping SE practices and challenges
to a continuous development pipeline for Al. Ultimately, we
discuss 3) potential future research directions focusing on Al
model reliability and resource consumption throughout the
summarised pipeline. Our argument is based on identified
clusters extracted from 1397 primary sources of literature
reviews.
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