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ABSTRACT
Microservice-based systems have emerged as an effective architec-
ture for countless industry applications. They provide applications
as small, independent, and modular services. With the increasing
interest in such systems, it is important to tackle challenges related
to their quality assurance. However, to advance research in this
area, systems are required to evaluate new approaches and tools.
In this paper, we perform a systematic literature search for systems
used in research for testing and monitoring microservice-based sys-
tems to aid future research. We provide an overview of the found
studies and the systems used in their evaluation. We compose a
list of publicly available systems and their characteristics, like size,
available tests, and technologies used. Finally, we investigated the
context in which these systems were used to provide insights in
their usage and additional data that is available for them.

CCS CONCEPTS
• Software and its engineering→ Software testing and debug-
ging; Monitors.
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1 INTRODUCTION
Microservice-based systems enable the organization of distributed
applications as a collection of possibly stateless services, to achieve
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scalability, separation of concerns, andmaintainability [7]. Such sys-
tems are widely used by companies such as Netflix and Amazon [25].
Although microservice-based systems have many advantages over
monolithic architectures, such as scalability and independent de-
ploying and managing of services, they come with challenges that
stem from the complex integration of numerous services [19].

Quality assurance of microservice-based systems must grap-
ple with these challenges. Hence testing needs to understand the
concurrent behaviors of the various microservices and interac-
tions between them [24]. Moreover, to improve testing processes of
microservice-based systems, monitoring of microservices in opera-
tion is an important capability [7]. In addition to testing, research in-
dicates encouraging outcomes in the identification of faults within
microservice-based systems through the analysis of monitoring
data [18]. Therefore, we consider testing and monitoring the two
most important practices for quality assurance.

Although microservice-based systems are becoming increasingly
prevalent, and testing and monitoring them is considered crucial,
research results in these areas are still limited. Partly, this is due to
the lack of suitable and widely available microservice-based bench-
mark systems and data for research. Moreover, existing research in
these areas is often performed separately on testing and monitoring
with little overlap. However, we believe that these two fields can
benefit from each other’s work, and bringing testing and monitor-
ing together can lead to more reliable systems. To support this goal,
in this paper, we perform a systematic literature search for testing
and monitoring of microservice-based systems. We are specifically
interested in research on software testing of microservice-based
systems and utilizing monitoring data to identify faults. In our work,
thus, we identify microservice-based systems used for evaluation
in the analyzed scientific literature. We compile a list of systems
and additional datasets, valuable for testing as well as monitoring
research. This outcome is intended as basis for selecting benchmark
systems for future research, guided by a description of their charac-
teristics, additional data sets, as well as the context in which they
have been used before. The contributions of our work are:

• A comprehensive overview of publicly available (open-source)
systems found in research related to testing and monitoring
of microservice-based systems.

• An annotated list of open-sourcemicroservice-based systems
suitable for evaluation, replication, and benchmarking in
future testing and monitoring research.
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• A taxonomy of the research performing evaluations with
commonly used microservice-based systems to enable the
identification of related artifacts and data-sets.

2 BACKGROUND
In this section, we discuss the necessary background for our work
and the motivation behind performing this search.

2.1 Microservice-Based Systems
A microservice-based system comprises several microservices —
compact, self-contained software units that collaborate with one an-
other and can be independently upgraded and replaced. A microser-
vice should be focused on a single responsibility and have fine gran-
ularity [3]. Additionally, a microservice should be "autonomous" in
that it should (i) be largely independent from other services and (ii)
be independent of technologies used [19]. A microservice runs in its
own process and communicates with other microservices through
lightweight protocols, like RESTful or RPC-based APIs [25]. It is
important to distinguish microservice-based systems from Service-
Oriented Architectures (SOA) [19]. Microservice-based systems
emerged from SOA as a composition of lightweight and independent
services, but they differ in terms of containing more fine-grained
services, that communicate through an API layer and not through
an Enterprise Service Bus (ESB). Additionally, microservices tend to
provide better scalability, decoupling, and control over application
implementation than SOA [24].

2.2 Testing and Monitoring of
Microservice-Based Systems

Due to their complex nature and dynamic behavior microservice-
based systems pose significant challenges for testing [24]. Complex
deployment of numerous diverse services makes test automation
challenging. The inter-communication between these services poses
additional challenges, due to the complexity of many interoperable
services [24]. Other challenges are due to unreliable feedback from
testing frameworks or the need to manually analyze logs across
numerous microservices to localize faults [24].

Many of these challenges can be addressed with monitoring
and tracing solutions, which enables developer to understand the
concurrent behaviors of the various microservices and interactions
between them [4]. For instance, anomaly detection on system mon-
itoring has been used to identify issues with microservice-based
systems early on [20]. Moreover, monitoring data from operation
may be used to improve in-house testing [7]. Finally, research has
shown that field faults are inevitable, no matter how advanced
the in-house testing is [8]. Therefore, monitoring the system in
operation is an essential part of quality assurance.

2.3 Benchmark Systems for Evaluation
Benchmarks are useful to evaluate and compare different approaches,
techniques, or tools for empirical software engineering [10]. Ad-
ditionally, the use of benchmarks in research communities have
shown to increase technical progress and cohesiveness in the com-
munity [17]. To this end, several benchmarks or benchmark ap-
plications have been proposed in different research communities.

For instance, Arcuri et al. proposed a benchmark for testing REST-
ful application interfaces [1]. Artho et al. performed a literature
search to identify benchmarks used to evaluate test generation
techniques and reported their characteristics [2]. For research on
microservice-based systems, Zhou et al. developed TrainTicket,
which is a fictitious railway ticketing system consisting of 41 mi-
croservices in a layered architecture [27]. Similarly, Kistowski et
al. introduced TeaStore as an artificial microservice-based refer-
ence system to perform experiments with [22]. Gan et al. proposed
DeathStarBench, an open-source benchmark suite consisting of six
microservice-based systems to use for analysis [6].

Wilkinson et al. introduced the FAIR Guiding Principles for re-
searchers to enhance the reusability of their reported data [26]. FAIR
stands for Findable, Accessible, Interoperable, and Reusable, which
are the principles they describe in their work to make research
data useful for other researchers and practitioners. Hirsch et al.
applied the FAIR principles to evaluate benchmarks for debugging
approaches [11]. They evaluated the principles in the following
manner:

• Findable: based on the storage location and how perma-
nent it is. Additionally, they considered the likelihood that
it might be deleted in the future, for instance, if space in a
Google drive was needed. Moreover, they checked the data
that is stored if everything required to use the benchmark
is contained or if they link to other sources that might be
deleted or moved in the future.

• Accessible: was evaluated based on the public availability
of the benchmark or if it is only available upon request.

• Interoperable: based on the file formats used in the bench-
mark data. A higher rating is given to standardized formats
that can be easily processed for future research. Conversely,
if formats require substantial manual effort to convert data
into a machine-readable form a lower rating is assigned.

• Reusable: pertains to the documentation of the benchmark
and the license used to publish or modify the benchmark.

• Reproducible: evaluated if the benchmark is provided in a
version control system with a full version history to repro-
duce experiments on a specific version of the benchmark.
Note: this principle was added to the FAIR Principles by
Hirsch et al. in their work [11].

3 METHOD
In this section, we discuss our research aims, by means of our
research questions, and describe our search and data extraction
processes.

3.1 Research Questions
First, we set to review the scientific literature for references to
microservice-based systems (RQ1) and, based on our findings, we
identify commonly used systems suitable for experimentation (RQ2).

3.1.1 Systems used for Experimentation. Initially, our focus is on
the systems documented in the literature. The goal here is to pro-
vide an overview over all the relevant systems we identified in our
literature search and describe their most important characteristics.
To facilitate further research, our emphasis lies in systems that are
publicly available and widely utilized to provide a strong basis for
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the evaluation of future testing and monitoring approaches. The
final goal of this set of research questions is a list of publicly avail-
able microservice-based systems, which are useful for researchers
in their future endeavors, by supporting them to identify the most
appropriate choice of systems to evaluate their research.

RQ1. Which systems are used in experiments for testing and
monitoring of microservice-based systems?
RQ1.1Which systems are available with an open source license?
RQ1.2 What is the distribution of publicly available systems

across the primary studies?
RQ1.3 Which publicly available systems use a microservice

architecture?

3.1.2 Common Microservice-Based Systems. Next, we want to filter
out the systems that are most commonly used in experiments and
we assess as the most relevant for future work in the research areas.
For an easier selection of relevant systems for future researcher we
also want to provide the system’s characteristics and technologies
used. To evaluate the collection of systems we identified in our
search we apply the FAIR Guiding Principles, similar to [11]. This
allows us to provide qualitative criteria on the systems used in
literature, to enable readers to select the correct systems for their
research easily. Finally, we want to provide the context in which
these most relevant systems were used in and create a taxonomy of
this literature. Additionally, we check these publications for links to
additional data-sets that might be useful for future research, using
these systems.

RQ2. Which microservice-based systems are most commonly
used for experimentation?
RQ2.1. What are characteristics (e.g., size, technology, etc.) of

microservice systems used for experimentation?
RQ2.2. What FAIR Guiding Principles are honored by microser-

vice systems used for experimentation?
RQ2.3. In what context were these systems used for testing and

monitoring in the respective experiments?

3.2 Overview of Literature Search and Mapping
Figure 1 shows the overall process of our research approach based
on the process for performing systematic review and mapping [13].
In order to cover the two areas of testing andmonitoring thoroughly
and to compare the results from both areas we conduct one search
process for each area. After the initial search (Step 1) and filtering
(Step 2), we apply back- and forward snowballing (Step 3) and
filter (Step 4) to obtain our final set of studies. We perform the
snowballing steps until we find no further relevant studies. From
both sets of final primary studies, we extract the systems used
(Step 5), which we merge and filter (Step 6) to finally obtain a list
of microservice-based systems. We provide the exact search strings
and intermediate results in our online appendix1. The following
subsections provide details on each of these steps.

1https://github.com/software-competence-center-hagenberg/2024-AST-
Microservices-QA

3.3 Apply Search (Step 1)
Based on our research questions (Section 3.1), we defined two sets
of keywords:
Testing: “software test", “software testing", “test automation", “test

oracle", “test generation", “system test", “system tests", “sys-
tem testing"

Monitoring: “benchmark", “fault localization", “root cause anal-
ysis", “tracing", “anomaly", “dynamic analysis", “telemetry
data", “case study", “fault injection"

We combined these keywords with various spellings of the term
“microservice" in order to create the final search strings. We per-
formed the queries on well established sources for scientific litera-
ture, i.e., Scopus, IEEE, ACM and Springer. For Scopus, IEEE, ACM
we filtered the studies based on title, abstract and keywords. For
ACM we searched in the ACM Guide to Computing Literature which
offers a larger search space than the ACM Full-Text Collection. As of
writing the search engine of Springer only supports either search-
ing in the publication titles or the full text. We choose to search in
the full text at the cost of irrelevant results instead of missing out
relevant studies. We conducted the search in the end of June and
beginning of July 2023 without limiting the publication year, which
returned a total of 349 studies for the testing search and 507 for the
monitoring search.

3.4 Deduplicate & Filter Results (Step 2)
We first deduplicated the raw results based on the digital object
identifier (DOI) and title, which removed 41 studies for testing
and 80 for monitoring. Next, we imported the result sets into a
spreadsheet solution for applying inclusion and exclusion criteria.
Inclusion Criteria.We included a study if the following criteria
were fulfilled:

• Conference papers, journal/magazine articles
• For testing: deals with testing of microservice systems or
has a relation to testing of such systems

• For monitoring: deals with or has a relation with fault local-
ization or root cause analysis in microservice systems

• Only for snowballing: Reference publications, i.e., publica-
tions presenting a benchmark system

Exclusion Criteria.We excluded a study if one of the following
criteria is applicable:

• Not written in English
• Conference summaries, talks, books, master doctoral thesis
• Does not have any evaluation with a system i.e., we exclude
studies, which only present a concept or only use a set of
data for evaluation

• For Testing: testing of SOA systems or GUI testing. Studies
included by the "monitoring search"

• For Monitoring: does not have any relation with fault lo-
calization or root cause analysis in microservice systems.
Studies included by the "testing search"

Note that the last inclusion criterion contradicts the third exclu-
sion criterion. However, we argue that this exception enables us
to find further studies using such benchmark systems and thereby
giving a more accurate picture of the popularity of the systems.
One of the authors evaluated the criteria based on title and abstract

https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA
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Figure 1: Overview on the search and filtering process.

of the results. When in doubt about including or excluding, the
author consulted the full text of the study. This step left us with 53
publications for testing and 41 for monitoring.

3.5 Backward & Forward Snowballing (Step 3)
Since relevant literature might refer to further important studies, we
used the references included in the 53 and 41 studies for backward
snowballing via Scopus. During backward snowballing we only
included studies published after 2011. We made this restriction by
searching for "microservice" in different spellings in Scopus and
found it to first appear in this year. The selected studies might
also be cited by other relevant studies, hence we also performed
forward snowballing, by using Scopus to find studies, which cite one
of the initial studies. We applied back- and forward snowballing in
multiple iterations until we did not find any more relevant studies.
Overall the snowballing added total of 2992 raw studies in three
iterations to the testing result and 2373 raw studies in four iteration
to the monitoring result.

3.6 Deduplicate & Filter Results (Step 4)
After each round of snowballing, we deduplicated and filtered the
results and only used the new relevant studies for the next round of
snowballing. For the sake of brevity, we did not depict this process
in detail in Figure 1. By deduplication and application of in- and
exclusion criteria, we reduced the set down to 101 studies for testing
and 70 studies for monitoring.

3.7 Extract Systems (Step 5)
From the full text of final sets of primary studies for testing and
monitoring, we extracted the systems used in experimentation
and evaluation. We extracted the names of the systems and when
possible, references or URLs pointing to publications or websites
of these systems. This left us with 112 systems used in the testing
studies and 28 systems from the monitoring studies. These systems
include proprietary systems used in industry, publicly available
APIs, demonstrators, and dedicated benchmark systems. Note that
some studies from the testing search test web APIs (mostly REST
APIs) and mine API repositories such as www.apis.guru to perform
tests on a large number of subjects. For each such study we only

www.apis.guru
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increase the system count by one, because they would significantly
inflate and thereby distort the system count and the concrete APIs
is mostly not available. Ultimately these APIs are not that relevant
in this work, because we search for systems where the researchers
can have complete control. We count studies using one or more
systems from the Evo Master Benchmark (EMB) [1] to the usage of
EMB to properly reflect the popularity of this benchmark suite.

3.8 Merge & Filter Systems (Step 6)
Wemerged (Step 6a) the found systems based on their names, which
reduced the set of systems from 140 by 6 to 134. Then we applied the
following four-tiered filter, where each layer is a Boolean question:
Findable (Step 6b): Is there a reference or link to the system in

the paper? 82 of 134 systems fulfilled this criterion.
Accessible (Step 6b): Is the reference actually working such that

we have access to the system and its implementation (i.e.,
source code)? 32 of 82 systems fulfilled this criterion.

Open-source (Step 6c): Is the system released under a license that
permits usage in experimentation (i.e., open-source licenses
like MIT, Apache 2.0)? 29 of 32 systems fulfilled this criterion.

Microservice-based (Step 6d): Is the system described as a mi-
croservice system? 19 of 29 systems fulfilled this criterion.

For the 19 microservice systems we gather information from the
source code repositories on the characteristics of the system and
the used technologies. In the following sections we use both the
results from the OSS and the Microservice filter for further analysis.

3.9 Data Extraction
To answer RQ2.3 we performed a detailed screening of the literature
that contained experiments using the most relevant microservice-
based systems. We extracted the research aims and system data
used in the studies to create two taxonomies in an iterative process.
Moreover, during the screening of the studies we looked for links
to replication packages or other supplementary data for the used
microservice-based systems.

4 RESULTS
In this section, we discuss the results of our literature search and
the extracted data.

4.1 Found Primary Studies
First, we present an overview of the identified studies in our search
results. Figure 2 depicts the number of studies per year they have
been published. The first paper in our results was published in 2011
and focused on testing of web services. Studies with the focus on
monitoring of microservice-based systems appear first in 2018 in
our results, which appears to be the year that started a general
uptick in research in testing and monitoring of such systems. Note
that the numbers for 2023 are not complete, due to the search being
performed in that year.

4.2 Found Systems
We identified 134 systems used in primary studies for experiments
and evaluation. Out of these, references and links to find the actual
system were provided in 82 cases and 29 of them are available under
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Figure 2: Amount of primary studies per year.

an open source license. Table 1 lists these 29 systems along with the
number of publications in testing and monitoring, the years when
they were used, and their classification as a microservice-based
systems. Moreover, we show the last commit, the forks and stars of
the GitHub repository (as of July 2023), and the license under which
the systems are published. In the table, the names of the systems are
linked to the source repositories. The most frequently used systems
(top three) highlighted for testing (blue) and monitoring (orange).

We were not able to report forks and stars for the system Elas-
ticPress, which is not hosted on GitHub, and for systems that are
distributed over multiple repositories (Corona Warn App and Open-
MRS) or which are part of a larger repository (Book Info).

5 DISCUSSION
In this section, we discuss our findings in relation to our initial
goals and answer our research questions.

5.1 RQ1: Systems used for Experimentation
We checked all identified systems in the relevant studies if they are
publicly available under an open source license.

Answering RQ1.1 Open source systems: Our search resulted in
29 open source systems that have been used in the relevant
literature for experiments. These systems are listed in Table 1.

We analyzed the frequency and consistency over the years that a
system is used in research studies, as well as the research area. Fig-
ure 3 shows the distribution of systems over the years. Train Ticket
and Sock Shop are the most common systems, both consistently
used in studies over the last few years. They are mostly used in
studies about monitoring, but some studies also use them in testing
research. The third most common systems is EMB, the EvoMaster
Benchmark, which is exclusively used in testing research. Tea Store
and Hipster Shop are also used in both research areas, even though
in fewer studies. Finally, DeathStarBench has been used six times,
but only in monitoring research. The remaining systems have been
used less frequently, with 20 out of the 29 systems only appearing
in one or two studies.
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Table 1: Available systems used in evaluations (as of July 2023)

Usage in Years Micro- LastSystem T M SUM of use Service Commit Forks Star License

AWS demo 1 - 1 2020 2022-03 175 413 MIT
Book Info 1 1 2 2021 2023-05 - - Apache 2.0
ChaosEcho - 1 1 2021 2021-11 0 1 MIT
CloudStore - 1 1 2022 2016-08 3 8 EPL 1.0
Corona Warn App 1 - 1 2022 2023-07 - - Apache 2.0
customers and orders 1 - 1 2020 2023-05 224 464 Apache 2.0
DeathStarBench [6] - 6 6 2021-2022 2023-06 324 555 Apache 2.0
ElasticPress 1 - 1 2016 2023-07 - - GPLv2
Elgg - 1 1 2019 2023-07 686 1600 MIT
EMB [1] 16 - 16 2017-2023 2023-04 12 18 Apache 2.0
FTGO 1 - 1 2022 2022-09 1200 3100 Apache 2.0
Full Teaching 2 - 2 2021-2023 2020-04 27 29 Apache 2.0
Hipster Shop 1 5 6 2021-2023 2023-05 20 37 Apache 2.0
Jenkins 1 - 1 2020 2023-07 8200 21200 MIT
OnlineBoutique - 2 2 2021-2022 2023-07 5200 14500 Apache 2.0
OpenMRS - 1 1 2022 2023-07 - - MPL 2.0
Petstore 3 - 3 2021-2023 2023-03 262 172 Apache 2.0
Piggy Metrics 2 1 3 2020-2023 2021-11 5900 12500 Apache 2.0
Prestashop 1 - 1 2022 2023-07 4600 7300 OSL-3.0
PyMicro - 4 4 2018-2023 2015-11 8 34 MIT
restaurant management 1 - 1 2020 2017-01 107 206 Apache 2.0
Rideshare 2 - 2 2019-2022 2019-04 0 1 MIT
RobotShop - 1 1 2021 2023-03 1100 708 Apache 2.0
Sock Shop 4 20 24 2018-2023 2021-08 2600 3500 Apache 2.0
SockPong - 1 1 2021 2021-07 0 0 MIT
T2 - 1 1 2022 2022-09 0 0 Apache 2.0
Tea Store [22] 4 3 7 2019-2022 2022-08 116 101 Apache 2.0
Train Ticket [27] 8 20 28 2018-2023 2022-11 256 567 Apache 2.0
Transaction service 1 - 1 2020 2017-01 957 3000 Apache 2.0

Answering RQ1.2 Distribution of systems: We observed varying
usage of systems across studies and years. Some systems were
frequently utilized over several years, while most (20 out of
29) were used only in one or two years with limited study
representation. Moreover, 6 systems have been used in both
research areas of testing and monitoring, while others are used
only in testing (13 systems) or only in monitoring (10 systems).

We further analyzed the pool of systems for those that use a
microservice architecture. We found 19 microservice-based systems.

Answering RQ1.3 Microservice-based systems: We identified 19
microservice-based systems released under an open source li-
cense. These systems are marked with a check-mark in Table 1.

5.2 RQ2: Common Microservice-Based Systems
To compile a list of most commonly used systems for research
in testing and monitoring, we filtered for systems that appear in
at least two studies and consist of more than four services. The
resulting list of 9 system is described below:

• Train Ticket: is a dedicated benchmark system for research
on microservice-based systems. It is a platform for booking
train tickets and provides extensive documentation with a

dedicated Wiki. Additionally, it provides 22 optional faulty
services that can be used for research.

• Sock Shop: is a web shop for demonstration and testing of
microservice-based systems. Implementations of services are
individual Github repositories with one repository dedicated
to documenting the complete system.

• Tea Store: is a benchmark system in the form of a web shop
for buying tea. It was created for the purpose of testing and
benchmarking for microservice research.

• DeathStarBench: is a collection of microservice applica-
tions with various sizes, developed for use in research. Cur-
rently three systems are released, with three more being
reported as in progress.

• Hipstershop: is a fork of the web shop OnlineBoutique for
demonstrating monitoring and tracing with OpenCensus,
Prometheus and Jaeger.

• PyMicro: is a very rudimentary microservice-based system
implemented in Python. It can be configured in a single file
and the topology and number of services can be adapted
easily.

• Piggy Metrics: is a financial advisor application for demon-
strating microservice architecture. The project was intended
as a tutorial for a microservice-based system using Spring
technology.

https://github.com/aws-samples/aws-microservices-deploy-options
https://github.com/istio/istio/tree/master/samples/bookinfo
https://github.com/di-unipi-socc/chaos-echo
https://github.com/CloudScale-Project/CloudStore
https://github.com/corona-warn-app
https://github.com/eventuate-tram/eventuate-tram-sagas-examples-customers-and-orders
https://github.com/delimitrou/DeathStarBench
https://wordpress.org/plugins/elasticpress
https://github.com/elgg/elgg
https://github.com/EMResearch/EMB
https://github.com/microservices-patterns/ftgo-application
https://github.com/OpenVidu/full-teaching
https://github.com/census-ecosystem/opencensus-microservices-demo
https://www.jenkins.io
https://github.com/GoogleCloudPlatform/microservices-demo
https://github.com/OpenMRS
https://github.com/swagger-api/swagger-petstore
https://github.com/sqshq/piggymetrics
https://github.com/PrestaShop/PrestaShop
https://github.com/rshriram/pymicro
https://github.com/eventuate-examples/eventuate-examples-restaurant-management
https://github.com/AITestingOrg/microservices-sandbox
https://github.com/instana/robot-shop
https://github.com/microservices-demo/microservices-demo
https://github.com/di-unipi-socc/failure-causalities/tree/main/data
https://github.com/t2-project/t2-project
https://github.com/DescartesResearch/TeaStore
https://github.com/FudanSELab/train-ticket
https://github.com/cer/event-sourcing-examples
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Figure 3: Identified open source systems and their usages over years. The bottom row shows the sum of usages, the segments of
the pies show the distribution of usages between the testing (blue) and monitoring (orange) studies.

• OnlineBoutique: is a microservice demonstration appli-
cation in form of a web shop. Beside the use in research,
this system is used by Google to demonstrate cloud related
technologies.

• Rideshare: is a ride-sharing platform developed for com-
paring testing tools. Implementation and documentation is
spread across different repositories and publications by its’
authors.

Table 2 provides further details about each of these nine most
commonly used systems (in case of DeathStarBench, details are
given for each of the three released systems it contains). We show
the number of services reported for each system. In case this num-
ber was not provided in the related documentation or publications,
we analyzed the related repositories (Sock Shop, Hotel Reservation,
Piggy Metrics, and Rideshare). We depict the main development
languages, contained testing and monitoring technologies, the pro-
vided container deployment technologies, communication tech-
niques between services, assessments of their documentation and
if their repository provides version tags.

Answering RQ2.1 System characteristics and technologies: Our
search identified systems of different size (from 5 to 41 mi-
croservices), using a variety of languages (e.g., Java, JS, Go)
and related testing and monitoring technologies (see Table 2).

To further evaluate the potential for reusability of the systems,
we adopted the FAIR Guiding Principles similar to Hirsch et al. [11].
We base our following evaluation on Table 1 and 2.

• Findable: The top nine commonly used microservice-based
systems are hosted on GitHub, lacking a globally unique
and persistent identifier. However, Hirsch et al. [11] assume

that the storage remains secure and accessible in the fore-
seeable future. We assess if the source code is complete and
self-contained. We found that nearly all systems contain all
source files in one repository, whereas Rideshare and Sock
Shop only provide deployment configurations in their repos-
itory, and the code is spread over several repositories.

• Accessible: All nine systems are hosted on GitHub and
publicly accessible, allowing direct access to the source code.

• Interoperable: Hirsch et al. [11] investigated the used data
formats. In analogy, we investigated containerization meth-
ods for system deployment, ensuring compatibility across en-
vironments. Seven systems employ either docker or docker-
compose. Additionally, six systems opt for Kubernetes, a
robust orchestration platform.

• Reusable: Regarding documentation, we verified that all sys-
tems provide a README file containing set-up information.
Train Ticket and Sock Shop additionally provide a wiki with
detailed information. Most systems include a microservice
description covering at least the architecture (Tea Store, Social
Network, Hipstershop, PyMicro, OnlineBoutique). For systems
using REST communication we found an API documentation
in their repositories except for Tea Store. Documentation re-
garding monitoring is mostly related to information on how
to access tracing and infrastructure monitoring data, with
the exception of PyMicro, which omits monitoring informa-
tion. Train Ticket, Sock Shop, and Tea Store further provide
information about their testing approach.
All nine systems are published under open source licenses
(see Table 1); seven systems use the Apache 2.0 license and
two (PyMicro and Rideshare) use the MIT license.

• Reproducible: While each of the nine systems offers ver-
sion control through their GitHub commits, determining the
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Table 2: The most commonly used microservice-based systems in literature
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Train Ticket 41
Sock Shop 9
Tea Store 5
DeathStarBench
Social Network 36
Media Service 38
Hotel Reservation 18
Hipstershop 10
PyMicro 16
Piggy Metrics 8
OnlineBoutique 11
Rideshare 13

precise version for referencing can be unclear. Specific sys-
tems utilize version tags or releases to address this, ensuring
a clear indication of the intended version. The systems that
do not provide version tags or releases are Media Service,
HipsterShop, PyMicro, Rideshare.

Answering RQ2.2 FAIR Guiding Principles: All systems honor the
FAIR Guiding Principles [11], with some shortcomings related
to GitHub hosting and versioning, as well as documentation.

Finally, we looked at the studies that use these systems to de-
termine in what context they were used in and to identify some
additional data-sets. The first thing that became clear when doing
this was that the systems have been used in more monitoring re-
search than testing research. Of the 73 paper that use at least one of
the eleven systems, 18 are from the testing search and 55 are from
the monitoring search results.

Table 3 shows the taxonomy of testing research the identified sys-
tems have been used in. We group the research into their research
methods, by solution proposals (i.e., research proposing novel so-
lutions for problems) and validation research (i.e., performing ex-
periments to validate existing research or tool, or investigating
existing issues) [13]. The most papers we identified here, propose
solutions for test case generation and we therefore split them up
into smaller groups to better differentiate them. We distinguish gen-
eration from field data (i.e., ex-vivo testing) or with combinatorial
approaches and generation for reliability or performance testing.
The first thing we notice by doing this is that the top three systems
in our list have been used in various different research areas within
testing. On the other hand, some systems have only been used
in some specific use cases. For instance, Rideshare has been used
only in two studies comparing testing tools, by the same group of
researchers [T19], [T33]. Similarly, Piggy Metrics was only used
in two studies by the same researches, proposing and approach to
generate test cases from field data [T37], [T43].

We show our taxonomy of the monitoring research using the
systems in Table 4. Similar to the testing taxonomy, we grouped
the research into their research methods, but found that all but

Table 3: Taxonomy of system usage for testing

Research Goals Studies Systems

so
lu
ti
on

test case generation
ex-vivo testing [T37], [T39], [T43] Train Ticket, Piggy Metrics
reliability testing [T7], [T39], [T353],

[T549] Train Ticket, Hipstershop
performance testing [T7], [T256] Train Ticket, Sock Shop
combinatorial [T45], [T402] Train Ticket, Sock Shop
test case selection [T4], [T30] Train Ticket, Tea Store
debugging [T1625] Train Ticket

va
li
da

ti
on

comparing tools [T19], [T33], [T193] Sock Shop, Rideshare
fault tolerance [T65], [T74] Sock Shop, Tea Store
performance testing [T85] Tea Store

one paper are proposing a solution. The only one that we consider
validation research is comparing different approaches for anomaly
detection in monitoring data and defining requirements for such
approaches from their results [M10]. The remaining studies pro-
pose solutions to identify faults in microservice-based systems. The
majority of these proposed approaches focus on detecting anom-
alies in monitoring data and identifying the root-causes of these
anomalies and faults. To accomplish this, different types of moni-
toring data are analyzed. Commonly metrics (i.e., performance and
communication metrics) are monitored as a data source for these
approaches. Other approaches use topology information, logs, or
trace data to identify faults and their root-causes. Therefore, we
classified the research in the types of faults that they aim to identify
in our taxonomy in Table 4. The fault types we identified are:

• Performance: abnormal increases in service response times,
typically resulting from resource anomalies (e.g., CPU, mem-
ory, disk, network).

• Availability: failed service invocations typically caused by
defects in the service or anomalies in the operating environ-
ment.

• Bugs: caused by faulty requests (e.g., 4XX errors), or errors
in the business logic like incorrect response values.

• Communication: a significant increase in the number of
service requests or an increase in service packet loss, which
is typically caused by network anomalies between services.

https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T19
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T33
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T37
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T43
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T37
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T39
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T43
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T7
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T39
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T353
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T549
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T7
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T256
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T45
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T402
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T4
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T30
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T1625
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T19
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T33
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T193
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T65
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T74
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesTesting.md#T85
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesMonitoring.md#M10
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Table 4: Taxonomy of system usage for monitoring

Research Goals Studies Systems

so
lu
ti
on

Performance [M7], [M591], [M640], [M670], [M1559] Tea Store, DeathStarBench
|-CPU hog
| |–Toolkit [M8], [M11], [M37], [M46], [M49], [M52], [M53], [M55], Train Ticket, Sock Shop, DeathStarBench,
| | [M56], [M62], [M66], [M93], [M102], [M109], [M405], [M478], Hipstershop, OnlineBoutique
| | [M498], [M541], [M592], [M626], [M679], [M731], [M1319]
| |–change sources [M80], [M1320] Train Ticket, Sock Shop, Tea Store
|-memory usage [M15], [M485], [M487], [M560] Train Ticket, Sock Shop, Hipstershop
| |–Toolkit [M8], [M11], [M49], [M55], [M66], [M102], [M109], [M478], Train Ticket, Sock Shop, DeathStarBench
| | [M498], [M541], [M592], [M626], [M731], [M1319]
| |-change sources [M53], [M80] Train Ticket, Sock Shop, Social Network (DSB)
|-disk usage [M15], [M485] Sock Shop, Hipstershop
| |–Toolkit [M46], [M109], [M498], [M679] Train Ticket, DeathStarBench, Hipstershop
| |–change sources [M1320] Tea Store
|-network response delay [M5], [M15], [M57], [M405], [M450], [M485], [M487], Train Ticket, Sock Shop, Hipstershop,
| | [M560], [M582] PyMicro, OnlineBoutique
| |–Toolkit [M11], [M46], [M52], [M56], [M62], [M66], [M93], [M102], Train Ticket, Sock Shop, DeathStarBench,
| | [M109], [M478], [M498], [M541], [M592], [M679] Hipstershop, OnlineBoutique
| |–change data records [M584] Train Ticket
| |–change sources [M464], [M785], [M1320] Train Ticket, Sock Shop, Tea Store
|-DB delay [M582] OnlineBoutique
Availability [M15], [M17] Train Ticket, Sock Shop
|-service [M53], [M57], [M487], [M560], [M582] Train Ticket, Sock Shop,
| | Social Network (DSB), OnlineBoutique
| |–Toolkit [M8], [M14], [M62], [M112], [M592], [M626] Train Ticket, Sock Shop
| |–container shutdown/shutdown [M52], [M405], [M760] Sock Shop, PyMicro, OnlineBoutique
| |–change data records [M584] Train Ticket
|-resource
| |–permission change [M785] Piggy Metrics
| |–change sources [M14], [M80] Train Ticket, Sock Shop
Bugs [M15], [M17], [M485] Train Ticket, Sock Shop, Hipstershop
|-request error
| |–change sources [M14], [M626] Train Ticket
|-business logic errors [M560]
| |–Toolkit [M56] Train Ticket
| |–change sources [M498], [M626] Train Ticket
Communication
|-package loss [M8], [M15], [M57], [M485], [M487], [M592], [M626], Train Ticket, Sock Shop,
| | [M707], [M785] Hipstershop, Piggy Metrics
|-call frequency [M8], [M53], [M450], [M560] Sock Shop, Social Network (DSB)
Operations
|-swap or add calls [M584] Train Ticket
Architecture [M12], [M29] Train Ticket
Unclear [M3], [M21], [M74], [M84], [M620], [M1173] Sock Shop, Hipstershop, PyMicro

v Comparison of approaches [M10] Train Ticket

• Operations: a change in operation sequences like swapping
call orders or additional calls between services.

• Architecture: anti patterns in the system that reveal archi-
tectural smells.

We further distinguished by the method used to inject faults in
the microservice-based systems in the research evaluation. Most
commonly the research uses Chaos Engineering Toolkits (likeChaos-
Blad2 or Chaos Mesh3), stress testing tools (like stress-ng4), or net-
work emulation tools (like tc-netem5) to introduce anomalies in the
recorded data from monitoring. Other experiments introduce faults
directly into the system’s source code or change configurations to
lead to anomalies in the data records.

Finally, we checked the papers for links to additional data-sets.
Many of these links contained source code of the approaches or for
evaluation, additional result data, or plots the authors could not
fit into the publication. However, some papers link to replication

2https://github.com/chaosblade-io/chaosblade
3https://github.com/chaos-mesh/chaos-mesh
4https://aur.archlinux.org/packages/stress-ng
5https://man7.org/linux/man-pages/man8/tc-netem.8.html

packages containing data we considered potentially useful for other
research. We list these data-sets in Table 5. We identified trace data
for Train Ticket, test scenarios used to generate a load on systems,
faults that were injected into systems to evaluate approaches, and
other monitoring data like performance and access logs.

Answering RQ2.3 Usage context: We identified a variety of re-
search using the systems to identify faults in them, either by
testing (Table 3) or monitoring (Table 4). Some systems (esp.
Train Ticket) were used in a wide variety of contexts and stud-
ies. From our taxonomy, we were able to identify data-sets (e.g.,
traces, faults) useful for future research (see Table 5).

5.3 Threats to Validity
We face similar threats to validity as other systematic mapping
studies. The first threat to validity is the completeness of the list of
studies and systems. To address this, we searched for literature in
the most well-known digital libraries to get a representative pool of
studies. Moreover, we selected our search terms by checking related

https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesMonitoring.md#M7
https://github.com/software-competence-center-hagenberg/2024-AST-Microservices-QA/blob/main/PrimarySourcesMonitoring.md#M591
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Table 5: Additional data-sets for our list of systems

Study Data Link
Train Ticket
[M10] trace data https://zenodo.org/records/6979726
[M46] trace data https://github.com/NetManAIOps/TraceAnomaly
[M56] trace data https://github.com/NetManAIOps/TraceRCA
[M464] trace data https://github.com/SEALABQualityGroup/replication_delag
[M626] trace data https://fudanselab.github.io/PUTraceAD
[T43] test scenarios https://gitlab.com/learnERC/exvivomicrotest

[M592] performance data,
injected faults https://zenodo.org/records/6955909

Sock Shop
[M478] performance data https://github.com/AXinx/CausalRCA_code
[M1319] performance data https://github.com/azamikram/rcd
Tea Store
[M1320] access logs https://doi.org/10.5281/zenodo.5659008
Hipstershop
[T353] injected faults https://github.com/rkarn/automated-testing-resciliency
Piggy Metrics
[T43] test scenarios https://gitlab.com/learnERC/exvivomicrotest
OnlineBoutique

[M582]
injected faults,
topology,
service calls

https://github.com/IntelligentDDS/GIED

literature [4, 24, 25] and refined them by checking the search results
for relevant papers. A second threat to validity is the selection of
research questions. To minimize this threat we had several discus-
sions about the questions and goals of our search. We argue the
research questions reflect the goals of our work. A third threat to
validity is related to the extraction of data from the studies and
for the systems. During data extraction we recorded the data in
spreadsheets and when necessary studies were reread to clarify
some doubt about the data. We had many meetings and discussions
about the extraction of the data. The fourth threat to validity is
the evaluation of the systems using the FAIR evaluation criteria.
This evaluation is based on subjective judgement and some of the
rating criteria might be outdated in a few years as best practices
and technology continue to evolve. To minimize this, we used the
same FAIR evaluation criteria as in related research [11].

6 RELATEDWORK
Several mapping studies have been performed on research for
microservice-based systems [5, 9, 12, 23]. Most of the publications
found in these studies focuses on the architecture and design of such
systems [12, 23]. As a result of these research interests, additional
mapping studies have been published, centering their attention on
the architecture of microservice-based systems [21, 25]. In contrast
to our work, these studies did not focus on the systems used for
experiments, but rather to summarize existing research and identify
trends and gaps in existing research.

For research specific to testing microservice-based systems,
Waseem et al. performed a systematic mapping study [24]. Their
pool of primary sources overlaps with the studies we identified
in our search, but their study was performed in 2019 and there-
fore does not contain the newer publications we identified. More-
over, they did not focus on the systems used in the evaluations of
their identified studies. Additionally, a mapping study about test-
ing microservice-based systems by Panahandeh et al. is currently
available as a pre-print [14]. They compiled a list of research on
testing microservice-based systems along with a taxonomy further
breaking down the actual research performed. One of the research
questions in this study also pertained to the systems used in the

evaluation of the publications. We differ from their work in the
identified systems and the analysis performed on the available
technologies and documentation.

Rahman et al. compiled microservice-based systems from
GitHub [15], contrasting with our systematic search in digital li-
braries. Despite some overlap between their dataset and our find-
ings, differences in search methods yield divergent results, allowing
their data to complement our search results.

Silva et al. [16] performed a literature search of faults in microser-
vice systems. They created a taxonomy classifying 117 different
fault types, grouped into different subcategories. These categories
are similar to the fault types we identified in our taxonomy over
the monitoring research. However, the faults identified by Silva et
al. are more detailed, which was out of the scope of our work.

Hirsch et al. conducted a systematic review on debugging bench-
marks, comparing their size and data availability [11]. They also
assessed these benchmarks using FAIR principles, akin to our study.
Unlike our work, which sought research proposing and evaluating
solutions for quality issues in microservice-based systems, they
specifically searched for publications for benchmarks or datasets.

7 CONCLUSIONS
We performed a systematic literature search for systems used in
research for testing and monitoring of microservice-based systems.
The goal of our work was to provide a list of publicly available
microservice-based systems that can be used for experimentation
in future research in both fields, testing and monitoring.

A large number of systems have been used in research over the
years. In total, we found 134 systemsmentioned in the literature; 112
systems in the testing studies and 28 systems in monitoring studies,
with 6 of them related to both fields. However, the vast majority
of these systems are proprietary or lack relevant information how
to get access for using them in research. In our review we were
able to identify only 29 systems (22%) that provide access to the
source code released under an open-source license that permits
using them freely in experiments. Out of these, only 19 systems
(14%) are actually based on microservices.

From the pool of microservice-based systems suitable for re-
search we selected the nine most commonly used ones and describe
them in detail to support their selection for experiments in future
research. Additionally, we mapped these systems to existing re-
search on testing and monitoring to highlight previous results as
well as available data sets for benchmarking.
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