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Transitioning automated driving systems to complex operational domains disproportionally 
increases demands on verfication activities. In the worst case, the operational domain can not 
be covered by a manageable set of logical scenarios. An anticipated solution is to use abstract 
scenarios, which increase coverage while still enabling formal methods. However, established 
verfication approaches must be adapted for abstract scenarios. In this work, we consider the 
generation of simulatable test suites from abstract scenarios. For this, we use Traffic Sequence 
Charts (TSCs), a visual yet formal scenario description language based on first order logic. 
We propose an SMT-based process for generating concrete test cases that can be simulated in 
e.g. CARLA. This theoretical framework is compiled into an architecture and a prototypical 
implementation called TSC2CARLA. An evaluation on a set of non-trivial examples yields initial 
evidence for the feasibility of our approach.
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1. Introduction

In the automotive domain, testing is an integral part of verfication and validation. This also applies to the emerging, increasingly 
complex driving automation that is built into vehicles [1]. With automated driving systems (ADSs), i.e. SAE Level ≥ 3 [2], drivers 
can delegate the responsibility for the driving task entirely to the automated vehicle within the limits of the ADS’s operational 
design domain (ODD) -- with ODD being dfined as the ``operating conditions under which a given driving automation system [..] is 
specifically designed to function'' [2]. However, this increases the burden on testing: It can not be assumed that the driver will act 
as a fallback in case of system failure. Thus, tests have to be vastly more comprehensive than for advanced driver assistance systems 
(ADAS), i.e. SAE Level ≤ 2. As state-of-the-art ADS-equipped vehicles rely on various sensing technologies for perception, they receive 
a large part of the real world as input over time. Even ODDs that are spatially quite limited, such as a small district of a densely 
populated urban area, can lead to an uncountable ifinite amount of situations and scenarios [3] that can not be enumerated on a 
concrete level.

If the ODD or the functionality is simple enough, logical scenarios can often be used to finitely represent the ifinite set of concrete 
scenarios contained within the ODD. Logical scenarios, as dfined Menzel et al. [4, Sect. IV.B], represent scenarios on a state space 
level using real-valued intervals as parameter ranges and, optionally, probability distributions for these parameters. However, with 
the aspired complex and ever-changing ODDs, the problem of having ifinitely many (even logical) test cases can persist. This is due 
to the imperative semantics employed by logical scenarios -- if something is not specfied within the scenario, it is not included in the 
test case. This leads to the necessity of knowing the full ODD during specfication, which is, for complex and changing ODDs, often 
impossible.

Therefore, it is imperative to use a declarative test case specfication mechanism that is able to cover complex test spaces with a 
finite number of test cases but still, just like logical scenarios, enables an efficient derivation of concrete tests. To this, testing based on 
abstract scenarios (in the sense of Neurohr et al. [5]) is a viable solution. While their declarative semantics trivially allows to finitely 
cover all possible test cases (by not constraining anything at all), generating concrete test cases from them is not as straight-forward 
as for logical scenarios [6]. Moreover, the generated samples must vary sufficiently from each other to provide meaningful evidence 
for test evaluation. Naturally, only few efforts have been observed in testing based on abstract scenarios [7,8].

For addressing this gap, our work tackles the following research questions:

RQ1 How can we devise an efficient test suite generation procedure based on abstract scenarios?

RQ2 How can we measure test suite quality prior to its execution?

RQ3 How can we ensure a high degree of quality of the generated test suite?

For answering these questions, we rely on Traffic Sequence Charts (TSCs) as a visual yet formal specfication language for abstract 
scenarios [9--11]. Our main contribution is an automated generation and execution of test cases based on TSCs. More specifically, we 
contribute:

1. A formal method to sample concrete scenarios from abstract scenarios based on a translation from (a subset of) TSCs to a 
Satifiability Module Theories (SMT) formula (named TSC2SMT), which extends prior work [12,13], and a procedure to create 
and execute test suites from TSCs based on TSC2SMT.

2. Means for measuring and increasing the quality of the generated test suite, based on a formal notion of distances between concrete 
scenarios.

3. The TSC2CARLA toolchain, an architecture and prototypical implementation of the prior contributions, which is evaluated on a 
non-trivial, abstract test scenario in an urban setting and an ADS implemented for the CARLA simulator.

We put our work into the context of the current scientific literature in section 2 and continue with the preliminaries in section 3, 
including scenario-based testing and TSCs as our formal foundation. The theoretical method for test suite generation and execution 
based on TSCs is subsequently presented in section 4. We introduce in section 5 the TSC2CARLA toolchain as an architecture together 
with technical details on its prototypical implementation. In section 6 we first evaluate test suite generation for three abstract urban 
traffic scenarios by comparing different variation methods by means of a test suite quality measure. Two of these test suites are 
subsequently executed with an ADS implemented for the CARLA simulator and evaluated using criticality metrics to demonstrate 
the applicability of our implementation for testing purposes. Current limitations of TSC2CARLA and future work are addressed in 
section 7, before concluding with section 8.

2. Related work

Sampling logical scenarios for test scenario generation is state of the art [6, Section III D. 2]. While their parameter spaces can, in 
theory, be sampled in a Monte Carlo approach, the sheer size makes such a procedure highly inefficient. Therefore, much research 
effort has been put into finding effective sampling methods, e.g. based on reinforcement learning [14], rare-event simulation [15] or 
evolutionary algorithms [16]. There even exist implementations that can perform testing based on a full suite of search procedures 
[17], including various genetic algorithms.

However, with increasing complexity of the ODD, the number of logical scenarios required to cover it exhaustively is likely to 
grow exponentially. The underlying assumption with logical scenarios is that either the given set of logical scenarios is incomplete 
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w.r.t. the ODD or the ODD is small enough to be covered completely by a manageable amount of logical scenarios. Thus, if we 
aim for increased test coverage in large and complex ODDs, we require a more abstract notion of scenarios. For example, Bock et 
al. [18] propose a controlled natural language for abstract scenario specfication and Song et al. use Natural Language Processing 
to directly create concrete scenarios from natural language specfications [19]. Moreover, the System Co-Design for Open Context 
Analysis [20] uses topological graphs for abstracting concrete geometries. These approaches do not use formal logics underlying their 
scenario description language. Most prominently, this is currently addressed by ASAM OpenSCENARIO DSL (originating from the 
Measurable Scenario Description Language) [21]. It partially dfines a declarative trace acceptance semantics, however, details are 
not yet clear. To the best of the authors’ knowledge, there are only two fully-defined formal approaches: The first is Scenic [22,8], in 
which abstract scenes -- and with version 2, also dynamic behavior and temporal constraints -- can be dfined based on a structural 
operational semantics (SOS) similar to probabilistic programs. It thus incorporates probabilistic-imperative and declarative aspects, 
where any abstract scenario specfied in Scenic represents a distribution over scenes and behaviors. Due to its structural operational 
semantics, reasoning over Scenic scenarios is inherently coupled to the ability of sampling behaviors. The second approach, TSCs as 
introduced in section 3 [11], are a visual yet formal language and rely on a denotational semantics by translation to first order logic. 
In contrast to Scenic, TSCs allow for concise, graphical scenario specfications as well as formal analyses even if there is no access to 
simulation models [12]. Having a visual formalism allows experts with diverse backgrounds to incorporate knowledge in the design 
process early on while keeping precise semantics. This is in contrast to textual specfications, used in Scenic for example.

Naturally, the idea arises to sample from abstract scenarios similarly to logical ones. For informal languages, sampling is typically 
based on combining discrete sets of options given by an ontology together with a set of rules on creating valid scenarios [23,24]. For 
formal languages, sampling can be directly based on the semantics of the underlying formalism. To the best of our knowledge, four 
approaches are currently pursued: First, prior work of the authors describes how sampling of TSCs can be performed using linear SMT 
solving [13]. A second strategy is using non-linear SMT solving, which has already shown promising results for runtime verfication of 
requirements in concrete scenarios [25]. This was examined by Eggers et al. and Scheibler et al., who propose to sample from scenarios 
described as constraint systems [7,26]. Their work focuses on sampling concrete scenarios and only briefly mentions challenges when 
extending this approach for testing. Thirdly and in contrast to the SMT-based approaches, Klischat, Finkeldei and Althoff propose the 
use of (mixed-integer) quadratic programming for generating concrete scenarios from non-linear constraint systems, yet focus solely 
on sampling without further integration into downstream (e.g. testing) procedures [27,28]. Finally, Scenic was designed with scene 
generation as its main purpose and thus sampling from an abstract Scenic scene is reduced to performing rejection sampling on the 
distribution dfined by the program (after pruning invalid states) [22].

We are aware of only one published article on this work’s main subjective, i.e. incorporating abstract scenario sampling into 
a testing toolchain. Fremont et al. used Scenic version 2 to sample, at each point in time, a valid scene cofiguration [8]. This 
simulation state is then fed into probabilistic agents specfied in Scenic (that may constrain an underlying simulation model), which 
are executed in the simulator to generate a new state. If the new state does not adhere to user-specified (possibly temporal) constraints, 
it is rejected. Finally, all non-rejected runs are compared against a safety property specfied in a temporal logic for test evaluation. Our 
work explores an orthogonal approach leveraging the independence of TSCs from simulators. Instead of intertwining scene-by-scene 
sampling with the execution of simulation models we separate sampling from simulation. This mean, we first sample from the abstract 
scenario as a whole and subsequently evaluate the system under test (SuT) in a simulation. In contrast to the works of Fremont et al., 
our approach is able to generate stand-alone suites of concrete scenarios (without access to a hig-fidelity simulation model), which 
can be reused when testing different systems.

3. Preliminaries

Here, we provide the necessary background knowledge for our approach. The concept of scenario-based testing for automated 
driving is summarized in subsection 3.1, followed by a brief introduction to the formalism of TSCs in subsection 3.2.

3.1. Scenario-based testing of automated driving systems

In the automotive domain, any safety-critical system requires passing a systematic verfication and validation process. Testing, 
dfined as the ‘process of planning, preparing, and operating or exercising an item or element to verify that it satifies specfied 
requirements, to detect safety anomalies, to validate that requirements are suitable in the given context and to create cofidence in 
its behavior’ [29], constitutes a central element for both verfication and validation. With the increasing degree of automation, the 
responsibility during the operation is gradually shifted from the driver to the vehicle. ADSs, i.e. SAE Level ≥ 3, need to be capable of 
handling the complexity of arbitrary situations in an open, real-world environment. This implies enormous challenges for testing such 
systems. As argued by Kalra et al., a purely distance-based approach is not feasible due to the amount of miles that would be required 
to provide significant statistical evidence [30]. Scenario-based testing offers a promising alternative and has been recently pursued 
by various research projects such as VVM1 and SET Level.2 Here, the complexity of the open context is managed by decomposition 
into representative scenario classes.

Actual strategies for scenario-based testing are diverse, but in general they correlate with some overarching steps [6,31--33]. 
Fig. 1 shows a simplfied framework by Neurohr et al. [6], which highlights steps that are subject of this work. First, appropriate 

1 www.vvm-projekt.de/en.
2 www.setlevel.de/en.
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Fig. 1. Scenario-based testing worflow by Neurohr et al. [6], with steps examined in this work highlighted in yellow. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)

Table 1
Abstraction levels of scenario description based on [4,5].

Abstraction Level Characteristics

Functional • linguistic, behavior-based descrip

tion

• human readable

Abstract • declarative description based on 
ontologies

• formal, machine readable

• efficient description of relations 
(e.g. cause-effect)

Logical • imperative description

• using parameter ranges and distri

butions over a state space

• formal, machine-readable 
Concrete • imperative description

• using concrete values for each pa

rameter in the state space

• formal, machine-readable, e.g. as 
OpenDRIVE/SCENARIO

scenario classes and requirements need to be derived. Both expert/data-driven approaches can be applied to identify relevant classes 
of scenarios as part of a comprehensive risk analysis. Testing within these scenario classes is divided into three steps: the derivation 
of test cases, their execution and an evaluation. Finally, the results are embedded into the safety argumentation.

It is evident that the term scenario is central to the overall process of scenario-based testing. Prior work has therefore given a 
common definition as the ‘temporal development between several scenes in a sequence of scenes [...]’ where a scene is ‘a snapshot 
of the environment including the scenery and dynamic elements, as well as all actors’ and observers’ self-representations, and the 
relationships among those entities [...]’ [3]. Moreover, several degrees of abstractions were introduced, as shown in Table 1. A func

tional scenario is given by a linguistic description while a logical scenario is dfined in terms of parameter ranges in a given state 
space and a concrete scenario represents a single instance of a logical scenario with concrete values for each parameter [4]. Neurohr 
et al. complement these scenario categories by a fourth scenario category called abstract scenarios which is dfined as a ‘formalized, 
declarative description of a traffic scenario’ [5]. Abstract scenarios enable the representation of complex relations which cannot be 
covered by a purely parameterized description, but unlike functional scenarios this scenario category ensures machine-readability 
and enables formal arguments. Thus, abstract scenarios fill the gap between functional and logical scenarios.

Depending on the stage of the development process, there exist different requirements on scenarios: In the concept phase, the 
development of a functional safety concept requires a common understanding across various collaborators. This already necessitates 
a semi-formal notion of scenarios. For the derivation of technical requirements during system development, a representation via 
parameter ranges is needed, while for the test process additional information about different relations like physical laws is neces

sary [4]. Due to concise specfication, abstract scenarios have the advantage that they can be created early in the concept phase. 
Additionally, due to their formal semantics [34], they remain useful throughout the remainder of the development process, e.g. in 
system-level testing. Their concise representation is specifically ensured by modular compositions of multiple abstract scenarios and 
thus the scenario space can be described with comparatively low specfication effort.

The remainder of this work focuses on two of these scenario abstraction levels. We employ 1) abstract scenarios for the specfication 
of abstract test cases, cf. Definition 5, and derive from them 2) concrete scenarios as input for concrete test cases in the sense of 
Definition 1. Functional scenarios can be seen as an input for the creation of abstract scenario, as indicated by Fig. 8, but this is not 
central to this work. Logical scenarios are not used at all within TSC2CARLA.
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Fig. 2. A Traffic Sequence Chart depicting a dynamic occlusion between a bicyclist and a vehicle at a four-armed intersection. 

3.2. Introduction to traffic sequence charts

TSCs are a formal specfication language for abstract scenarios [11,10,35] and have been developed with the goal of creating a 
description language that connects the intuitiveness of depicting traffic situations graphically with well-defined, formal semantics. 
A specfication with TSCs consists of three parts:

• The world model describes the domain ontology. This includes for example the different types of traffic participants, infrastructure 
elements and road types.

• The symbol dictionary dfines the symbols that are used to denote the world model concepts in TSCs.

• The last part is the collection of TSCs itself that describes a traffic scenario with related constraints and requirements for the 
traffic objects dfined in the world model and linked via the symbol dictionary.

In this paper, we use a single form of TSCs, called scenario TSCs or existential TSCs. A scenario TSC consists of a bulletin board that 
lists the objects used in the TSC and a basic chart describing the temporal and spatial aspects of the scenario. The interested reader 
can find a formal semantics definition for the used subset of the TSC language in Appendix A.

The simplest form of a basic chart is an invariant node. The single invariant nodes are inductively assembled to basic charts by 
combining them using operators like sequence, choice and concurrency (parallel composition). The operators can be arbitrarily nested. 
Furthermore, it is possible to add timing annotations. Fig. 2 shows a TSC specifying a scenario with a dynamic occlusion that serves 
as running example within this work. The basic chart of this TSC is a parallel composition of three other basic charts, which are 
graphically separated by the two horizontal dashed lines. The first two ones are sequences of three invariant nodes each, and the 
third one is a single invariant node. The top sequence describes a crossing scenario with two cars (𝙴𝚐𝚘 and 𝙾𝚝𝚑𝚎𝚛) and a bicyclist 
(𝙲𝚢𝚌𝚕𝚒𝚜𝚝). In the first invariant node of this sequence, all vehicles are in front of the crossroad (from their perspective). In the last 
invariant node, they are all behind the crossing. The hatched rectangle in the middle denotes an empty invariant that allows 
any behavior. Because sequences in a TSC are seamless, undfined behavior must be marked explicitly. The second sequence in the 
middle describes that at some time during the scenario (from the perspective of 𝙴𝚐𝚘) an occlusion of the 𝙲𝚢𝚌𝚕𝚒𝚜𝚝 by the vehicle 
𝙾𝚝𝚑𝚎𝚛 occurs. By default, invariant nodes have a non-zero duration. The dash-dotted border of the middle node indicates that the 
depicted situation holds for a single time point. The invariant node at the bottom describes that the speed of the ego vehicle is constant 
with 12.5 m/s.
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Inside an invariant node, a traffic situation can be dfined as a so-called spatial view. Spatial relations are expressed graphically 
by placing symbols in a 2D space. The relative placement of the symbols to each other mimics the spatial relations in the traffic 
situations. Spatial views have well-defined semantics which enable their translation into mathematical formulae [11]. Definition 10

in Appendix A shows how to construct these formulae for the spatial views that appear in this work.

For example, the spatial view in the middle sequence of the running example can be translated to

𝙾𝚝𝚑𝚎𝚛.𝚖𝚒𝚗_𝚡− 𝙴𝚐𝚘.𝚖𝚊𝚡_𝚡 = 𝙾𝚝𝚑𝚎𝚛.𝚖𝚒𝚗_𝚢− 𝙴𝚐𝚘.𝚖𝚊𝚡_𝚢 > 0 ∧

𝙲𝚢𝚌𝚕𝚒𝚜𝚝.𝚖𝚒𝚗_𝚡− 𝙾𝚝𝚑𝚎𝚛.𝚖𝚊𝚡_𝚡 = 𝙲𝚢𝚌𝚕𝚒𝚜𝚝.𝚖𝚒𝚗_𝚢− 𝙾𝚝𝚑𝚎𝚛.𝚖𝚊𝚡_𝚢 > 0 

where the attributes 𝚖𝚒𝚗_𝚡,𝚖𝚊𝚡_𝚡,𝚖𝚒𝚗_𝚢,𝚖𝚊𝚡_𝚢 denote the extrema of the vehicle’s axis aligned bounding box for each vehicle 
𝙴𝚐𝚘,𝙾𝚝𝚑𝚎𝚛,𝙲𝚢𝚌𝚕𝚒𝚜𝚝.

4. Automated TSC-based test suite generation and execution

In this section, we delineate how TSCs can be used for generating and executing test suites for the verfication and validation of 
ADSs in virtual environments.

4.1. General scope

The problem can be stated as follows: An ADS -- the SuT -- is to be virtually tested in the system-level verfication and validation 
phase of a development process. For this, we assume as input a scenario catalog that can be specfied with TSCs, originated from 
prior stages of the development process [34]. Due to the large input space for the SuT, we require a large amount of test cases to 
be executed in an automated fashion. These test cases are based on a finite and manageable set of abstract scenarios resulting e.g. 
from a hazard analysis [36] or a criticality analysis [5,37]. Moreover, the virtual testing shall be done in a hig-fidelity simulation 
s.t. effects of system components, e.g. from sensors, can be considered as well.

4.2. Employed terminology

We first dfine the relevant terms for our testing approach. In what follows, we differentiate between concrete scenarios, i.e. 
simulatable inputs to the simulator (e.g. OpenSCENARIO XML files), and data traces, i.e. outputs of the simulator. A trajectory is 
a sequence of object states (e.g. position) as a function of time. It can be present in both concrete scenarios and data traces. More 
precisely, data traces consist only of trajectories, whereas concrete scenarios may additionally have maneuvers or other, more abstract 
instructions.

For our purpose, we adapt the test terminology provided by Pretschner and Leucker [38], which dfine a (concrete) test case as 
a tuple of input and expected output.

Definition 1 (Test Case). A (concrete) test case is a tuple of input and expected output. a concrete scenario with a possibly partial 
trajectory for the SuT (e.g. initial and target position). The expected output consists of a set of requirements, i.e. functions mapping 
from a data trace to {0,1}.

Note that the possibly partial trajectory gives the SuT freedom to react to its environment (and thus enables to check whether the 
SuT adheres to the requirements). This definition can also be extended to allow the same for the other agents present in the concrete 
scenario. As a simplfication, we assume that the input already contains a complete trajectory for the other agents and thus only the 
SuT behavior has to be simulated.

The main purpose of test cases is their execution, i.e. in general, the simulation of the SuT given the input of the test case.

Definition 2 (Test Execution). A test execution is the simulation of a test case input together with the SuT, which is given its partial 
trajectory as initial and time-dependent target values. The result of the executed test is a data trace.

After execution, we require a verdict: an evaluation of the execution of a single test case (e.g. pass, fail, unknown).

Definition 3 (Test Verdict). For an executed test case, a test verdict is the evaluation of the test case’s requirements on the data trace 
resulting from the test execution.

Finally, we are interested in evaluating multiple test cases, which is called a test suite.

Definition 4 (Test Suite). A test suite is a finite set of test cases.

Instead of enumerating all test cases in a test suite, it can also be more concisely depicted, in its simplest from, by some requirements 
and a single TSC, which we call an abstract test case.
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Fig. 3. Visualization of an abstract test case consisting of the Traffic Sequence Chart 𝐓 and the requirements 𝑟1(𝑑), 𝑟2(𝑑), and 𝑟3(𝑑). The Traffic Sequence Chart 𝐓
represents the (ifinite) set of concrete scenarios at four-armed intersections with a dynamic occlusion between a bicyclist and a vehicle, as introduced in subsection 3.2.

Definition 5 (Abstract Test Case). An abstract test case is a tuple consisting of an abstract scenario (the test input), i.e. a TSC, and a 
set of requirements, i.e. functions mapping from a data trace to {0,1} (the expected test output).

An abstract test case can be seen as a TSC that encompasses an (ifinite) number of concrete scenarios, which represent the 
test suite. Note that in any of the concrete scenarios represented by the TSC, the SuT trajectory is fully dfined. Therefore, an 
additional method for partialization (i.e. removing parts) of SuT trajectories can be supplied in an abstract test case. As an example, 
a partialization method could simply remove all but the initial and final state. Finally, we aim to test the SuT with a variety of TSCs, 
for which we use the term abstract test suite.

Definition 6 (Abstract Test Suite). An abstract test suite is a finite set of abstract test cases.

We now illustrate these definitions by an example and assume that our abstract test suite contains only one abstract test case. 
Recall that an abstract test case is a concise representation of a test suite, which again consists of concrete scenarios and requirements. 
We therefore require two ingredients, as shown in Fig. 3: A concise description of a set of concrete scenarios and requirements for 
the expected outcome.

For the former, we use the already introduced TSC of Fig. 2 representing a dynamic occlusion at a four-armed intersection. This 
TSC abstractly describes a set of concrete scenarios, i.e. the inputs to our simulator for test execution. Above, we highlighted that 
this TSC will lead to concrete scenarios where also the SuT trajectory is fully explicated, which leaves nothing for the simulator to 
simulate. In order to introduce degrees of freedom to the SuT trajectory, we additionally supply the simple partialization method of 
removing everything from the SuT trajectory except for the initial and final position.

The test requirements can also be specfied as TSCs (by employing a logical implication of the form ‘if situation then behavior’ in 
the TSC chart structure) or as mathematical functions over a data trace 𝑑. For simplicity, the requirements in our example are dfined 
on the basis of criticality metrics and respective threshold values:

𝑟1(𝑑) ∶= min 
𝐴∈Actors(𝑑)⧵{𝐴SuT }

min 
𝑡∈Times(𝑑)

𝑎req(𝐴SuT ,𝐴, 𝑡) ≥ −3.5 m

s2,
(1)

𝑟2(𝑑) ∶= min 
𝐴∈Actors(𝑑)⧵{𝐴SuT }

min 
𝑡∈Times(𝑑)

DPrET(𝐴SuT ,𝐴, 𝑡) ≥ 1 s2, (2)

𝑟3(𝑑) ∶= min 
𝐴∈Actors(𝑑)⧵{𝐴SuT }

min 
𝑡∈Times(𝑑)

TTC(𝐴SuT ,𝐴, 𝑡) ≥ 1 s. (3)

Here, 𝐴SuT denotes the SuT, Actors(𝑑) all actors in 𝑑 and Times(𝑑) the time points of 𝑑. As criticality metrics we rely on the Required 
Acceleration (𝑎req), the Duration-dependent Predictive Encroachment Time (DPrET), and the Time-To-Collision (TTC) dfined ac

cording to Westhofen et al. [39, Sec. 5.2] and Fehnker [16, Section 4.3.1]. Intuitively, 𝑎req measures the maximum required negative 
acceleration to reach zero velocity at a predicted collision. The criticality metric DPrET is a predictive version of the Post Encroach

ment Time which measures the time gap between two actors entering and leaving a coflict area, and scales it with a time duration, 
resulting in a s2 unit. Lastly, the widely known TTC refers to the time remaining until a predicted collision, based on some dynamic 
motion models for the actors, e.g. a constant velocity model.

4.3. Process for TSC-based test suite generation and execution

As sketched above, the main idea behind our approach is to

(1) automatically generate a test suite from a TSC-based abstract test case,

(2) execute and evaluate such a test suite for an SuT,

(3) aggregate all test verdicts.
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Fig. 4. The testing method proposed in this work. The Traffic Sequence Chart (TSC) is translated to a Satifiability Module Theories (SMT) formula from which concrete 
scenarios are generated iteratively and prepared for testing until an exit condition holds. The resulting test suite is then executed in simulation and the performance of 
the system under test (SuT) is evaluated with regard to the requirements. Finally, the test verdicts are aggregated. Corresponding subsections of section 4 are annotated 
with a gray background.

𝑆 ← ∅
𝐹𝐓 ← SMT(𝐓) 𝜏 ← Solve(𝐹𝐓) 𝑆 ← 𝑆 ∪ {(𝑝(𝜏),𝑅)}

return 𝑆

[exit]

[no exit]

Test Suite Generation

Fig. 5. Activity diagram for generating a test suite from an abstract test case. Expected inputs are a TSC 𝐓, a set of requirements 𝑅, a partialization function 𝑝, and 
an exit condition. SMT(⋅) creates an SMT formula from the given TSC (described in subsection 4.4), and Solve(⋅) returns a satifiable solution to an SMT formula 
(described in subsection 4.5). The procedure returns a test suite 𝑆 consisting of tuples of partialized trajectories and requirements.

Given a TSC-based abstract test case as input, our method outputs a test verdict (a comparison between the actual and required SuT 
behavior) for the abstract test case based on the test verdicts of the executed test cases within the generated test suite. This output 
is subsequently delivered to a test engineer. Our proposed method is shown in Fig. 4, along with the corresponding subsections that 
describe their concept. Note that an implementation of this method is presented in section 5.

4.3.1. Abstract test case specfication

We assume that a functional scenario is given for which virtual testing has to be executed. The test engineer converts it to 
an abstract scenario, representing the input as a TSC, a world model and a symbol dictionary. It is then further enriched by test 
requirements. In addition, a partialization method for the SuT trajectory can be determined (as explained in subsection 4.2). The 
combination of the TSC specfication, test requirements and partialization method constitutes the abstract test case.

4.3.2. Test suite generation

We propose the following procedure for test suite generation based on the enumeration of concrete scenarios for a TSC. For 
simplicity, we assume as input a single abstract test case, containing a set of requirements 𝑅 = {𝑟1,… , 𝑟𝑘}, a TSC 𝐓, which is a finite 
representation of a possibly ifinite set of concrete scenarios {𝜏1, 𝜏2,… }, and a partialization method 𝑝(𝜏) that returns, for a concrete 
scenario 𝜏 , the concrete scenario with a partial SuT trajectory. We assume that 𝑝 does not remove the initial position of the SuT (to 
allow for proper initialization of the SuT during simulation). Extending this to abstract test suites is straightforward by just applying 
our procedure sequentially on all abstract test cases in the suite.

Since the solution space of a TSC is possibly ifinite, we require an exit condition for the sampling process. This condition is 
also provided by the user, e.g. based on an adequate test suite quality function (as discussed in subsection 4.6) or a fixed number of 
solutions.

Our proposed procedure for generating a test suite 𝑆 is shown in the activity diagram of Fig. 5. The returned set 𝑆 = {𝑠1,… , 𝑠𝑗}
consists of 𝑗 test cases containing a partialized trajectory 𝑝(𝜏) and a set of requirements 𝑅 to evaluate later on. Details on how we 
translate a TSC to a problem to SMT (step 2) are given in subsection 4.4 and variation methods for solving the SMT problem (step 
3) can be found in subsection 4.5. These variation methods can also ensure the constraint (𝑝(𝜏),𝑅) ∉ 𝑆 . A discussion of useful exit 
conditions based on measuring test suite quality (step 5) is given in subsection 4.6.
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𝑉 ← ∅

take unseen 𝑠 ∈ 𝑆 inform SuT about 𝜏SuT of 𝑠 𝑑 ← Sim(𝑠,SuT)

𝑉 ← 𝑉 ∪ {𝑠 ↦ unknown}

𝑉 ← 𝑉 ∪ {𝑠 ↦ pass}

𝑉 ← 𝑉 ∪ {𝑠 ↦ fail}
return 𝑉

[𝑑 ⊧ 𝐓]

[𝑑 ̸⊧ 𝐓]

[∀𝑟∈ 𝑅.
𝑟(𝑑) sat.] 

[∃𝑟∈𝑅.
𝑟(𝑑) unsat.] 

[all 𝑠 ∈ 𝑆
seen] 

[𝑠 ∈ 𝑆
unseen] 

Test Suite Execution

Fig. 6. Activity diagram for executing a test suite. Expected input is a test suite 𝑆 (as generated in subsubsection 4.3.2) and output is a mapping from the test cases 
of 𝑆 to one of the verdicts unknown, pass, or fail. The function Sim(𝑠,SuT) simulates all non-SuT traffic participants according to 𝑠 as well as the SuT itself.

4.3.3. Test suite execution

We now have a test suite 𝑆 , i.e. a set of concrete scenarios where the SuT trajectory is partial. From here on, we call this partial 
trajectory 𝜏SuT . Note that the creation of a test suite is essentially independent of the given SuT, which reduces efforts during test 
definition. We will later see that when solving 𝐓, i.e. step 3 of the test suite generation, we assume only very basic properties of the 
SuT dynamics (such as restricting the acceleration to physically reasonable values). For executing a test suite when confronted with 
testing a given system, we now apply a simulator to execute the SuT and thus ‘fill in the gaps’ of 𝜏SuT . As input, we take the test suite 
𝑆 = {𝑠1,… , 𝑠𝑗}, where each element is a tuple of a concrete scenario 𝑠 and a set of requirements 𝑅. The procedure is shown in the 
activity diagram of Fig. 6. 

As the SuT has various freedoms in ‘filling the gaps’ during simulation, it may choose a trajectory that invalidates the given abstract 
test case [40]. To detect such non-instances of the abstract test case during simulation, we propose to use TSC runtime monitoring, 
which has been investigated in prior work and provides a verdict -- as early as possible -- on whether a concrete scenario satifies or 
violates a TSC [41]. In detail, during a simulation run, relevant input data is analyzed with regard to spatial properties, which then 
provide information about the set of currently satified spatial views of a TSC specfication. The temporal evolution of the satified 
spatial views up to the current point in time is then analyzed, leading to a verdict. If the monitor detects a non-instance, our testing 
framework rejects the run as inconclusive, i.e., the resulting trajectory does not provide a suitable foundation for assessing whether 
the SuT satifies requirements. The satisfaction of requirements may only be evaluated within instances of the abstract test case. If 
the monitor evaluates the trajectory as a valid instance, it can consequently be checked whether the SuT satifies its requirements.

4.3.4. Test verdict aggregation

We are now presented with a mapping from test cases to verdicts. However, we must assume to have an enormous number of 
test cases and thus require an aggregation of these verdicts. For example, we can return a simple ratio of passed test cases. More 
complexity can be added by grouping test verdicts by their features (e.g. high or low speeds), which allows further analysis by the 
test engineer (e.g. finding that most fail verdicts occur at high speeds).

4.4. Translation to satifiability problems

It remains to describe the theoretical method for deriving concrete scenarios from TSCs (our abstract scenario formalism of choice). 
The first step is a translation from a TSC 𝐓 to an SMT problem, which previously denoted by SMT(𝐓). We start with an introduction 
to the basic notation of SMT formulae.

In the following we denote by 𝓁 = 𝓁(𝒄,𝒙) linear constraints of the form 𝒄𝑇
𝒙 ∼ 𝑑 where, 𝒄 ∈ ℝ𝑘 and 𝑑 are real constants, 𝒙 =

(𝑥1,… , 𝑥𝑘) is a vector of real variables, ∼ ∈ {<,≤,=}, and 𝑘 ∈ℕ.

Definition 7 (Models of SMT Formulae). A model  of 𝐹 , denoted by  ⊧ 𝐹 , assigns a value to all free variables of 𝐹 such that 𝐹 is 
satified under this assignment. In particular, (𝒙) = ((𝑥1),… ,(𝑥𝑘))𝑇 ∈ℝ𝑘 refers to assigned value for a vector 𝒙 = (𝑥1,… , 𝑥𝑘)𝑇
of real variables while (𝑏) ∈ {0,1} is the assigned value for a Boolean variable 𝑏. Likewise, given some atom (or Boolean combination 
of atoms) 𝑎 of 𝐹 , we write  ⊧ 𝑎 if 𝑎 is satified under the assignment of , and  ̸⊧ 𝑎 otherwise.

TSCs specify constraints on traffic participants and scenes based on an abstract description of scenario phases to cover a wide set 
of possible situations. Since TSCs are semantically dfined via first order logic, a (significant) subset can be encoded as SMT formulae 
with the object states encoded as free variables. Then, an SMT solver generates a model, also called instance, (if possible) and its 
assignments of values to free variables can be used to derive a concrete scenario. Prior work of the authors already describes this 
approach for obtaining a concrete scenario via SMT [13,42]. Thus, we only shortly re-iterate the essential steps of

1. encoding spatial views and vehicle dynamics as linear constraints,

2. translating temporal constraints into time slices,
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3. unrolling both into a bounded model checking problem and

4. using Bézier interpolation to generate smooth trajectories within time slices.

First, the spatial views in any invariant node are translated into a corresponding linear constraint. These include variables for 
position, velocity, acceleration and size of cars, pedestrians as well as roads and lanes. For our running example of Fig. 2, an excerpt3

of the formula extracted from the first invariant is

𝚅𝚎𝚑𝚒𝚌𝚕𝚎𝙰.𝚢+ 𝚅𝚎𝚑𝚒𝚌𝚕𝚎𝙰.𝚋𝚋_𝚢_𝚖𝚒𝚗 > 𝚆𝙴𝙴𝙻𝚊𝚗𝚎.𝚢− 0.5 ⋅ 𝚆𝙴𝙴𝙻𝚊𝚗𝚎.𝚠𝚒𝚍𝚝𝚑 (4)

encoding that VehicleA’s southernmost point must be above the southernmost of the lane WEELane, which is the lane on the western 
side of the junction with a driving direction to the east.

Secondly, the temporal constraints of the chart structure are encoded in the SMT formula using a bounded model checking 
approach that slices the time domain into equally sized intervals (steps). In our experiments, we use a step size of 1 s. In essence, this 
means defining valid cofigurations for step 𝑖+1 based on the information present at some step 𝑖. For example, we assert that, in any 
step 𝑖, each invariant of the upmost sequence (called 𝐴) must have been completed before the start of the next invariant (called 𝐵):

started𝑖+1
𝐵

⟹ (complete𝑖+1
𝐴

∨ started𝑖
𝐵
)

started𝑖
𝐵

⟹ started𝑖+1
𝐵

Here, started𝑖
𝐵

denotes that 𝐵 has been started and complete𝑖
𝐴

indicates the possibility to leave 𝐴. Because we assert only an implication, 
not an equivalence, the start point for 𝐵 can be freely chosen among all steps where complete𝑖

𝐴
is true; in fact, there is no obligation 

to start 𝐵 at all. However, the second implication ensures that 𝐵 is started at most once, which is important for correct parallel 
composition of charts. Moreover, the temporal constraints must be connected to their encoded invariants. An invariant node can be 
left if, and only if, its invariant (denoted by inv𝑖

𝑋
for invariant node 𝑋) is satified since its start. For this, we introduce the variable 

ok𝑖
𝑋

tracking the satisfaction state of 𝑋 ’s invariant constraints. In our example, this leads to

ok𝑖+1
𝐴

⟺ (started𝑖
𝐴

⟹ ok𝑖
𝐴
∧ inv𝑖

𝐴
)

complete𝑖+1
𝐴

⟺ started𝑖
𝐴
∧ ok𝑖+1

𝐴

for specifying that 𝐴 is ok (i.e., not violated) in the next step if and only if it has not been started or its invariant (e.g. VehicleA’s 
position relative to the lower western lane) has constantly been satified since then.

Finally, the formula is unrolled up to a user-supplied depth 𝑛 (i.e. iterating over 𝑖 ∈ {0,… , 𝑛 − 1}) and the problem is handed 
to the SMT solver. For 𝑖 = 0, further constraints are added that dfine valid initial assignments for the variables: Because invariant 
nodes need to be fufilled for at least one step, we add ¬complete0

𝐴
for every invariant; also, started0

𝐵
⟹ complete0

𝐴
is added for 

every sequence.4 The full set of constraints can be found in subsection Appendix B.1. Note that by fixing 𝑛, all sampled scenarios 
will have exactly the same length. As to generate models for varying durations, we can simply unroll for different values of 𝑛, e.g. 
𝑛 ∈ {10,15,20,25}. The underlying assumption is that scenarios useful in testing are neither exceedingly short nor long and that the 
duration can be drawn from a small, manageable set of durations.

The final task is to produce fine-grained trajectories, as the duration of each time slice is rather long (e.g. one second). For this, 
the SMT formula encodes the position of dynamic objects as control points of Bézier splines. These points are then used to safely 
generate smooth trajectories within each time slice, which are piecewise connected for the overall trajectories of the dynamic objects. 
More precisely, using Bézier splines of degree 𝑚, the position of an actor at time 𝑡 in the scenario is given by the Bézier interpolation

𝐩(𝑡) =
𝑚 ∑

𝑘=0
𝐩𝑖

𝑘
𝑛

𝑘

(
𝑡− 𝑡𝑖−1
𝑡𝑖 − 𝑡𝑖−1

)

with Bernstein basis 𝑛
𝑘
(𝑠) =

(𝑛 
𝑘

)
𝑠𝑛−𝑘(1−𝑠)𝑘. Here, [𝑡𝑖−1, 𝑡𝑖] ∋ 𝑡 is the current time slice and 𝐩𝑖

𝑘
the control points for the corresponding 

spline segment. Hereby, the convex hull property5 of Bézier splines ensures that the invariant nodes are satified at any point in time 
[42] (which allows large step sizes ≥ 1 s without loss of precision). Additional constraints incorporated in step 2 into the SMT 
formula ensure that the trajectories are physically possible by maintaining curvature and acceleration limits of the vehicles. The 
detailed construction is presented by Becker [42]. In particular, continuous speed is guaranteed, and the followed path (i.e., arc

length parametrization of the trajectory) is at least continuous differentiable. For the experiments in this work, quadratic Bézier 
splines (𝑚 = 2) are used. They guarantee the aforementioned properties, but may result in abrupt acceleration and steering. Using 
splines of an higher degree (e.g., 𝑚 = 3 or 𝑚 = 4) allows to make acceleration and steering continuous, but on the other hand increases 
the size of the SMT problems to be solved.

3 The complete formula is a conjunction of 72 linear constraints.
4 In conjunction with ¬complete0

𝐴
, the latter may obviously be simplfied to ¬started0

𝐵
for every invariant 𝐵 that does not start a sequence. In order to keep the 

translation procedure simple, such cheap simplfications are left to the SMT solver.
5 A Bézier curve is always contained in the convex polygon spanned by its control points.
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4.5. Variation methods for test suite generation

The process described in subsubsection 4.3.2 used the method Solve(𝐹 ) to generate concrete scenarios from an SMT formula 𝐹
that can be transformed to the standardized formats for further execution and simulation. We now describe Solve(𝐹 ). In order to 
generate a diverse test suite, we require multiple different concrete scenarios sampled from the same TSC. In case of testing, we also 
have to generate them with a high variety (as to increase coverage of the executed tests). In this section, we describe three different 
variation methods for SMT solving that can find diverse models for the SMT problem as introduced in subsection 4.4, namely Solver 
Seed Variation (SSV), Recursive Blocking (RB) and Recursive Blocking of Invariants (RBI).

4.5.1. Solver seed variation (SSV)

To find a model  for a formula 𝐹 we can use any SMT solver, for example, Z3 [43]. Many SMT solvers offer the possibility to 
set seeds, which effectively ifluences nondeterministic choices in the solver and may create different scenario models. This simple 
variation method has been already proposed and compared to other methods by Kalwa [44]. Note that variation of Z3’s solver seed 
is not expected to produce a lot (if any) variety among the solutions. Therefore, this method will serve as baseline to compare the 
other methods with.

4.5.2. Variation by recursive blocking (RB)

Although SSV may create different solutions, it is likely that most solutions are identical, as the solver seed ifluences only a 
small part of the solving process. In order to facilitate diverse solutions systematically, we ensure previous solutions to be blocked by 
adapting the SMT formula.

Definition 8. Let  be a model of 𝐹 . A blocking clause for  is any formula ¬𝐺 with  ⊧ 𝐺. Hence, any model ′ of 𝐹 ∧ ¬𝐺 is 
a model of 𝐹 that is not a model of 𝐺 and different to . We say that 𝐹 is blocked by ¬𝐺. A blocking method is any systematics to 
obtain a blocking clause ¬𝐺 from a model .

In case that a blocking clause method is used to create 𝑛 models, new terms are introduced to the overall formula to solve. If 𝑛
models for a formula 𝐹 with 𝑚 variables shall be found via a blocking clause method, the blocking of each model uses 𝑚 formulae to 
restrict all 𝑚 variables. This results in a total of 𝑛 ⋅𝑚 additional atoms, vastly increasing the complexity of solving the formula with 
each model found.

To avoid the creation of new atoms, we introduce the atom blocking method:

Definition 9 (Atom Blocking). Based on the observation that 𝐹 (𝐿,𝐵) may change its truth value only if at least one of its atoms 
changes its truth value, the atom blocking clause ¬𝐺 for  ⊧ 𝐹 is dfined as

𝐺 ∶=
⋀

𝑎∈𝐿∪𝐵

𝑎 with 𝑎 ∶=
{

𝑎 if  ⊧ 𝑎 ,

¬𝑎 if  ̸⊧ 𝑎.

Note that 𝐹 and ¬𝐺 are formulas over the same set of atoms. So the complexity is of finding a model of the blocked formula 
𝐹 ∧ ¬𝐺 is (mostly) shifted to the Boolean fragment of the theory.

Instead on defining a completely new region to block, the atom blocking method uses the existing set of atoms. More precisely, to 
block a model  it searches for the truth value of all atoms to describe the region where  is in. Atom blocking has the advantage 
that blocking of a complete region described by atoms ensures that a new solution has to differ in at least one atom. In case of TSCs, 
the atoms are linear constraints built on variables of traffic objects, like a restriction on vehicle’s distance or relative positions, or 
they are boolean variables with a strong dependency to traffic object’s variables. Hence, if two models differ in at least one atom, 
the solver is forced to find a solution that differs in a linear constraint. The basic idea is that blocking atoms leads to increases the 
variation among generated scenario instances.

Furthermore, by continuously blocking new regions of the formula 𝐹 , we can, in theory, obtain a complete coverage by iterating 
until the entire solution set is blocked. The Z3 solver provides two methods that continuously introduce new blocking regions: 
iterative blocking (Algorithm 1) and recursive blocking (Algorithm 2) [43]. Each method returns a list of pairs (𝑖,𝐺𝑖), 𝑖 = 1,… ,𝑁 , 
with 𝑖 ⊧ 𝐹 , 𝑖 ⊧ 𝐺𝑖 and all 𝐺𝑖 pairwise disjoint. Here, 𝑁 is the number of blocking clauses found by the method, which is naturally 
bounded by 𝑁 ≤ 2|𝐿∪𝐵|, the number of different blocking clauses that can be constructed from the atoms 𝐿∪𝐵 in 𝐹 . The disjunction 
of all 𝐺𝑖 is a complete cover of 𝐹 , i.e. 𝐹 ⟹

⋁
𝑖=1,…𝑁 𝐺𝑖.

The differences between both methods are as follows: Similar to the 𝜀-blocking, the iterative blocking in Algorithm 1 increases the 
formula size monotonically, while in Algorithm 2 the formula size of 𝐹 is bounded, as at most 𝑘 literals for the initial terms 𝑎1,… , 𝑎𝑘

are added. Furthermore, Algorithm 1 can be used with any blocking method, Algorithm 2 is tailored towards constraints and atoms. 
This means that the blocking takes place in the subspace of the initial terms. The method yields a partition of 𝐹 , i.e. 𝐹 ↔

⋁
𝑖=1,…𝑁 𝐺𝑖

with pairwise disjoint 𝐺𝑖 in this subspace.

The blocking methods are based on the principle of changing the truth value of atoms to get new models and respective blocking 
regions. In theory, the atom blocking methods could block more and more regions until the overall solution space of a formula is 
discovered and all regions are found. For the generation of a test suite, it is advantageous to explore all possible regions. Then, test 
scenarios can be selected with a sufficiently large distribution and variation, for example by selecting scenarios equally distributed 
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Algorithm 1 Iterative Atom Blocking.

procedure BlockIterative(𝐹 )

while 𝐹 is satifiable do

← model of 𝐹
¬𝐺 ← blocking clause for 
yield (,𝐺)
𝐹 ← 𝐹 ∧ ¬𝐺

end while

end procedure

Algorithm 2 Recursive Atom Blocking.

procedure BlockRecursive(𝐹 ,{𝑎1,… , 𝑎𝑘}) ⊳ {𝑎1,… , 𝑎𝑘} is a set of atoms

if 𝐹 is satifiable then

← model of 𝐹
for 𝑖← 1…𝑘 do

¬𝐺𝑖 ← ¬𝑎
𝑖

∧
⋀

𝑗=1,…,𝑖−1
𝑎

𝑗
⊳ blocking clause for 

yield from BlockRecursive(𝐹 ∧ ¬𝐺𝑖,{𝑎𝑖+1,… , 𝑎𝑘})
end for

yield (,
⋀

𝑖=1,…,𝑘

𝑎
𝑖
) ⊳

⋀
𝑖=1,…,𝑘

𝑎
𝑖

= ¬
( ⋁

𝑖=1,…,𝑘

¬𝐺𝑖

)
end if

end procedure

from all regions. However, the experimental results presented in subsection 6.1 indicate that this is practically infeasible (due to the 
large size of the solution space) and it is not advisable to discover the entire solution space for achieving a high variation. We have 
to deal with a nearly uninformed exploration of the solution space and try to create as much variation between the identfied models 
as possible. Therefore, we focus on (a) methods to guide the search to a high variation, e.g. recursive blocking of invariants (RBI) 
(presented in subsubsection 4.5.3), and (b) measuring the already achieved variation (presented in subsection 4.6).

4.5.3. Variation by recursive blocking of invariants

The SMT formulae from subsection 4.4 include Boolean variables modeling the temporal satisfaction of each of the TSCs invariant 
nodes. More precisely, we introduced the variable inv𝑖

𝐴
for each invariant 𝐴 and time step 𝑖, where inv𝑖

𝐴
is true if and only if the 

invariant 𝐴 is valid at time step 𝑖.
When using RB, it can be advantageous to search for blocking regions within a (small) subset of all atoms. This is realized by the 

method Recursive Blocking of Invariants (RBI) that uses the Boolean variables inv𝑖
𝐴

as initial terms 𝑎1,… , 𝑎𝑘. The idea is that blocking 
those variables will force the solver to perform a time-shift of the invariants’ satisfaction. As many ifluential variables in traffic 
scenarios are time dependent, e.g. positions and velocities, this shift is hypothesized to result in vastly different scenarios. As an 
example, consider the invariant node in the middle of Fig. 2, specifying an occlusion scene. If this node is valid at different time steps, 
the bicyclist’s occlusion will happen at different times in the scenario as well.

4.6. Measuring test suite quality

As we now have several methods to generate concrete scenarios, i.e. to generate instances (or models) from a TSC-derived SMT 
formula, it remains to assess the quality of such sets. This enables 1) a comparison of such variation methods and 2) the formulation 
of exit conditions for the sampling process at an appropriate point in time. Naturally, we neither want too few concrete scenarios that 
do not generalize well to the abstract test suite, nor do we want to generate too many unnecessary samples that do not add value, 
but increase costs in testing.

For this, we first introduce a formal measure of distance between two concrete scenarios in subsubsection 4.6.1. In order to 
properly generalize this notion of distance to test suites containing 2 ≤ 𝑛 ∈ ℕ, we elicit desirable properties in subsubsection 4.6.2. 
In subsubsection 4.6.3, we present a suitable candidate for aggregating such distances based on an distance-based estimate of the 
differential entropy. Ideas on quality functions as exit conditions are sketched in subsubsection 4.6.4.

4.6.1. Measures for scenario distances

In its most basic form, scenario distance measures rely on actor positions over time (however, there are certainly other elements to 
focus on in a scenario), which corresponds to restricting the scenario distance to layer 4 of the 6-layer model [45]. Such approaches to 
measure distance and similarity between concrete scenarios have been studied in-depth by Braun et al. [46]. Among others, Dynamic 
Time Warping (DTW) is presented as one candidate when given trajectory data (as it is the case in this work).

DTW has been proposed in the 1970 s [47] and takes as input two time series, i.e. positions of two actors. Essentially, DTW 
measures the pairwise Euclidean distance between all points of the given two time series. It then uses a greedy algorithm to find a 
matching with minimal distance between the points of the two time series. The sum of the distances in this matching is the DTW 
result. For multidimensional time series the DTW can be estimated either in a dependent or independent way [48]. As the relative 
positions of the different actors is typically relevant for the comparison of two concrete scenarios, we further apply the dependent 
version of the DTW.
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In the following, we assume that in the scenario belonging to the abstract test case there exist actors 𝐴1 ,… ,𝐴𝑞 with 𝑞 ≥ 1 and 
trajectories tr1,… , tr𝑞 where tr𝑑,𝑡

𝑘
is 𝐴𝑘’s position in the 𝑑-th dimension at time 𝑡. Formally, DTW of two models of an abstract scenario 

with two-dimensional trajectories and 𝑑 and 𝑒 time steps can then be dfined as

DTW(,̃) = min 
𝜋∈𝑀(,̃)

√√√√ ∑
(𝑖,𝑗)∈𝜋

𝑞∑
𝑘=1

(𝑡𝑟1,𝑖
𝑘

− 𝑡𝑟
1,𝑗
𝑘
)2 + (𝑡𝑟2,𝑖

𝑘
− 𝑡𝑟

2,𝑗
𝑘
)2,

where 𝑀(,̃) is the set of all possible sequential matchings between the time steps of the models  and ̃, i.e. 𝑀(,̃) ={(
(1,1), (𝑟2, 𝑠2),… , (𝑟𝑚−1, 𝑠𝑛−1), (𝑑, 𝑒)

)
∣ 𝑟𝑖 ∈ {1,… , 𝑑} and 𝑠𝑗 ∈ {1,… , 𝑒} and 𝑟𝑖−1 ≤ 𝑟𝑖 ≤ 𝑟𝑖−1 + 1 and 𝑠𝑗−1 ≤ 𝑠𝑗 ≤ 𝑠𝑗−1 + 1 for all 𝑖 ∈

{1,… ,𝑚}, 𝑗 ∈ {1,… , 𝑛}
}

[49]. Note that the matchings in 𝑀 do not need to be of equal length.

DTW has several features making it particularly applicable to the task at hand:

1. It considers temporal information s.t. patterns occurring in both models at different times can be identfied as similar,

2. It does not require both models to have an equal number of time steps.

3. It is bounded from below by zero. Further, an upper bound is given by the Euclidean distance. Since every instance of an abstract 
scenario is of finite length, there are bounds for the trajectories of the different actors that hold for every concrete instance of 
an abstract scenario. Consequently, an upper bound exists for DTW(,̃) that holds for all instances ,̃ of an abstract 
scenario.

4. Its output is readily interpretable by a test engineer as it is based on a matching of Euclidean distances.

However, the incorporation of temporal aspects is limited; in fact, DTW tries to stretch or shorten time within the trajectories to find 
the smallest sum of pairwise Euclidean distances. In some special cases, this leads to DTW not discerning two different models (e.g. if 
the trajectories are shifted in time and padded appropriately with the same points at start and end).

There exist several other suitable distances measures [46], such as the Fréchet distance. Since our experiments indicated compa

rable behavior to DTW, we chose to focus solely on DTW in what follows. For the Fréchet distance, such behavior is expected as it 
‘can be seen as a version of DTW that takes the maximum distance between aligned points along the path’ [50].

4.6.2. Desirable properties of distance-based quality functions

We have now established a formal notion of distance between two concrete scenarios in a test suite. Recall that we are generally 
interested in not only determining the distance of two concrete scenarios but measuring the quality of a set thereof. In our case, 
quality is understood as a proxy for predicted efficiency during downstream testing. Intuitively, a test suite is efficient if the test 
cases are diverse in the sense that from each test case new information can be gained in testing. A quality function shall characterize 
different properties of the overall test suite and combine them into a scalar value, i.e. we are looking for a map 𝑄 ∶ 𝑆 →ℝ with certain 
desirable properties. This enables the comparison of test suites and, therefore, also the comparison of different variation methods. 
Before we discuss a potential candidate for 𝑄, we dfine a set of properties, which we hold valuable to characterize the test suite 
quality.

#1 Avoid redundancy: Adding an instance to the test suite that is equal to an already sampled instance leads to a decrease in 
quality.

#2 Existence of quality decreasing neighborhoods: There exist neighborhoods around the instances in a test suite, so that adding 
an instance that is inside of such a neighborhood leads to a decrease in quality. This property extends the Avoid redundancy

property.

#3 High distances increase quality: If there exists an instance whose minimal distance to the instances in the test suite is higher 
than the maximal distance between those instances, adding this instance leads to an increase in quality.

#4 Preference of higher distance instances: Adding an instance to the test suite that is further away to all already sampled 
instances than another possible instance leads to a stronger increase in quality.

#5 Preference of less sampled regions: Having clusters of instances in the test suite, adding an instance to the test suite that is 
equally far away to a cluster than another possible instance to a denser cluster leads to a higher quality.

#6 Boundedness: There exist lower and upper bounds for the test suite quality, enabling a better estimation of the actual test suite 
quality.

#7 Invariance under permutation: The order in which instances were added to the test suite has no ifluence on the quality.

We refrain from a formal notion of these properties here, and leave this aspect open for future work.

4.6.3. Distance-based quality of test suites

The quality of a test suite should correlate with its efficiency in terms of information gain during testing. In the context of 
information theory, entropy has been established as tool for evaluating the diversity of information. Therefore, to evaluate the quality 
of a test suite containing instances 1,… ,𝑛 we propose a function 𝑄 that leverages a distance-based estimate of the differential 
entropy [51]. Notably, our proposed notion is slightly modfied to allow for the evaluation of redundant instances:
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Fig. 7. Visualization of the behavior of the quality function 𝑄 in a two-dimensional Euclidean space. The upper plots illustrate how adding a new point would change 
the quality function. The lower plots depict the evolution of the quality function for a sequential addition of points from upper plot.

𝑄(1,… ,𝑛) =
1
𝑛 

𝑛 ∑
𝑖=1 

ln(1 + 𝑛 ⋅ min 
𝑗=1,…,𝑛

𝑗≠𝑖

DTW(𝑖,𝑗 )) (5)

The function fufills several of the properties introduced in subsubsection 4.6.2:

#1 Avoid redundancy: Based on heuristic experiments in the two-dimensional Euclidean space we conclude that adding a redundant 
instance to a test suite is penalized by a decrease in quality, cf. Fig. 7.

#2 Existence of quality decreasing neighborhoods: This property is a extension of the Avoid redundancy property. Similar to #1, 
our heuristics experiments indicate its fufillment for the 𝑄 of equation (5).

#3 High distances increase quality: Adding an instance to the test suite, whose distance to each of the already sampled instances 
is higher than the maximal distance between those instances, does not affect the minimal distances of the initial test cases. Based 
on this it can be easily proven that this property holds.

#4 Preference of higher distance instances: As the logarithm is a strictly increasing function, this property is fufilled.

#5 Preference of less sampled regions: This property is not fufilled. A counterexample is illustrated on the upper right side of 
Fig. 7.

#6 Boundedness: Let 𝑑𝑚𝑎𝑥 describe the upper bound of the DTW in a given abstract test case, cf. subsubsection 4.6.1. Then, 𝑄 is 
bounded by

0 ≤ 𝑄(1,… ,𝑛) ≤ ln(1 + 𝑛 ⋅ 𝑑𝑚𝑎𝑥) .

#7 Invariance under permutation: The invariance under permutation is given by construction of 𝑄.

We remark, that formal proofs for these properties as well as an extensive evaluation of other quality functions are left for future 
work.

4.6.4. Quality functions as exit conditions

Based on our quality function 𝑄, we can now dfine our final component, namely an exit condition for the sampling process. 
Note that 𝑄 →∞ for 𝑛 →∞. For fixed 𝑛, however, 𝑄 is bounded from above, as 𝑑max is finite because the distances between actors 
are naturally bounded by the distance they can travel within the scenario. Moreover, 𝑑max can be computed from the input TSC, 
e.g. using the Euclidean distance. Therefore, an exit condition of the form

𝑄(1,… ,𝑛)
ln(1 + 𝑛 ⋅ 𝑑𝑚𝑎𝑥) 

> 𝛼 with 𝛼 ∈ (0,1) , (6)
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Fig. 8. Components and data flow within the TSC2CARLA toolchain. 

which is evaluated for every 𝑛 ≥ 2, is feasible. As the upper bound for 𝑄 is not particularly sharp, experimental results indicate 
that values of 𝛼 = 0.5 already point to high quality test suites. However, this may lead to extremely small test suites, e.g. when the 
distances of the first few samples are large enough to fufill such a criterion. Obviously, having only a couple of scenarios in a test 
suite can be undesirable. Thus, we propose to combine the condition of equation (6) with a fixed minimum number 𝑛min of test cases 
to generate. This means that equation (6) is only evaluated ince 𝑛 ≥ 𝑛min. This minimum number can be chosen based on the test 
modalities later on. For example, in case of SIL-simulations, this may be 107 , whereas for proving grounds, a realistic minimum may 
be 102.

4.7. A note on performance

We conclude the theoretical underpinnings of TSC2CARLA with a discussion of its performance. Note that we have two computa

tionally expensive parts in our method: Firstly, the SMT solving and secondly, the computation of the quality metric.

In general, the overall complexity is dominated by the computational properties of the employed SMT theory. In our case of linear 
real arithmetic, the often employed simplex algorithm runs in exponential worst-case time [52]. Note that the size of the initial SMT 
formula is linear in the number of basic charts 𝑝 in the TSC, the number of actors 𝑞 in the scenario, and the unrolling depth 𝑡. More 
precisely, it is in (𝑡 ⋅ 𝑝 ⋅ 𝑞). For recursive blocking, the size of the SMT formula increases by the size of the blocking clause. In the 
blocking clause, each atom can occur at most once, so it never grows larger than the initial SMT formula.

Despite the exponential worst-case complexity, optimizations made SMT solving tractable in practice. It is thus of interest to also 
examine the computational complexity of computing the exit condition, which is repeated for each scenario. Assuming we have 𝑞
actors in a given TSC and 𝑡 time steps in the SMT solutions, the worst case complexity of adding the (𝑛+1)-th scenario is (𝑛 ⋅ 𝑞 ⋅ 𝑡2), 
for computing the distances to the 𝑛 former scenarios [49], i.e. evaluating 𝑛 times the multi-dimensional, dependent DTW for two 
matrices of size 2 ⋅ 𝑞 ⋅ 𝑡.

Overall, for the generation of 𝑛 scenarios, computing 𝑄 according to equation (5) adds a worst case complexity of (𝑛2 ⋅ 𝑞 ⋅ 𝑡2).

5. TSC2CARLA: toolchain architecture

To instantiate the previously introduced theoretical framework, we now present the TSC2CARLA toolchain architecture and its 
prototypical implementation. The toolchain architecture is summarized by Fig. 8, concretizing the abstract artifacts of the underlying 
framework as presented in Fig. 4. We have three major components: First, the specfication of abstract test cases is supported by 
the TSC-editor. Second, the TSC2OpenX component realizes the test suite generation. Third, for execution, we rely on a suitable 
simulation tool such as the CARLA Scenario Runner. The technical implementation of the different components of the TSC2CARLA
toolchain is described below. 
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Fig. 9. Screenshot of an invariant node in the TSC-editor. 

5.1. Toolchain user interface

At the current stage, the toolchain is accessible by a rather rudimental user interface consisting of two cofiguration files stored in 
YAML format that are passed as command line arguments to the toolchain execution script. The usability improvement is mainly due 
to the fact that information relevant for multiple tools is stored in a central cofiguration file and distributed to each subcomponent 
upon execution of the toolchain. Further, the toolchain orchestrates the execution of the individual tools while ensuring their inter

changeability and the consistent usage of cofiguration parameters. For the future, an improved support for external development and 
verfication tools is planned, however, for the current state of a prototypical implementation these aspects have not been prioritized. 
Since the toolchain is in its early development stages a graphical user interface is not yet available, but planned for the future.

5.2. TSC-editor for the specfication of abstract scenarios

The TSC-editor provides a model-centric workbench for the formal specfication of TSCs. It has been designed with the spirit of 
TSCs in mind: Assisting users in writing down well-defined scenarios while not being bound to a pre-defined domain ontology. In the 
first place, the TSC-editor provides, as its name suggests, a graphical editor for TSCs, as shown in Fig. 9. Before creating a TSC, the 
user has to dfine a world model and a symbol dictionary. For this task, the workbench also provides editing tools. Here, the user 
dfines object and symbol types, including the attributes and anchors to be referred to from the TSCs. The user-defined symbols are 
then added to the tool palettes of the TSC-editor. This ensures that the graphical syntax of TSCs is always correct and the semantics 
well-defined w.r.t. a symbol dictionary and a world model. Furthermore, the workbench provides analysis techniques like syntax 
checking of textual annotations in the TSC as well as a consistency analysis that helps to find specfication errors. This architecture 
is visualized in Fig. 10.

The TSC-editor stores TSCs, world models and symbol dictionaries in an XML format. The editor has been implemented with 
eclipse technology such as EMF and GEF, which enabled rapid prototyping of the workbench as well as straightforward provision of 
a model-based API as a basis for the supporting tooling. This API is also used by the trajectory generation.

5.3. TSC2OpenX

The TSC2OpenX tool is an integral component of the TSC2CARLA toolchain and is responsible for the generation of the test suite. 
As can be seen from Fig. 8, TSC2OpenX consists of the three submodules TSC2SMT, SMT2Instance and Instance2OpenX. Based 
on a TSC specfied with the TSC-editor, an SMT formula describing the constraint system is generated, then solved with the SMT solver 
Z3 [53] and the solution is mapped to a combination of an OpenDRIVE and an OpenSCENARIO file [13,44]. Initially, TSC2OpenX has 
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Fig. 10. Architecture of the TSC-editor. 

Fig. 11. Detailed view on the communication of ScenarioRunner and CARLA. 

been developed for and evaluated on highway scenarios. In this work, our running example features an urban intersection scenario, 
cf. Fig. 2, thereby extending the toolchain to urban traffic scenarios.

5.3.1. TSC2SMT

The TSC2SMT component realizes the translation of a TSC into a satifiability problem as introduced in subsection 4.4. Therefore, 
the component takes a TSC specfication as input and gives a formula in the SMTlib format as output. The user has to either provide a 
cofiguration with a fixed number of time steps for SMT generation and a fixed time increment 𝛥𝑡, or set an upper and lower bound 
for the number of steps (then, the tool finds the minimum depth that has a solution). The component then generates an SMT formula 
according to the bounded model checking problem introduced in subsection 4.4. In a first step, a formula with the minimal number 
of time steps and step size 𝛥𝑡 is created. Then the component incrementally adds a new time steps until a solution is found.

5.3.2. SMT2Instance

The SMT2Instance component implements the variation methods described in subsection 4.5. As input, the component can be 
cofigured with the number of models to search for as well as one of the searching methods SSV, RB and RBI. As output, the component 
produces a list of JSON files for each model instance that has been found. A model is an assignment of values to the variables in the 
SMT problem. In our case, there are static variables like the position and size of roads and lanes as well as dynamic variables like the 
evolution of invariant satisfaction or vehicles’ position over time. The static variables are assigned directly, the dynamic variables are 
assigned as list with the values for each time step. Furthermore, SMT2Instance implements the pairwise scenario distances based 
on DTW as introduced in subsection 4.6.

5.3.3. Instance2OpenX

The component Instance2OpenX generates OpenSCENARIO and OpenDRIVE files (referred to as ‘OpenX’) based on the trajec

tories obtained from the previous SMT2Instance component. Furthermore, it takes the environment related variables, like road 
length and lane width, to create an OpenDRIVE file. For the generation, Instance2OpenX uses a cofiguration to map the traffic 
objects in the TSCs to corresponding types in the OpenX files.

5.4. ScenarioRunner and CARLA

We rely on the CARLA ScenarioRunner6 to run the OpenX files of the generated test suite in CARLA. There are multiple ways 
to specify a scenario in the OpenSCENARIO format and one of them employs the specfication of trajectories using FollowTrajecto

ryActions, i.e. specifying points that shall be reached over time. Since the solutions of the SMT problem are encoded as trajectories 

6 https://github.com/carla-simulator/scenario_runner.
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and not as a sequence of maneuvers, these FollowTrajectoryActions were chosen for the encoding of trajectories in OpenSCENARIO. 
However, there are even several ways to specify these trajectories, for example expressing how each points shall be reached from 
the one before, e.g. using polylines or non-uniform rational B-splines. The CARLA ScenarioRunner for CARLA 0.9.13 did not support 
either of them, but using the help of a public pull request we were able to get the polyline variant running, which is sufficient due 
to the usage of small time step sizes and the splines that were used to generate the trajectories in the first place. Further, spawning 
a construction site in the simulation for one of the evaluation scenarios was not straightforward and we had to rely on a slight mod

ification of the ScenarioRunner to achieve this. In the instantiation phase of the simulation, the model corresponding to the SuT is 
inserted as controller for the ego vehicle. Before starting the simulation, the ego trajectory in the OpenSCENARIO file is modfied 
such that just the starting point remains. Additionally, the last point of the ego trajectory is injected into the controller as its target 
location.

The general data flow of the connection of ScenarioRunner and CARLA is depicted in Fig. 11. The scenario execution consists 
of iterative executions of the CARLA ScenarioRunner that converts instructions as dfined in the OpenSCENARIO XML file into 
commands that may be transmitted to the CARLA server using the PythonAPI. Thereby, it also parses the controller section of 
the OpenSCENARIO file and employs specfied controller definitions into the scenario execution. Even though OpenSCENARIO is 
considered a standard, the specfication of controllers is left to the simulator itself. In the case of CARLA, this is realized with the 
possibility to reference Python files defining a run_step() method that is called in every simulation step. Two different controller 
implementations are utilized in the TSC2CARLA toolchain: an SuT controller employs the response of an implemented ADS model, 
which will be introduced in subsection 6.2. All other vehicles follow their predfined trajectories described in the OpenSCENARIO 
XML file. ScenarioRunner already provides this controller functionality with its NpcVehicleControl. As for the underlying static 
road network, the OpenDRIVE file is read by ScenarioRunner and sent to the CARLA server before the scenario is then executed. Once 
all available scenarios are simulated and the log files are written to the data storage, the requirement evaluation is started.

5.5. Requirement evaluation

During the execution of the CARLA simulation, data is collected for the subsequent evaluation of the SuT performance. For this, 
the user has to specify a set of requirements in form of criticality metrics with corresponding target values [39]. A test case counts as 
passed if there is no metric violating its target value and failed otherwise. The current implementation is based on the MetricsLog
of ScenarioRunner (for logging and data storage) and implements custom criticality metrics on top. Currently, we support:

• Time To Collision

• Required Longitudinal Acceleration

• Brake Threat Number

• Post Encroachment Time

• (Scaled and Duration-dependent) Predictive Encroachment Time

• Predictive Coflict Index (with Duration-dependent Predictive Encroachment Time)

Except for the Post Encroachment Time, all metrics are based on a constant-velocity, constant-heading prediction model that uses a 
two-dimensional bounding box representation for the actors.

Once the sampling and simulation process is finished, the given metrics are evaluated for a set of actor-pairs specfied by the user. 
The resulting two-dimensional (actor-pairs and time) outcomes are then aggregated for both dimensions (e.g. by using min, max or 
sum) and compared to user-supplied target values. A tabular report file is generated for the user, where overall and metric-specific 
pass/fail verdicts are reported for each test case. Finally, our toolchain reports ‘pass’ if and only if the verdicts for all metrics and test 
cases resulted in ‘pass’.

6. Evaluation

We now evaluate the presented theoretical approach of section 4 together with a prototypical implementation the toolchain 
described in section 5. Since we are not aware of any publicly available implementation for sampling from abstract scenarios based 
solely on constraints,7 effectiveness of our approach can only be evaluated relative to itself. We split our evaluation in two parts. First, 
we examine the feasibility of our SMT-based model generation approach and on how test suite quality behaves during sampling in 
four different settings. Second, we demonstrate overall practical applicability of our toolchain by testing a custom ADS model on two 
abstract test cases. Since we aim to investigate the behavior of our method over the number of generated scenarios, we did not use an 
exit condition for scenario generation here. To keep the evaluation extent manageable, we decided to generate 𝑛 = 2 000 scenarios. 
All generated SMT formulae, OpenDRIVE and OpenSCENARIO files, and resulting simulation data are available online [58].

6.1. Evaluation of test suite generation

We start by evaluating our toolchain up to the simulation component, i.e. we evaluate the test suite generation with a particular 
focus on variation methods and test suite quality. For this, we seek to answer the following evaluation questions (EQs):

7 Fremont et al. propose the only comparable and available approach [8], however, it requires parallel simulation.

Science of Computer Programming 242 (2025) 103256 

18 



P. Borchers, T. Koopmann, L. Westhofen et al. 

Fig. 12. Ego following a truck which cuts out of lane in front of a construction site, specified as a Traffic Sequence Chart. 

Fig. 13. Ego performing an unprotected left turn at an four-armed intersection with oncoming traffic, specfied as a Traffic Sequence Chart using parallel composition.

EQ1 How effective are the variation methods in generating diverse test suites?

EQ2 What is the effect of different scenarios durations on test suite quality?

EQ3 Can the SMT-based sampling process be performed under reasonable resources?

As to provide evidences, we examine three different abstract scenarios

1. our running example, the bicycle occlusion from Fig. 2,

2. a cut-out scenario where a truck changes the lane just in front of a construction site, cf. Fig. 12, and 
3. a left turn scenario with oncoming traffic, specfied as parallel composition, cf. Fig. 13. 

The abstract scenarios were solved with 𝑡 = 13 time steps of step length 1 s. Additionally, the bicycle occlusion scenario was solved 
with 𝑡 = 11 time steps of length 1𝑠.

All experiments were performed on WSL2 on a Windows 11 host machine with an Intel i9-13900 K CPU and 64 GB RAM.

EQ1 -- effectiveness Our goal is to evaluate the effectiveness of the variation methods of subsection 4.5 in generating diverse instances 
that can be used as test cases. For this, we employ the quality function 𝑄, as introduced in subsection 4.6. Using 𝑄, we compare the 
output of RB and RBI against the baseline method SSV. In a first step we analyze the overall number of instances as well as the number 
of redundancies generated by the different variation methods. In a second step, we have a closer look on the evolution of the distances 
over time. Thirdly, we evaluate the different variation methods according to the Quality function introduced in subsection 4.6.

Recall that we use the multi-dimensional, dependent DTW [48] as a distance between scenarios which receives as input two 
matrices containing the (𝑥, 𝑦)-positions for each actor over a finite set of time steps corresponding to two model instances , ̃. 
Not all atoms of an SMT formula corresponding to a TSC -- when blocked -- ifluence the actors’ trajectories found by the solver. So, 
it may happen that 𝐷𝑇𝑊 (, ̃) = 0, even though ≠̃. Adding to this is the fact, that although DTW has some nice properties, 
it is not a metric in the mathematical sense [49].

Therefore, the first two interesting questions regarding effectiveness are: i) Can our variation methods find the user-specified 
number of scenarios? and ii) Do the variation methods consistently produce model instances that have non-zero DTW to instances 
that were already found? For this, let us consult Table 2. We immediately see that SSV and RB have no problem in finding 𝑛 = 2000
model instances in all four scenarios. However, they produce mostly redundant instances with zero distance. On average, our baseline 
method SSV produced only 13 (or, ≈ 0.65% of) model instances with pairwise non-zero distances. This really shows that the solver 
seed in Z3 has almost no impact on solving TSC-derived SMT formulae.

The variation method RB manages to find ≈ 80 (≈ 4%) non-zero distance instances by blocking out former solutions recursively 
according to Algorithm 2. This indicates that most of the atoms blocked in the procedure have no ifluence on the actors’ trajectories 
found by Z3. The variation method RBI -- a special case of RB which limits the blocked atoms to Boolean variables -- generates 
significantly less redundant instances. Due to the rather small amount of boolean variables combined with a rather short scenario 
length, RBI has not been able to produce the user-specified amount of 𝑛 = 2 000 scenarios in three out of four cases. However, relatively 
speaking, of the total number of instances found by RBI, ≈ 71% had pairwise non-zero distances. This answers the previous questions: 
i) SSV and RB produce 2 000 instances in each case, while RBI did so only in one out of four cases; ii) only RBI produced a satisfactory 
amount of non-zero distance instances.

As an intermediate conclusion, let us remark that the ordering of the atoms to be blocked in Algorithm 2 seems to have a profound 
impact on the variety of the resulting trajectories. By limiting blocking to Boolean variables (RBI), we already achieve a high degree of 
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Table 2
Ratio of non-zero distance models by total models found 
on input 𝑛 = 2000.

Scenario
Method

Variation

Models

Distance

Non-Zero

(𝑡 = 11)
Occlusion

Bicycle SSV 5∕2000
RB 102∕2000
RBI 122∕192

(𝑡 = 13)
Occlusion

Bicycle SSV 15∕2000
RB 59∕2000
RBI 517∕1024

Cut-Out

SSV 23∕2000
RB 85∕2000
RBI 379∕400

Left Turn

SSV 9∕2000
RB 73∕2000
RBI 1536∕2000

Fig. 14. Plot of all 1 024 models sampled from the Traffic Sequence Chart of Fig. 2 with Recursive Blocking of Invariants (cf. lower left of Fig. 15) according to their 
distance (Dynamic Time Warping), with blue colors found early and green colors found late in the sampling process. As coordinates were chosen by multi-dimensional 
scaling based solely on distances, axes do not possess relevant information and have thus been omitted. Therefore, only a key with a distance of 10 is provided at the 
bottom left.

variation. However, this possibly reduces the total number of model instances below the user-specified amount. So, further rfinement 
of the methods RB and RBI regarding which atoms of TSC-derived SMT formulae are suitable for blocking when aiming for effective 
sampling from abstract test cases is warranted.

Distance of models sampled by RBI over time In order to analyze the promising results of the RBI variation method closer, we examine 
its sampling behavior over time. Fig. 14 shows a two-dimensional plot of all 1 024 instances generated by the RBI method from 
the bicycle occlusion TSC of Fig. 2 with 𝑡 = 13 time steps, arranged according to their distances (using multi-dimensional scaling 
[54]). Note that the reduction from originally 66 to two dimensions may lead to information loss and thus, distances in Fig. 14

can be imprecise. Here, we find that RBI is able to identify new models late in the sampling process (upper-left green part) with 
high distances to the already identfied cluster (bottom-right blue part). Moreover, the sampling process shows no directly obvious 
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Fig. 15. Evolution of the quality function 𝑄 for the bicycle occlusion scenario of Fig. 2 with 𝑡 = 11 time steps (upper row), 𝑡 = 13 time steps (lower row), including 
zero distances (left column), restricted to non-zero distances (right column). The light blue background visualizes the upper- and lower bounds of 𝑄.

tendency to generate isolated clusters of models in our example. Some outliers, however, exist (e.g. at the right and bottom left) 
exhibiting large distances to almost all models, making them suitable candidates for further investigation during testing.

Evolution of quality function value The final part in answering question EQ1, is to look at the evolution of the test suite quality 
function 𝑄, based on the nearest neighbor entropy and introduced in subsection 4.6.

Fig. 15 shows the evolution of 𝑄 over time for the bicycle occlusion scenario solved with 𝑡 = 11 steps (upper row) and 𝑡 = 13 steps 
(lower row), with non-zero distance model instances included (left column) and removed (right column).

These graphs largely cofirm our findings from Table 2: the variation methods SSV and RB produce only a small number of different 
scenarios, which is why their 𝑄-value tends to zero in the left column. RBI on the other hand produces a 𝑄-value of approximately 4, 
although the method terminates at 192 (𝑡 = 11) resp. 1024 (𝑡 = 13) models as discussed above. The situation changes when we remove 
all model instances exhibiting zero-distance to at least one other instance before evaluating 𝑄. As expected, for all three variation 
methods, test suite quality increases vastly when restricted to non-zero distance instances. However, RBI outperforms SSV and RB 
even more drastically, reaching values of ≈ 6 and ≈ 8, respectively, which correspond to ≈ 3∕5 and ≈ 2∕3 of the upper bound. Not 
only does RBI find more non-zero distance instances, but they are also farther away from each other.

Fig. 16 shows the quality evolution for the cut-out scenario (upper row) and the left-turn scenario (lower row) -- again with 
(left column) and without (right column) zero-distance instances. Albeit the evolution of 𝑄-values differs slightly from Fig. 15, the 
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Fig. 16. Evolution of the quality function 𝑄 for the cut-out scenario of Fig. 12 (upper row) and the left turn scenario of Fig. 13 (lower row), including zero distances 
(left column), restricted to non-zero distances (right column). The light blue background visualizes the upper- and lower bounds of 𝑄.

characteristics are identical. Therefore, these additional scenarios further corroborate the supremacy of the RBI variation method 
when compared to RB and SSV, independently of whether zero distance instances are removed from the test suite or not.

A note on the quality function in practice Let us summarize this first application of our entropy-based quality function 𝑄 in practice. 
Its usage enabled a comparison between test suites generated by the different variation methods. Moreover, the results are consistent 
with the authors’ expectations: SSV as baseline, RB as a good idea, and RBI as a practical improvement thereof. The bounds of 𝑄 even 
make it possible to estimate how far a generated test suite from the best respectively worst possible test suite (although the upper 
bound is far from being sharp).

Finny, we note that the shift in the value of 𝑄 when removing zero-distance instances in Figs. 15 and 16 acts as empirical evidence 
for desired property #1 (Avoid redundancy), cf. subsubsection 4.6.2.

A note on coverage Naïvely, one could try to measure the coverage of the blocking methods -- as there are only finitely many solutions 
to block. However, it turns out that estimating effectiveness in such a way is practically infeasible: Consider a TSC with the single 
invariant node and just two cars driving on a road. With 2 time steps the derived SMT formula has 80 atoms and 44 free variables. So 
we have a 44-dimensional solution space cut by 80 hyperplanes into 

∑44
𝑖=0

(80
𝑖 
)
≈ 1024 regions in theory [55]. In 9 days we were able 

to find ≈17 ⋅106 models, respecting the blocked regions. During the SMT solving process, we counted the number of excluded Boolean 
combinations of atoms. If the recursive procedure in Algorithm 2 is called with 𝑘 atoms and no solution has been found, we know 
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Table 3
Timings for model searching, pairwise distance calculation, and total time for the variation methods solver seed variation 
(SSV), recursive blocking (RB), and recursive blocking of invariants (RBI) in four different scenarios and 𝑛= 2000.

Scenario
Method

Variation

Time [s]
Searching

Mean Model

Calculation [s/n]

Distances

Mean Pairwise

Time [m]

Total

(𝑡 = 11)
Occlusion

Bicycle SSV 0.11 ± 0.04 0.97 ± 0.05 37
RB 47.1 ± 62.8 5.51 ± 0.40 1761
RBI 0.29 ± 0.29 4.29 ± 0.17 3

(𝑡 = 13)
Occlusion

Bicycle SSV 0.13 ± 0.05 1.30 ± 0.04 49
RB 3.70 ± 23.2 7.66 ± 0.60 388
RBI 0.34 ± 0.50 7.87 ± 0.09 77

Cut-Out

SSV 0.17 ± 0.07 1.35 ± 0.11 51
RB 4.14 ± 11.2 7.67 ± 0.62 403
RBI 0.55 ± 0.40 6.15 ± 3.66 11

Left Turn

SSV 0.09 ± 0.25 1.32 ± 0.02 48
RB 70.1 ± 91.4 7.75 ± 0.40 2598
RBI 0.83 ± 1.17 7.38 ± 0.79 287

that all 2𝑘 Boolean combinations of those atoms are not part of the solution space and can be excluded. In our 9-day experiment, 
we were able to exclude ≈ 9 ⋅ 1021 combinations, which are ≈ 0.7% of a theoretical maximum of 280 ≈ 1024 Boolean combinations 
of atoms. Because we decided to cancel the experiment before termination of the algorithm, this is only a theoretical maximum. For 
the unexplored part of the search space, we cannot say how many combinations are actually contradictions and therefore outside of 
the solution space. Even if we found a large amount of models and blocking regions, we can neither estimate the exact size of the 
solution space nor a coverage percentage.

EQ2 -- duration To gain insight into the effects of scenario duration on test suite quality, we again consider Table 2 and Fig. 15. The 
former indicates that SSV finds more instances with non-zero distance (+0.5%) and RB finds less (−2.15%) for 𝑡 = 13 compared to 
𝑡 = 11. However, these relative changes seem rather insignificant. One could argue that the larger SMT formula for 𝑡 = 13 leads to an 
even more unfortunate ordering of atoms for RB.

The performance of the RBI method reveals more interesting insights. While the relative ratio of non-zero instances to total 
instances found by RBI decreases from 122∕192 to 517∕1024 when transitioning from 𝑡 = 11 to 𝑡 = 13, this shift actually enables RBI 
to discover 395 additional scenarios. We remark that an increase in scenario length offers more possibilities for variation of the TSC’s 
time structure (which is encoded using Boolean variables). Therefore, more time steps extend the variation possibilities, specifically 
for the RBI method.

Regarding the impact of duration on the evolution of the quality function, we compare the graphs of Fig. 15: upper left with 
lower left and upper right with lower right. In both cases we observe that the duration has no ifluence on which variation method 
produces the best results, i.e. RBI > RB > SSV. In the left column, we note that, for 𝑡 = 11 RBI reaches a maximum of ≈ 6 is quite 
early on, whereas for 𝑡 = 13, the quality function keeps increasing until the algorithm terminates with 2 000 models. Both RB and 
SSV approach zero rapidly, independent of the scenario duration. In the right column, we can see RBI plateauing at ≈ 6 for 𝑡 = 11, 
but also increasing until the end for 𝑡 = 13. For RB and SSV the evolution of the quality is inconclusive, as too few non-zero distance 
instances were found. However, the main difference in the graphs (upper row vs. lower row) is the length of RBI’s graph -- which we 
already explained.

Another possibility is to manipulate the temporal length of the generated scenarios. Recall that the step size for all experiments 
in this work was set to 1 s. Instead of changing the number of time steps, varying the step size may also lead to increases in quality. 
To understand this, recall the encoding scheme sketched in subsection 4.4. First, transitions between invariant nodes only occur at 
step boundaries, so step sizes (without a common divisor) can lead to completely different concrete scenarios. Secondly, vehicle 
trajectories are encoded as Bézier splines, where each spline segment corresponds to one step (so, the average speed on a segment 
is the segment length divided by step size). Given the step size, TSC2SMT restricts the segment length in relation to heading change. 
This ensures that curve radius and lateral acceleration are within the vehicle’s driving capabilities. Therefore, the time step size 
has a direct impact on the possible velocity range on curved trajectory segments. However, the experimental evaluation of step size 
evaluation is left for future work.

EQ3 -- performance To evaluate the performance and, therefore EQ3, let us first recall prior work -- where an initial feasibility 
assessment of the SMT-based sampling approach using Z3 was provided [13, Table 1]. There, we observed that SMT solving of a 
non-trivial TSC with a scalable number of invariants -- up to 77 in the experiment -- was possible in at most two minutes on a standard 
notebook. This indicates the general feasibility of the SMT-based sampling approach, even for complex TSCs.

We now assess the timings for SMT2Instance on our four handcrafted examples and for each of the three variation methods. 
Specifically, Table 3 displays the mean model searching time, mean pairwise distances calculation, and total time for the 12 resulting 
combinations. Recall from Table 2 that for ‘Bicycle Occlusion’ (𝑡 = 11 and 𝑡 = 13) as well as ‘Cut-Out’, the variation method RBI does 
not manage to produce the required 2000 instances. So, these timings for RBI are not really comparable.
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Fig. 17. Model searching times for the variation methods solver seed variation (SSV), recursive blocking (RB), and recursive blocking of invariants (RBI) in the four 
scenarios ‘Bicycle Occlsuion’ (𝑡 = 11, upper left), (𝑡 = 13, upper right), ‘Cut-Out’ (lower left), and ‘Left Turn’ (lower right) with 𝑛 = 2000 each. The 𝑦-axis is capped at 
3 s.

Considering this, we can deduce from Table 3 that the baseline method SSV is the fastest in terms of model searching and distance 
calculation. The former is no surprise, as there is no extra computational cost in solver seed variation and the length of the SMT 
formula remains constant. The latter is likely caused by the fact that most of the distances evaluate to zero. The timings for the 
pairwise distances calculation between RB and RBI are roughly even and offer no insights.

The key take away is that RB is extremely slow when searching for new models. On the one hand, this is to be expected from 
Algorithm 2, as the formula grows with each blocking clause. However, when comparing the model searching time of RB to RBI in 
the ‘Left Turn’ scenario -- for which RBI did manage to produce 2 000 instances as well -- we observe a drastically increased mean 
model searching time by a factor of ≈ 85. Again, this indicates that i) the choice of atoms to create blocking clauses from and ii) the 
ordering of these atoms likely plays a pivotal role in the capabilities of Algorithm 2 regarding EQ1 and EQ3.

As a final illustration regarding timings, we present Fig. 17, which shows the evolution of the searching time for new models 
during run-time. Note that the 𝑦-axis is capped at 3 s here, so slower models do not appear in the charts. Fig. 17 nicely explains the 
mean model searching times of Table 3: SSV remains essentially constant, RBI takes slightly more time than SSV but terminates when 
no more blocking clauses can be formed, and RB is by far the slowest method here. However, it is noteworthy that for RB there seems 
to be groupings of SMT formulae that are easy to solve (near RBI), further away, or very far away. Identifying which atoms lead to 
which blocking clauses may lead to valuable insights regarding the improvement of SMT-based sampling strategies.

6.2. Evaluation of test suite execution

We now highlight how the overall toolchain can be applied in a real-world setting using two previously generated test suites and 
a simple, custom ADS model in the CARLA simulator.

ADS model We have implemented a rudimentary ADS model using CARLA’s PythonAPI for evaluating our toolchain. For its percep

tion input, it relies on an occlusion-sensitive sensor. The planner component essentially extends CARLA’s behavior agent by supplying 
custom (negative or positive) acceleration output without changing the steering behavior. For selecting an appropriate acceleration 
response at each simulation step, the model implements three modes: following, intersection and free driving. The overall acceleration 
response is calculated as a weighted sum over the individual responses of these three modes. These weights represent the applicability 
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Fig. 18. Values of the criticality metrics Required Acceleration (𝑎req) and Duration-dependent Predictive Encroachment Time (DPrET) computed on the generated 
517 test cases for the bicycle occlusion scenario, independently sorted for each metric. The 𝑎req values are cut off at −10 m∕s2 . Target values are indicated by dashed 
(−3.5 m∕s2 for 𝑎req) and dotted (1 s2 for DPrET) lines.

of the mode to the current situation and are calculated based on the sensor input. The individual modes’ acceleration computations 
are:

Following: Implements the rule of thumb of ‘half the speed in km/h interpreted as m’ with an additional adjustment based on the 
relative speed to the lead vehicle.

Intersection: Decelerates in case of a predicted intersection if it will be slowest to reach the intersection point and accelerates 
otherwise. For this, it uses the ego’s planned trajectory and a constant-velocity, constant heading bounding-box prediction 
model for the intersecting vehicle.

Free driving: Gradually increases the speed until the ego approaches the target speed of 50 km/h.8

The ADS model is provided in the supplementary code base. We now investigate whether unsafe behavior is present in the SuT, e.g. 
due to faults in the mode arbitration and acceleration response calculation routines.

Results We evaluated the performance of the ADS model on the two test suites generated for the bicycle occlusion scenario (𝑡 = 13), 
cf. Fig. 3, and the cut-out scenario, cf. Fig. 12. The test suites consist of 517 (bicycle occlusion) and 379 (cut-out) concrete scenarios 
respectively, as generated by the RBI variation method. Note that the two test suites were restricted to non-zero distance instances, 
cf. Table 2. For both of them, TSC2OpenX generated a set of corresponding OpenDRIVE and OpenSCENARIO files. The CARLA 
simulator was able to parse and execute all files, and a subsequent manual inspection of the simulation results showed valid simulation 
behavior. In order to gain insight on the behavior of the ADS model, we employed the TSC2CARLA toolchain.

Bicycle occlusion scenario Recall the requirements 𝑟1 from equation (1) (𝑎req) and 𝑟2 from equation (2) (DPrET) for this abstract test 
case from subsection 4.2. After toolchain execution, we evaluated 𝑟1 and 𝑟2 based on the simulation logs. In total, the ADS model 
passed on 174 (34%) the cases and failed on the remaining 343 cases (28%), i.e. one of the two target values was violated. Fig. 18

reports the computed criticality metrics on the test cases. It can be seen that the metrics are consistent in the sense that all test runs 
that violate the 𝑎req target also violate the DPrET target.

In 35 (10%) of the failing cases, the simulator recognizes a collision between the SuT and another vehicle. The remaining failing 
cases show both near collisions and uncritical scenarios. A manual investigation of the collisions showed that the SuT slowed down 
before the collision in all cases. In total, the bicycle collided 19 times (54%) with the side of the Ego vehicle, and 16 times with the 
front. In the majority of the front collisions (10 cases), the SuT initiated a (too late) braking maneuver. The SuT did not brake before 
side collisions. In 4 cases, the SuT even tries to avoid a collision by accelerating shortly before the side impact.

Because all passing test cases are collision-free, we can conclude that the test criterion was adequate to judge safe behavior of the 
SuT. The diversity of the test suite generated by TSC2CARLA allowed to uncover the inability of the SuT to handle certain crossing 
situations in the occlusion scenario. Suitable adaptations could now be implemented, e.g. disallowing collision avoidance through 
acceleration when being close to the other traffic participant.

8 For the cut-out scenario we reduced the ADS model’s target speed to 18 km/h.
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Fig. 19. Values of the criticality metric Time-To-Collision (TTC) computed on the generated 379 test cases for the cut-out scenario, sorted from uncritical (left) to 
critical (right). The target value of 1 s is indicated by a dashed line. Test cases with TTC > 10 s have been dropped for readability.

Cut-out scenario In the cut-out scenario of Fig. 12, the SuT reacted successfully to the truck in front of the ego vehicle, as the simulator 
did not report collisions between the Ego vehicle and the truck. Here, we use the requirement 𝑟3 from equation (3) (TTC) to evaluate 
the test cases. The test results plotted in Fig. 19 show that 155 test cases (41%) passed with TTC above the target value of 1 s. In 
173 test runs (77% of the 224 failing test runs), a collision between a vehicle and a static object is reported. This means that the SuT 
does not manage to brake in front of the construction site barrier. All the collisions result in a reported TTC of 0.05 s or less, which 
is consistent with the frame rate of the simulator.9

In summary, subjecting our simple ADS model to two test suites generated from TSC-specified abstract test cases, we uncovered 
unsafe behavior present in the ADS model. Although further experiments are necessary, this indicates the applicability of TSC2CARLA
toolchain for scenario-based verfication in a virtual environment.

7. Limitations and future work

While the evaluation shows promising results of our approach, we acknowledge two major limitations.

First, the formal basis behind TSCs assumes a declarative open-world semantics, meaning that anything not constrained might 
occur. Since we base the sampling process on SMT solving, only solutions are found that correspond to variables introduced in the SMT 
formula. Therefore, additional traffic participants or road infrastructure not specfied in the TSC will not be generated during sampling, 
despite such solutions potentially satisfying the given TSC. A possible solution can be found by leveraging the compositionality of 
TSCs and use additional parallel compositions specifying the existence of further objects in the scenario. These compositions can be 
drawn from a catalog and added to the abstract test case in a combinatorial manner during scenario generation.

The second limitation concerns the partialization of the SuT trajectory, which can lead to unintentionally leaving the original 
abstract test case due to behavioral freedom of the SuT. While such behavior is generally not preventable in scenario-based testing, 
it can be minimized. For example, Scenic uses an iterative sampling-scene-generation approach and thus, only valid scenes from the 
abstract test case are presented to the SuT as possible inputs (which may still lead to invalid behavior of the SuT). Contrary to this, 
our approach of statically removing complete parts of the trajectory may increase chances of leaving the abstract test case. However, 
it has the advantage of disentangling scenario generation and test execution -- allowing for test suite generation without access to the 
SuT. Although we proposed TSC monitoring for catching such instances during test execution, it is better to prevent them entirely. 
For this, we imagine injecting information about the original test case into the planner of the SuT. In this way, it can restrict its search 
space for possible trajectories to those satisfying the abstract test case.

Beyond addressing these limitations, there are several directions for future work that the authors deem interesting. (i) Applying the

TSC2CARLA toolchain to a larger set of abstract test cases. Translation of an entire scenario catalogue for a given driving automation, 
e.g. for an automated lane keeping system (ALKS) in the sense of UN. Regulation No. 157 [56], into abstract scenarios. Then, a simple 
application of our toolchain could easily generate, execute, and evaluate the entire abstract test suite. Another option is to use highly 
critical scenarios from accident databases as a source for abstract test cases [57]. (ii) Investigating more rfined variation methods for 
SMT-based sampling. As we have seen using RBI, the quality of test suites was immensely improved by restricting the blocking regions 
to atoms containing Boolean variables. However, RBI was not always able to generate the requested number of instances. Uncovering 
which atoms of the SMT formula -- when blocked -- generate the most variety among instances is a promising idea. Another potential 

9 The minimal TTC is reached in the last simulation frame before the collision.
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variation method is to steer the sampling process towards highly critical scenarios by adding (linear) constraints on criticality metrics 
to the SMT formula. (iii) Exploring scenario distance measures other than DTW. (iv) Formalizing properties on quality measures for 
test suites and considering further candidate functions. While the quality function 𝑄 fufills many desirable properties, it also exhibits 
some weaknesses. Finding new quality measures and formally proving their properties will be included in the authors’ future work. (v) 
More expressive requirement specfication languages can be incorporated, as our implementation currently supports only criticality 
metrics for requirement evaluation. Finally, (vi) the TSC2CARLA toolchain can be adapted for applications within the development 
process other than testing. For example, for ADSs, a criticality analysis [5,37] or a hazard analysis and risk assessment [36] will 
benfit from highly automated generation and execution of abstract scenarios instances.

8. Conclusion

This work presented TSC2CARLA, a framework and prototypical toolchain for scenario-based verfication, addressing the research 
questions from section 1. In particular, TSC2CARLA facilitates highly automated generation and execution of test suites for virtual 
testing of ADSs based on abstract scenarios, cf. sections 4 and 5, therefore addressing RQ1. Using abstract scenarios (instead of logical 
scenarios) presents a novelty compared to other contemporary approaches. In essence, we propose to use TSCs -- a formal scenario lan

guage founded in first-order logic -- for which we use SMT-solving to generate concrete scenarios. When the SuT trajectory is partially 
removed, these concrete scenarios become test cases such that an SuT model can be tested in a simulation environment, e.g. CARLA. 
Requirements for test cases can be specfied using criticality metrics, which are subsequently evaluated on the simulation log data. 
Based on a formal notion of scenario distance provided by Dynamic Time Warping, we discussed desirable properties of quality 
functions for test suites and introduced the nearest neighbor entropy as a first viable candidate -- addressing RQ2 in subsection 4.6. 
Regarding RQ3, in subsection 4.5, we introduced three variation methods for SMT-based sampling of concrete scenarios: solver seed 
variation, recursive blocking, and recursive blocking of invariants. Preliminary experiments on three different abstract scenarios 
specfied as TSCs, described in subsection 6.1, showed that RBI consistently generated the best results.

Finally, we showed the feasibility of our toolchain for virtual scenario-based verfication for two test suites generated from 
TSC-specified abstract scenario using a non-trivial ADS model in CARLA. In both cases, the evaluation of requirements based on 
a combination of criticality metrics and thresholds uncovered critical behavior of the ADS model.
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Appendix A. TSC formal semantics

In the following, we present the formal semantics of the subset of the TSC language that is used during this paper. For the full 
language definition, the reader is directed to the work by Damm et al. In the context of this paper, a concrete scenario dfines a scene

for every time point of the scenario. A scene dfines a value for every attribute of every object that is present in the scenario.10

A spatial view The following definition holds for spatial views that contain only the following elements:

• Symbols from the bulletin board11

• Somewhere-boxes (green dashed boxes)

• horizontal and vertical distance lines

• Attached predicates (boxed text connected to a symbol)

Each spatial view and each somewhere box span some so-called frame. The spatial relations inside a frame are translated to a math

ematical constraint based on the anchors of the symbols and somewhere boxes. Throughout this paper we assume that every symbol 

10 According to Menzel et al. [4], a scene also dfines relations. We do not consider communication in this work and restrict ourselves to spatial relations which can 
be inferred from the object attribute values.
11 For a clearer presentation of the TSCs in this paper, the roads have been omitted from the bulletin board.
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Table A.5

Semantics of basic charts; 𝑠(𝑡) ⊧ 𝜙𝑓 denotes satisfaction of the spatial view according to Defini

tion 10.

Name 𝑠, [𝑏, 𝑒) ⊧ 𝐵𝐶 if: Syntax 

Invariant node 𝑏 < 𝑒 ∧ ∀𝑡 ∈ [𝑏, 𝑒) ∶ 𝑠(𝑡) ⊧ 𝜙𝑓
𝑓

Condition node 𝑠(𝑏) ⊧ 𝜙𝑓
𝑓

Sequence of 𝐴 and 𝐵 ∃𝑡 ∈ [𝑏, 𝑒) ∶ 𝑠, [𝑏, 𝑡) ⊧ 𝐴 ∧ 𝑠, [𝑡, 𝑒) ⊧ 𝐵 𝐴 𝐵

Parallel composition of 𝐴 and 𝐵 𝑠, [𝑏, 𝑒) ⊧ 𝐴 ∧ 𝑠, [𝑏, 𝑒) ⊧ 𝐵

𝐴

𝐵

Choice of 𝐴 and 𝐵 𝑠, [𝑏, 𝑒) ⊧ 𝐴 ∨ 𝑠, [𝑏, 𝑒) ⊧ 𝐵
𝐴

𝐵

and every somewhere box has four anchors in its corners that translate to the coordinates of the represented object’s (respectively 
somewhere box) axis aligned bounding box corners: (𝑜.𝚖𝚒𝚗_𝚡, 𝑜.𝚖𝚒𝚗_𝚢), (𝑜.𝚖𝚊𝚡_𝚡, 𝑜.𝚖𝚒𝚗_𝚢), (𝑜.𝚖𝚒𝚗_𝚡, 𝑜.𝚖𝚊𝚡_𝚢), (𝑜.𝚖𝚊𝚡_𝚡, 𝑜.𝚖𝚊𝚡_𝚢) where 
𝑜 stands for the represented object, respectively denotes the bounding box.

Definition 10 (Spatial View Semantics). For some frame 𝑓 , let

•  be the set of all anchors of symbols and somewhere boxes in 𝑓 , and the anchors of the surrounding somewhere box, if any. 
Each anchor 𝑎 ∈ stands for a position (𝑥𝑎, 𝑦𝑎)

•  be the set of somewhere boxes in 𝑓 , where each 𝑏 ∈ is translated to a constraint 𝜙𝑏 (applying this definition inductively)

Then, 𝑓 is translated to a constraint

𝜙𝑓 ∶≡ ∃(𝑏.𝚖𝚒𝚗_𝚡, 𝑏.𝚖𝚊𝚡_𝚡, 𝑏.𝚖𝚒𝚗_𝚢, 𝑏.𝚖𝚊𝚡_𝚢)𝑏∈ ∈ℝ4|| ∶ ⋀
𝜓∈Ψ

𝜓 ∧
⋀
𝑏∈

𝜙𝑏

where the set Ψ consists of the following constraints:

• For each pair (𝑎1, 𝑎2) ∈ ×:

– 𝑥𝑎1
∼ 𝑥𝑎2

with ∼ ∈ {<,=,>} depending if the 𝑥-position of 𝑎1 in the spatial view is before (<), equal (=) or after (>) the 
𝑥-position of 𝑎2

– likewise 𝑦𝑎1
∼ 𝑦𝑎2

for the 𝑦-position

• |𝑥𝑎1
− 𝑥𝑎2

| ∼ 𝑋 for each horizontal distance line between anchors 𝑎1 and 𝑎2 labeled with some constraint ∼ 𝑋

• likewise |𝑦𝑎1
− 𝑦𝑎2

| ∼ 𝑋 for each vertical distance line

• 𝙿(𝑜) for each attached predicate labeled with some expression 𝙿 and connected to the symbol for some object 𝑜.

Note, that the set A does not contain symbols contained within some nested somewhere box. Thereby, no implicit relations between 
objects in different somewhere boxes are created, only between the somewhere boxes itself.

With the help of Definition 10 we can dfine the semantics of existential TSCs. As explained above, an existential TSC consists of 
a basic chart, which is a combination of other basic charts.

Definition 11 (Semantics of Existential TSCs). A basic chart 𝐵𝐶 is satified on a left-closed, right-open interval [𝑏, 𝑒) on a concrete 
scenario 𝑠, if 𝑠, [𝑏, 𝑒) ⊧ 𝐵𝐶 holds according to Table A.5.

A concrete scenario 𝑠 satifies an existential TSC with basic chart 𝐵𝐶 if there exists some interval [𝑏, 𝑒) such that 𝑠, [𝑏, 𝑒) ⊧ 𝐵𝐶 .

Appendix B. Full formulas

B.1. Temporal encoding

This appendix shows the encoding of the temporal structure of the TSC shown in Fig. 2.

Initial condition The initial condition of the BMC problem is a conjunction of the following constraints:

¬complete0
𝐴

ok0
𝐴

started0
𝐵

⟹ complete0
𝐴

¬complete0
𝐵

ok0
𝐵

started0
𝐶

⟹ complete0
𝐵

¬complete0
𝐶

ok0
𝐶
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¬complete0
𝐷

ok0
𝐷

started0
𝐸

⟹ complete0
𝐷

¬complete0
𝐸

ok0
𝐸

extend0
𝐸

⟹ complete0
𝐸

started0
𝐹

⟹ extend0
𝐸

¬complete0
𝐹

ok0
𝐹

¬complete0
𝐺

ok0
𝐺

complete0 ⟺ complete0
𝐶
∧ extend0

𝐸
∧ complete0

𝐺

Step constraints The following constraints are added for every 𝑖 = 0,1,… ,𝑁 − 1 (with unrolling depth 𝑁):

complete𝑖+1
𝐴

⟺ (true ∧ ok𝑖+1
𝐴

) ok𝑖+1
𝐴

⟺ (true ⟹ ok𝑖
𝐴
∧ inv𝑖

𝐴
)

started𝑖
𝐵

⟹ started𝑖+1
𝐵

started𝑖+1
𝐵

⟹ started𝑖
𝐵
∨ complete𝑖+1

𝐵

complete𝑖+1
𝐵

⟺ started𝑖
𝐵
∧ ok𝑖+1

𝐵
ok𝑖+1

𝐵
⟺ (started𝑖

𝐵
⟹ ok𝑖

𝐵
∧ inv𝑖

𝐵
)

started𝑖
𝐶

⟹ started𝑖+1
𝐶

started𝑖+1
𝐶

⟹ started𝑖
𝐶
∨ complete𝑖+1

𝐵

complete𝑖+1
𝐶

⟺ started𝑖
𝐶
∧ ok𝑖+1

𝐶
ok𝑖+1

𝐶
⟺ (started𝑖

𝐶
⟹ ok𝑖

𝐶
∧ inv𝑖

𝐶
)

complete𝑖+1
𝐷

⟺ true ∧ ok𝑖+1
𝐷

ok𝑖+1
𝐷

⟺ (true ⟹ ok𝑖
𝐷
∧ inv𝑖

𝐷
)

started𝑖
𝐸

⟹ started𝑖+1
𝐸

started𝑖+1
𝐸

⟹ started𝑖
𝐸
∨ complete𝑖+1

𝐷

complete𝑖+1
𝐸

⟺ started𝑖
𝐸
∧ ok𝑖+1

𝐸
ok𝑖+1

𝐸
⟺ (started𝑖

𝐸
⟹ ok𝑖

𝐸
∧ inv𝑖

𝐸
)

extend𝑖
𝐸

⟹ extend𝑖+1
𝐸

extend𝑖+1
𝐸

⟹ extend𝑖
𝐸
∨ complete𝑖+1

𝐸

started𝑖
𝐹

⟹ started𝑖+1
𝐹

started𝑖+1
𝐹

⟹ started𝑖
𝐹
∨ extend𝑖+1

𝐸

complete𝑖+1
𝐹

⟺ started𝑖
𝐹
∧ ok𝑖+1

𝐹
ok𝑖+1

𝐹
⟺ (started𝑖

𝐹
⟹ ok𝑖

𝐹
∧ true)

complete𝑖+1
𝐺

⟺ true ∧ ok𝑖+1
𝐺

ok𝑖+1
𝐺

⟺ (true ⟹ ok𝑖
𝐺
∧ inv𝑖

𝐺
)

complete𝑖+1 ⟺ complete𝑖+1
𝐶

∧ extend𝑖+1
𝐸

∧ complete𝑖+1
𝐺

Target constraint In the last unrolling step, complete𝑁 shall hold.
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