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Variational algorithms such as the Quantum Approximate Optimization Algorithm have attracted
attention due to their potential for solving problems using near-term quantum computers. The
ZZ interaction typically generates the primitive two-qubit gate in such algorithms applied for a
time, typically a variational parameter, γ. Different compilation techniques exist with respect to
the implementation of two-qubit gates. Due to the importance of the ZZ-gate, we present an
error analysis comparing the continuous-angle controlled phase gate (CP) against the fixed angle
controlled Z-gate (CZ). We analyze both techniques under the influence of coherent over-rotation and
depolarizing noise. We show that CP and CZ compilation techniques achieve comparable ZZ-gate
fidelities if the incoherent error is below 0.03 % and the coherent error is below 0.8 %. Thus, we
argue that for small coherent and incoherent error a non-parameterized two-qubit gate such as CZ in
combination with virtual Z decomposition for single-qubit gates could lead to a significant reduction
in the calibration required and, therefore, a less error-prone quantum device. We show that above a
coherent error of 0.04π (2 %), the CZ gate fidelity depends significantly on γ.

I. INTRODUCTION

Quantum computers introduce a novel category of al-
gorithms that cannot be efficiently simulated on classical
computers, primarily because of the exponential growth
in classical memory demand. Quantum algorithms such
as Shor’s [1] and Grover’s [2] are interesting candidates in
the anticipated era of fault-tolerant quantum computing,
providing guaranteed asymptotic speedups versus the best-
known classical counterparts. In an era of fault-tolerant
quantum computers, device error rates fall sufficiently
below threshold values, and therefore quantum error cor-
rection codes can be utilized. Improvements at all levels
are needed to pass this fault-tolerance threshold, from the
materials used to fabricate qubits to the on-device layout
of physical qubits and the high-order quantum logic per-
formed. Contemporary superconductor-based hardware
has attained fidelities for a two-qubit gate in excess of
99 % [3] and, as such, current hardware fidelities come
close to the error-threshold [4]. Because of widely spread
and popularity, we focus on superconducting platforms
and their typical available two-qubit gates. Error sources
of two-qubit gates must be analyzed to improve in the
coherent and incoherent error regime. In recent years
variational quantum algorithms [5, 6] have gained more
attention due to their potential to be useful in the NISQ
era. Fault-tolerant algorithms, while providing more con-
crete performance guarantees, are of limited interest as
it is unlikely that hardware will advance to enable their
use in the near future [7]. Variational NISQ algorithms
provide modest hope that with a relatively small num-
ber of physical qubits (≈ 100) in the absence of error
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correction, errors, especially those which are coherent,
could be mitigated. This work is structured as follows:
First, we give a brief overview of the possible compilation
strategies for ZZ-gate into CZ, iSWAP, and CP gates.
Second, we introduce error channels included in our study
for coherent and incoherent errors. Third and finally, we
present numerical and analytical results using error chan-
nels for CZ and CP decompositions under differing error
conditions. We conclude which decomposition strategy is
likely to provide greater fidelity.

II. QAOA

An algorithm of particular interest is the Quantum Ap-
proximate Optimization Algorithm (QAOA) [5]. QAOA is
a heuristic algorithm aiming to find high-quality solutions
to combinatorial optimization problems. It is among the
most promising candidates to show quantum supremacy
[8] in the near future. A multitude of studies, both nu-
merical [9] and analytical [10, 11], have been performed
for QAOA in the ideal zero-error case. Such studies show
that while QAOA is universal—any unitary transforma-
tion may be expressed in QAOA sequences with driver
and problem Hamiltonians—a minimum circuit depth will
typically be required to reach the optimal solution of an
encoded problem. One important use case of the QAOA
algorithm is the approximate solution of MAX-CUT prob-
lems, that is, to find low energy states of the problem
Hamiltonian

HP =
∑

(i,j)∈E

ZiZj , (1)

where E are the edges in a specified problem graph.
QAOA consists of layers of alternating Hamiltonians. The
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2

first, the driver Hamiltonian, typically takes the form of
single-qubit X rotation gates applied to each qubit. These
gates, often described as the transverse field operators
in quantum annealing literature[12], are responsible for
inducing transitions between computational basis states.
and therefore solution states. The QAOA ansatz state is
constructed with p pairs of alternating unitaries, deter-
mined by the problem and transverse field Hamiltonians,

|γ, β⟩p = UM(βp)UP(γp) . . . UM(β1)UP(γ1) |s⟩ , (2)

where γ,β are classical parameters to be optimized and

UM(β) = exp

(
−iβ

∑
i

Xi

)
, UP(γ) = exp(−iγHP ) ,

(3)

and |s⟩ = H⊗n |0⟩⊗n
. While most previous works have

not considered the effects of imperfect engineering and
interactions with the environment, coherent or otherwise,
on the performance of QAOA, some authors have ana-
lyzed the effects of depolarizing error models on QAOA
performance [13, 14]. No study, however, has considered
the influence of errors for different gate decompositions,
as is the subject of this work. Two-qubit ZZ-gates encode
the problem Hamiltonian of interest and evolve the phase
of computational basis states with a dependence on an
objective function to be optimized.

III. SOURCES OF NOISE IN QAOA

We have two different types of error sources to distin-
guish. The first one introduces coherent errors. This error
represents coherent unitary over-rotations in the system.
The second type of error source causes an unwanted non-
unitary evolution of the system and introduces incoherent
errors. They are typically due to interactions with an
environment. Errors stemming from the single-qubit X
rotations are of little interest as such gates are typically
executed one or more orders of magnitude faster and
more precisely than interacting gates regardless of the
platform [4, 15, 16]. As interactions with the environment
typically induce noise proportional to the duration of the
interaction, such gates result in negligible errors. The
ZZ-gate

RZZ(γ) =

 1 0 0 0
0 eiγ 0 0
0 0 eiγ 0
0 0 0 1

 (4)

is the two-qubit gate used in the algorithm and is the
focus of our investigation of QAOA under the influence
of noise. Two-qubit gates are more error-prone due to
their more complicated design than single-qubit gates
[3]. Some two-qubit gates are constructed by exploiting
direct qubit-qubit interactions. Some utilize intermedi-
ate ancillary components as in a tunable coupler design

[17], in which one inserts an ancilla qubit leading to ad-
ditional routes for the environment to interact with the
system and potentially greater error. Furthermore, such
gates typically increase execution times [18], leading to a
higher probability of incoherent errors. Different compil-
ing strategies exist for the ZZ-induced gate depending on
which two-qubit gates are natively available on a device,
with different groups using different approaches. The
Google-developed hardware platform supports a novel
fsim gate [19], which is an XY -gate with a phase shift
on the last diagonal element. Devices manufactured by
Rigetti support an extended family of XY -gates [20] us-
ing a single calibrated two-qubit gate [20]. The Wallraff
group at ETH Zürich provides the parametric CP gate
[21], and the IBM platform uses a CNOT gate. We in-
vestigate the influence on the performance of coherent
over-rotation and depolarizing errors in connection with
different compilation platforms. We focus primarily on
the decomposition of the ZZ-gate with parametric CP
versus fixed-angle CZ gate as these gates require different
numbers of two-qubit gates to simulate a ZZ-interaction.
While the variable angle CZ gate decomposition needs
two fixed CZ gates, the parametric CP gate requires one.

IV. IMPLEMENTATIONS OF THE ZZ-GATE

Depending on the native two-qubit gate in a specific
hardware platform, the decomposition of the ZZ-gate
takes different forms. In this section, we describe the
decompositions into iSWAP, CZ, and CP gates, which
are typically available on superconducting devices. In con-
trast to the CP and CZ, the decomposition into iSWAP
is less well-known. First, we investigate RZZ(γ) into CP
decomposition

RZZ(γ) =

i

j

RZ(γ)

CP(−2γ)

RZ(γ)

, (5)

with CP(γ) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiγ

 . (6)

The single-qubit Z-rotation gate RZ(γ) is defined by

RZ(γ) =

(
1 0
0 eiγ

)
. (7)

The circuit diagram of RZZ(γ) in CP decomposition can
also be written as RZZ(γ) = CP(−2γ)RZ1

(γ)RZ2
(γ).

The Wallraff group introduced this decomposition [21]
consisting of two single-qubit Z-rotations depending on
the variational parameter γ and the controlled CP gate,
which also depends on γ. The parameterized two-qubit
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gate could lead to an overhead in the calibration compared
to a fixed-parameter two-qubit gate like the CZ. The
decomposition into CZ is according to

RZZ(γ) =
i

j H H RZ(γ) H H
. (8)

The decomposition comprises five single-qubit gates and
two fixed two-qubit cz gates. The rotation angle γ is
contained in only one single-qubit Z-rotation. The de-

composition into iSWAP requires two two-qubit gates
[22] because iSWAP does not belong to the same equiva-
lence class as the ZZ-gate. Furthermore, we demand the
iSWAP decomposition to have the following single-qubit
rotations: Hadamard and Pauli-Z rotation gate. We fur-
ther know that the rotation gate containing γ will be
sandwiched by the two iSWAP gates. With the help of
work concerning XY -based interactions [23] it is straight-
forward to show that the compilation from a ZZ-gate
into iSWAP reads

RZZ(γ) =
i

j

RZ(π/2)
iSWAP

H RZ(γ) H
iSWAP

RZ(π/2)

H RZ(−π/2) RZ(−π/2) H

. (9)

The iSWAP gate belongs to theXY family (XY (θ = 90)).
Accompanying the two iSWAP gates in the decomposition
are 8 single-qubit gates and a Z-rotation which confers
the rotation angle γ. Another hardware context in which
such gates might be available is that of trapped ion-
based quantum computers. These machines natively use
a Mølmer–Sørensen gate

MS(γ) = exp

iγ∑
l,k

XlXk

 (10)

and only need single-qubit rotations to achieve the ZZ-
gate [24]. This could also lead to an efficient QAOA
compilation. However, this hardware design differs too
much from the gate level with superconducting circuits
to include it in our comparison. The error sources are
also different for these two architectures.

V. DEPOLARIZING AND COHERENT ERRORS
IN CP AND CZ

Now we introduce the error channels we apply to our
ZZ-gate operations. On the one hand, we want to simu-
late a coherent error that we incorporate by over-rotation
angles θ, ζ in controlled-phase gates CP(θ),CP(ζ). On the
other hand, we apply a two-qubit symmetric depolarizing
error channel to our two-qubit gates:

E(ρ) = pI4
4

+ (1− p)ρ, (11)

with I4 being the identity matrix for the two-qubit Hilbert
space and p the probability that the density matrix ρ will
end up in a total mixed state. We assume a Markovian,
Pauli-error channel. For simplicity of the simulations, we

use the Kraus Operator representation

E(ρ) =
16∑
i

miKiρK
†
i with

16∑
i

miKiK
†
i = I4 (12)

and Ki = ω⌊ i
4 ⌋

⊗ ωi mod 4 with ω = (I4, X, Y, Z). We

define m1 =
√

1− (15/16)p and otherwise mi =
√
p/16.

X,Y, Z are the Pauli matrices. This is the typically chosen
Kraus decomposition for the depolarizing error, which is
not unique. We set the incoherent error to a max value
of p = 1% because the gate fidelity declines below 99%
for p > 1%. Below 99%, the gate is not suitable for a
fault-tolerant quantum computer [25]. The CP gate’s
coherent error we take into account by adding the error
angle θ to −2γ → −2γ + θ leading to the error-prone
unitary operation

U co
cp = RZ2

(γ)RZ1
(γ) CP(−2γ + θ). (13)

The coherent error for the CZ gate decomposition we are
taken into account by adding a CP with the coherent
error phases θ, ζ after the first and the second CZ gate,
respectively, leading to the coherent error unitary

U co
cz = H2 CZCP(θ)H2RZ2

(γ)H2 CZCP(ζ)H2. (14)

The subscripts of U co
cp and U co

cz describe the gate decompo-
sition and the superscript, the kind of error. For coherent
errors, the superscript is co, and for decoherent errors de.
For the error range in the coherent case, we decide to go
from 0 to 0.06π (≈ 3%). This is a realistic error range for
superconducting platforms. The over-rotation angles θ, ζ
are picked independently from a Gaussian function with
zero mean and standard deviation σ(θ) or σ(ζ).
The gate fidelity is defined as the average of the integral
over all state fidelities

F (ρ, ρ′) =

(
Tr

(√√
ρρ′

√
ρ

))2

. (15)
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ρ′ and ρ are the output density matrices after the gate
operation with and without error. Poyatos et al. [26]
showed that the integral for the gate fidelities reduces to
a sum over 16 initial input states |ψj⟩ = |ψa⟩1 |ψb⟩2 (a,b
= 1,..,4; j=1,..,16) with

|ψ1⟩ = |0⟩ , |ψ2⟩ = |1⟩ ,

|ψ3⟩ =
1√
2
(i |1⟩+ |0⟩), |ψ4⟩ =

1√
2
(|1⟩+ |0⟩). (16)

Furthermore, if we consider that the output state after
applying the error-free gate operation is always pure, we
deduce from eq. (15) the gate fidelity

F =
1

16

16∑
j=1

fj =
1

16

16∑
j=1

〈
ψj

∣∣∣U †
ρ′jU

∣∣∣ψj

〉
. (17)

ρ′j is the state ψj after applying the decomposition of CZ
or CP with the error. In contrast to U , which describes
the gate operation without error. fj is the sate fidelity
referred to the state ψj .We first apply the error channels
separately and then together to analyze the different
effects of both errors. The iSWAP decomposition consists
of two fixed two-qubit gates like CZ. We are not expecting
a different gate fidelity compared to CZ decomposition.
CZ and iSWAP decomposition only differs in single-qubit
gates, and the error channels do not affect single-qubit
gates. Only the state fidelities will change. For this reason,
we are not investing in numerical and analytical studies
for iSWAP decomposition and refer to CZ decomposition
instead.

VI. NUMERICAL STUDIES AND ANALYTICAL
RESULTS

In this section, we apply the coherent and incoherent
error channels to the ZZ-gate decomposition we have
introduced before. We compare how the gate fidelities
change. We analyze the gate fidelity for pure coherent
over-rotation, see eq. (13) and (14). The quantum
fault-tolerance theorem makes no statement about the
error threshold specifically for coherent errors but for
incoherent errors. The limit for the worst case error
is lower in the coherent case due to more efficiency for
existing surface codes [27–29]. If we have a pure coherent
error U co we have the erroneous density matrix ρ′j =

U co |ψj⟩ ⟨ψj | (U co)† and we can rewrite eq. (17) to

Fco =
1

16

16∑
j=1

⟨ψj |U†U co |ψj⟩ ⟨ψj | (U co)†U |ψj⟩

Fco =
1

16

16∑
j=1

| ⟨ψj |U†U co|ψj⟩ |2,
(18)

with U† the error-free gate operation and U co the coherent
error operation and Fco indicates, that the gate fidelity

we are investigating has a coherent error for the erroneous
gate operation. If we now decompose into CP gate with

U = R†
ZZ(γ) and U

co = U co
cp , and inset into eq. (18), we

derive the gate fidelity

Fco
cp =

1

16

16∑
j=1

| ⟨ψj |R†
ZZ(γ)U

co
cp |ψj⟩ |2

=
1

16

16∑
j=1

| ⟨ψj |R†
Z1
(γ)R†

Z2
(γ) CP†(γ)

×RZ1(γ)RZ2 CP(γ + θ) |ψj⟩ |2

=
1

16

16∑
j=1

| ⟨ψj |CP(θ)|ψj⟩ |2.

(19)

The gate fidelity Fco
cp is independent of the rotation angle

γ. This is because the error CP(θ) as well as the error-free
gate Operation Ucp are diagonal. The gate operations
can thus commute through and cancel out. We can now
calculate the 16 state fidelities. We achieve the following
state fidelities fj equations for all 16 input states:

f1,2,3,6,7,10,11,16 = 1,

f12,13,14,15 =
(2 + 2 cos(θ))

4
,

f4,5,8,9 =
(10 + 6 cos(θ))

16
.

(20)

By inserting all state fidelities of eq. (20), we simplify eq.
(19) to

Fco
cp=

1

16

16∑
j=1

| ⟨ψj |CP(θ)|ψj⟩ |2

=
1

2
+

1

4

(2 + 2 cos(θ))

4
+

1

4

(10 + 6 cos(θ))

16

=
1

32
(25 + 7 cos(θ)).

(21)

Figure 1 presents the results for the gate fidelity (Eq. (21
)) and the corresponding state fidelities (Eq. (20)). The
plot shows the fidelities as a function of the standard
deviation σ(θ), with the Gaussian error fixed at 3%. The
different contributions of the state fidelities to the gate
fidelity in the CP decomposition, Fco

cp , are shown. It
should be noted that the constant state fidelities described
by Eq. (20) are not explicitly shown in the plot. For a
high coherent error of approximately 3%, the gate fidelity
is around 99.6%. The decomposition into CZ gates
is not diagonal, and therefore, the error channel CP(θ)
cannot commute through and cancel out. If we insert the
error-free and erroneous gate operation, see eq. (14), for
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FIG. 1: Gate Fco
cp and state f coj fidelities (y-axis) plotted

against the standard deviation σ(θ) for the Gaussian
coherent error (x-axis) for CP decomposition. The graph

shows the gate fidelity and the split into 16 state
fidelities. The solid green line represents the gate fidelity
Fco

cp , and the orange and the blue line represent the state
fidelities. The error-unaffected state fidelities are not

shown.

the CZ decomposition into eq. (18) we derive

Fco
cz =

1

16

16∑
j=1

| ⟨ψj |(R†
ZZ(γ)Ucz|ψj⟩ |2

=
1

16

16∑
j=1

| ⟨ψj |(R†
ZZ(γ)H2 CZRX2(γ) CZH2|ψj⟩ |2.

(22)

The closed solution for the gate fidelityFco
cz exceeds the

space constraint. Therefore, we assume small angles θ, ζ.
For the gate fidelity of CZ, we calculate the 16 state
fidelities up to the second order in θ, ζ. If we sum up all
state fidelities and make the small angle approximation for
ζ and θ, we derive the following equation for the coherent
error in CZ decomposition

Fco
cz =

1

16

16∑
j=1

| ⟨ψj |U†
czU

co
cz |ψj⟩ |2

= 1− 0.12 θ2 − 0.13 ζ2 − 0.05 θζ

− 0.02 θζsin(γ)− 0.19 θζcos(γ)− 0.02 ζ2sin(γ)

+ 0.02 ζ2cos(γ) +O(h),

(23)

with h being all terms depending on ζ, θ up to order three.
In contrast to Fco

cp , Fco
cz shows a weak dependency on the

rotation angle γ. Thus Fco
cz consists of small coherent over-

rotation angles θ, ζ coupled to γ with sin(γ)θ and cos(γ)θ.
The numerical results for the CZ decomposition are shown
in fig. 2. In fact, for small σ(ζ), σ(θ) < 0.04π, the depen-
dency on γ is weaker, and we recover the quadratic law

0.
00
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0.059

σ
(θ

)[
π

],
σ

(ζ
)[
π

]

0.005

0.006

0.007

0.008

0.009

0.010

1
−
F
c
o
c
z

FIG. 2: Gate infidelity 1-Fco
cz (colorbar) for the Gaussian

coherent error with standard deviations σ(θ), σ(ζ)
(y-axis) and the rotation angle γ (x-axis). The colorbar

indicates the infidelity: a low value in the red
regime(top-right) corresponds to a low fidelity of 99 %.
The magenta regime’s high value(bottom-left) relates to
a high gate fidelity of 99.5 %. We average over 1000

repetitions per angle and error.

from small error approximation of the cosine like for the
CP decomposition.
The minimum of the gate fidelity is at γ = 0.72π de-
pending on σ(ζ), σ(θ). For example, at this minimum, we
attain a gate infidelity of 0.75 % at a standard deviation
∼ σ(ζ), σ(θ) = 0.054π (2.7 %). The same infidelity we de-
rive at γ = 0 at a standard deviation σ(ζ), σ(θ) = 0.0585π
( 2.9 %). Conversely, if we fix ζ(ζ), σ(θ) = 0.056π, the
gate infidelity is approximately 0.7 % at a rotation angle
of zero. The infidelity is 0.85 % for the same standard
deviation at the minimum of γ = 0.72π. Consequently,
the small rotations angles γ ≈ 0 and the larger ones γ ≈ π
are more error robust against coherent noise than close
to γ ≈ 0.72π. The gate fidelity difference in dependence
of γ is negligible for ζ(ζ), σ(θ) < 0.04π. The gate fidelity
threshold of 99 % is reached for a standard deviation
σ(ζ), σ(θ) > 0.06π. Further, we can simplify eq. (23) to

Fco
cz = 1−θ2(0.3+0.04sin(γ)+0.17cos(γ))+O(θ3), (24)

if we assume ζ = θ. We can use this equation for po-
tential extreme errors in one single ZZ-gate where both
CZ gates face the highest possible error from the Gaus-
sian error distribution. Fig. 3 allows us to estimate the
gate infidelity for high and low standard deviations σ(θ)
depending on the rotation angle γ. As we increase the
standard deviation σ(θ), the variation in the gate fidelity
through the rotation angle γ increases.We plotted here
the analytic function and not averaging over a randomly
picked Gaussian distribution for σ(θ) as in fig. 2. In
this case, we see a shift in the numerical results in fig. 2.
Here we see the opposite side; gate fidelities are higher
for small rotation angles γ than for high rotation angles.
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FIG. 3: plot of eq. (24) for a standard deviation
σ(θ) ∈ [−0.1π, 0.1π] and γ ∈ [−1.5π, 1.5π].

But the overall trend in fig. 3 is the same as for fig 2. We
now turn to the case of a pure depolarizing error for CP,

F de
cp =

1

16

16∑
j=1

⟨ψj |U cp†E(U cp |ψj⟩ ⟨ψj |U cp†)U cp |ψj⟩ ,

(25)
and for CZ decomposition,

F de
cz =

1

16

16∑
j=1

⟨ψj |U cz†E(E(U cz |ψj⟩ ⟨ψj |U cz†))U cz |ψj⟩ .

(26)
Fig. 4 shows the gate fidelity behaviour under the depo-
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p

0.988

0.990

0.992

0.994
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0.998

1.000

F
d
e

Fdecz
Fdecp

FIG. 4: Gate fidelities plotted against depolarizing error
for CP (orange) and CZ (blue) decomposition. The red

line indicates the 99 % gate fidelity.

larizing error for CP and CZ, Fde
cp and Fde

cz , respectively.
To accomplish a fully error-corrected quantum computer,
the available two-qubit gate’s fidelity must be well above

the limit of 99 % [25, 30]. The exact threshold value is
an ongoing discussion. For specific connectivity graphs,
this threshold could also be lower than 99% [31]. Fde

cz

drops below 99% gate fidelity for p > 0.63 %. In con-
trast Fde

cp is more error robust. The threshold value of
99 % is reached for p = 1.25 %. The linear behavior of
Fde

cp = 1− 0.8p follows directly from the definition of the
symmetric two-qubit depolarizing error channel. There is
no dependency on the rotation angle γ. The gate fidelity
for Fde

cp = 1−1.54p is deduced by applying the error chan-
nel twice. After utilizing the channel a second time to the
density matrix, the equation Fde

cz = 1− (3/2)p+ (3/4)p2

is derived. For small error p, the linear scaling will be
achieved. By applying the incoherent error channel twice,
the limit for depolarizing error before crossing the 99 %
line is approximately doubled. In both cases, the single-
state fidelities for all 16 states are equal.
Next, we apply both error models simultaneously to both
ZZ-gate decompositions. Fig. 5 shows the difference
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0.00012

0.00027

0.00042
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0.00087
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−0.0005

∆
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o
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e

=
F
c
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,d
e

c
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−
F
c
o
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p

FIG. 5: Plotting the fidelity difference Fcp −Fcz in
dependency on the coherent error’s standard deviations
σ(ζ), σ(θ) (x-axis) and the depolarizing error P (y-axis).
magenta corresponds to a high advantage of Fcp over Fcz

whereas red correspond to comparable gate fidelity of
both decompositions.

in gate fidelities ∆Fde,co between Fde,co
cp ,Fde,co

cz for co-
herent and depolarizing error. For fig. 5, we set the
rotation angle to a small value of γ = 0.01π to achieve
the greatest F co

cz . The plot shows gate fidelities above
99 %. If σ(ζ), σ(θ) < 0.016 (0.8 %) and p < 0.032%
the difference in the fidelities between both decompo-
sitions is ∆Fde,co ≈ 0.02%. For standard deviations
σ(ζ), σ(θ) < 0.016 ( 0.8 %), p < 0.032% gate fidelities are
of order Fde,co

cz ,Fde,co
cp ≈ 99.8 %. As a result, if we could

suppress the incoherent error and allow for small coherent
over-rotations, there is no advantage from CP over CZ
decomposition. Of course, the circuit depth would double
in the case of the CZ decomposition technique and could
exceed coherence time. On the other hand, the pulse
calibration for different angles for the parametric CP gate
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would also lead to another error source. As hardware plat-
forms achieve small standard deviations for the Gaussian
error model of σ(ζ), σ(θ) < 0.016π, and small depolariz-
ing error p < 0.032%, we can compare both schemes on a
device. If the depolarizing error and the coherent error
increase, we achieve a fidelity difference ∆Fde,co ≈ 0.3%
(fig. 5; purple region). In fig. 5,Fco,de

cp ≈ 99.8% for the

whole error range, whereas Fco,de
cz declines to 99.5% (top-

right corner in fig. 5) for large error rates. Therefore,
the advantage of having a CP decomposition over CZ for
large error rates is numerically proven. By increasing the
incoherent error p > 0.1%, the dominance of the linear
scaling law of the depolarizing error over the squared
scaling of the coherent error would be identified. Thus
the heatmap would change from a radial trend caused by
the influence of σ(ζ), σ(θ) and p on the gate fidelities to
a linear scaling in p direction(y-axis).

VII. INCOHERENT ERROR SOURCES:
DISCUSSING LEAKAGE AND CROSSTALK

In this section, we examine the current state of the
art on crosstalk and leakage errors, and the extent to
which they contribute to the overall error budget from
the previous section.
Our model demonstrates the limitations and conditions
under which the CZ and CP gates perform similarly and
deliver comparable results for QAOA. Previous studies
have extensively investigated leakage errors, which are
included in our error budget for incoherent errors. Specifi-
cally, for the CZ gate in superconducting transmon qubits,
Rol et al. [32] introduced a scheme that suppresses leak-
age error to 0.1 %, achieving an average gate fidelity of
99.1 %. Additionally, Miao et al. [33] showed that by
implementing a surface code on Google’s Sycamore chip,
they reduced the leakage error from 1 % to 0.1 %. These
schemes provide realistic estimates for leakage error, sup-
porting our acceptance of a 0.1 % leakage error in the
incoherent error budget. While the CP gate has not been
specifically analyzed for leakage, its calibration is not
significantly different from the CZ gate. Therefore, we
assume the same leakage error for CP based on the same
architectures with a different calibration. For one-qubit
gates (which are not subject to analysis), current schemes,
such as the DRAG pulse, can reduce leakage errors to as
low as 0.044 %, as demonstrated by Werninghaus et al.
[34].
Crosstalk is another source of incoherent noise that we con-
sider in our error budget estimation. We do not explicitly
simulate its effect, as it requires an analysis that encom-
passes more than a single two-qubit gate. To address this,
we either need to analyze a real experiment or simulate
the entire topology of a quantum device. Nonetheless,
this analysis has been conducted. Arute et al. [35], in
their renowned supremacy experiment, demonstrated how
to handle crosstalk on a real device. They showed that for
CZ gates on the Sycamore chip, the fidelity of an isolated

two-qubit gate achieved 0.36 % infidelity. When measur-
ing the fidelity of all entangled two-qubit gates simulta-
neously, the infidelity was 0.62 %. This indicates that
crosstalk does not significantly affect the gate infidelity
on transmon qubits by orders of magnitude. Furthermore,
in 2022, Winick et al. [36] proposed a scheme to optimize
control pulses for a square lattice of 100 transmon qubits
for CNOT gates, theoretically reducing the crosstalk error
by 1-2 orders of magnitude, making it negligible. Since
the topology remains unchanged for CP gates, we expect
similar results for them as well as for CZ gates, for small-
sized devices with approximately 10-20 qubits. In general,
both the experimental study and the theoretical scheme
suggest that in our error budget for incoherent errors,
crosstalk can be disregarded or, at the very least, does
not increase the error rate significantly.
When considering the scaling of larger qubit systems,
the situation changes. The CP gate often requires fine-
tuned, dynamic parameter control to implement different
phase shifts. This can lead to higher calibration overhead,
especially when maintaining high fidelity in large-scale
systems. Calibrating CP gates on devices with many
qubits becomes more complex because each phase shift
must be precisely controlled, resulting in more compli-
cated parameter tuning. Furthermore, as larger devices
incorporate more qubits and control channels within a
compact space, sensitivity to crosstalk increases, reducing
fidelity due to unintended interactions between qubits.
In contrast, the CZ gate applies a fixed phase shift of
π, making it a simpler, fixed-phase gate with lower cali-
bration complexity compared to the CP gate. CZ gates
are typically easier to calibrate, as they require fewer dy-
namic parameters and often use less time-varying control
(e.g., fixed duration and amplitude). Consequently, CZ
gates can achieve higher fidelities in large-scale devices
because their simpler design reduces the calibration over-
head across the system. Thus, in large-scale quantum
processors, architectures based on CZ gates are less prone
to crosstalk than those based on CP gates.

VIII. COMPARRSION TO EXPERIMENTAL
DATA

To compare our results with real experimental data,
we can use the best available current data. For the CZ
gate, we use the 72-qubit Sycamore chip from Google
Quantum AI [37], which achieves a fidelity of about 99.4
%. Evered et al. [38] report a similar gate fidelity of 99.5
% for CZ gates on a neutral atom quantum device, rather
than superconducting hardware. Additionally, we could
calibrate both the Sycamore chip and the neutral atom
hardware to achieve the same gate fidelity for the CP
gate. Building on Levine et al.’s [39] experiment, Pagano
et al. [40] theoretically showed that a CP gate fidelity
of 99.9 % can be achieved with Rydberg atoms. Despite
these advancements, these two-qubit gate fidelities are
significantly lower than what we require for our study.
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We compare gate fidelities of the order of 99.99 % in the
previous sections. Therefore, to run a real experiment
and obtain comparable results for QAOA, the current
gate fidelities are insufficient. They are too low to make
a meaningful comparison for a circuit and to accurately
distinguish between the influences of coherent and inco-
herent noise, given the dominance of incoherent noise at
present.

IX. ERROR REDUCTION OF TWO-QUBIT
GATES

In this section, we provide an overview from various
perspectives on potential approaches to managing errors
in supercondcuting quantum devices.
Quantum error correction: In advancing our quantum
device, we aim to implement quantum error correction
techniques. The CNOT gate belongs to the Clifford+T
group, which can be utilized as a universal gate set. Sta-
bilizer codes, needed for qubit error correction, have a
natural representation within the Clifford group. However,
implementing non-Clifford gates requires the use of magic
state distillation [41], a process that is both complex and
resource-intensive [42]. The CP gate is a non-Clifford gate,
and its incorporation introduces a significant overhead in
the implementation of fault-tolerant quantum computing,
compared to the CZ gate, which, like the CNOT gate,
belongs to the same equivalence class within the Clifford
group. CZ gate could therefore lead to a less error-prone
fault-tolerant hardware implementation.
Pulse shaping: For the CZ gate, we assume the system
operates at the quantum speed limit (QSL), implying the
gate time is effectively zero. The CP gates, operating
at various phase angles θ and collectively known as the
CP(θ) family, typically correspond to different gate times,
with shorter gate times reducing the qubits’ exposure to
decoherence but potentially introducing higher-frequency
noise due to rapid control changes. CP gates are par-
ticularly sensitive to the high-frequency components of
control signals [43], which can lead to effects such as leak-
age or crosstalk. To mitigate these errors, using smooth
pulse shapes—such as Gaussian or DRAG pulses—rather
than square pulses, helps to minimize high-frequency com-
ponents in the pulse spectrum, thereby reducing leakage.
Thus, an effective pulse-shaping strategy for CP gates
involves optimizing the pulse to minimize errors while
maintaining a reasonable gate time. For example, slightly
stretching a Gaussian pulse can reduce high-frequency
noise without extending the gate time beyond the qubit’s
coherence time. So we can make the whole CP(θ) family
more error robust by adjusting the pulse shapes. We
recommend the strategies of Rimbach-Rus et al. [44].
Post-selection methods: One potential strategy for error
mitigation is the use of post-selection methods. However,
we advise against employing these techniques for super-
conducting qubits, where CZ and CP gates are natively
available. Post-selection methods typically involve the use

of ancillary qubits to enhance error detection and flagging.
By entangling these ancillary qubits with the computa-
tional qubits, one can effectively monitor for errors during
computation, facilitating the decision to discard specific
outcomes during the post-selection process. While super-
conducting systems can incorporate ancillary qubits, their
short coherence times limit the efficacy of this approach
compared to ion trap-based quantum computers for in-
stance.
Composite pulse sequences: In our studies, we assume the
application of established techniques, specifically compos-
ite pulse sequences, to enhance gate fidelities by mitigating
various sources of error. We recommend employing the
approach developed by Calderón-Vargas et al. [45] to ef-
fectively reduce coherent systematic logical errors, such as
those arising from low-frequency noise and the over- and
under-rotation of qubits. The BB1 variant for two-qubit
gates is particularly advantageous for improving coherent
overrotations.

X. CONCLUSION

We showed that the decomposition of the ZZ-gate into
CP gate achieves greater gate fidelities compared to the
CZ-gate decomposition in both incoherent and coherent
error channels. By suppressing the depolarizing error
below 0.03 % and having a coherent error in the range of
1%, both gate decompositions deliver comparable fidelities
and could be used especially in the case of variational
algorithms. The variational algorithm could deal with
the coherent error due to the optimization process. For
a coherent over-rotation θ > 0.04π, the gate fidelity in
the CZ decomposition depends on the rotation angle γ.
For ζ(θ), σ(θ) = 0.054π, the gate fidelity differs by 0.1%,
which is significant concerning the quantum threshold
theorem where a difference around 0.1% could make a
difference of 1000 physical qubits per logical qubit [25]. A
fixed two-qubit gate like CZ in combination with single-
qubit gates designed by virtual Z gates could lead to a
significant calibration reduction and less errors on pulse
level. When the coherent over-rotation angle is below
θ < 0.016π (0.8 %) and the incoherent error is suppressed
below 0.03 %, we recommend CZ with virtual Z gates. To
execute QAOA effectively, we recommend using the CZ
decomposition for a short circuit depth and low incoherent
error below p ≤ 0.03%. Additionally, based on Marshall et
al. [46], we anticipate that deviations in the expectation
value of QAOA will remain below 1 %.

ACKNOWLEDGMENTS

The authors acknowledge funding, support, and compu-
tational resources from German Aerospace Center (DLR)
and the Forschungszentrum Jülich. Furthermore, we ac-
knowledge funding from QSolid funded by the Federal
Ministry of Education and Research (BMBF). We also

Page 8 of 11AUTHOR SUBMITTED MANUSCRIPT - QST-102688.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



9

acknowledge funding from AQUAS and QUASIM, both
funded by the Federal Ministry of Economic Affairs and

Climate Action (BMWK). We acknowledge useful conver-
sations with Alessandro Ciani and Tim Bode.

[1] P. W. Shor, Polynomial-time algorithms for prime factor-
ization and discrete logarithms on a quantum computer,
SIAM J. Comput. 26, 1484–1509 (1997).

[2] L. K. Grover, A fast quantum mechanical algorithm for
database search, in Proceedings of the Twenty-Eighth An-
nual ACM Symposium on Theory of Computing (Asso-
ciation for Computing Machinery, New York, NY, USA,
1996) p. 212–219.

[3] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C.
Bardin, R. Barends, R. Biswas, S. Boixo, F. G. S. L.
Brandao, D. A. Buell, B. Burkett, Y. Chen, Z. Chen,
B. Chiaro, R. Collins, W. Courtney, A. Dunsworth,
E. Farhi, B. Foxen, A. Fowler, C. Gidney, M. Giustina,
R. Graff, K. Guerin, S. Habegger, M. P. Harrigan,
M. J. Hartmann, A. Ho, M. Hoffmann, T. Huang,
T. S. Humble, S. V. Isakov, E. Jeffrey, Z. Jiang,
D. Kafri, K. Kechedzhi, J. Kelly, P. V. Klimov, S. Knysh,
A. Korotkov, F. Kostritsa, D. Landhuis, M. Lind-
mark, E. Lucero, D. Lyakh, S. Mandrà, J. R. Mc-
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