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A Scalable Data-Driven Agent-Based Model for Sim-
ulating the COVID-19 Pandemic

Implementation and parallelization for an agent-based model with realistic re-

production of human mobility and contact behavior
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Background Methods
Agent-based models offer great customizability and Mobility-based agent-based model with households, schools,
can model a pandemic setting in great detail workplaces and other locations
A fine time resolution and large populations can lead Shared memory parallelization for single simulation runs
to computationally expensive simulations Shared and distributed memory parallelization for multiple

simultaneous simulation runs

Overview of the Model
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Population Size

Multiple simulation runs were parallelized on an inter-node level in a recent preprint (in order to
parametrize the model parameters to real-world data)

For this we ran up to 2592 concurrent simulation runs on 27 nodes with each 128 cores

This allowed us to run 85 536 simulation runs in under eight hours

Our Recent Preprint
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