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Abstract—Currently, there is already a shortage of air traffic
controllers in some areas to adequately manage traffic. With
rising demand in air traffic, this will likely further intensify in
the next years. Increasing the level of automation of controller as-
sistant tools could help mitigating this problem. However, higher
automation harbors the risk of losing situational awareness and
skills of the human operators. We present a prototypical system
fully automating ground air traffic management and describe the
technical details. Some features are presented that were added to
the user interface to help air traffic controllers adapting to the
changed workflow and reducing the loss of situational awareness.
The prototype is able to run fully automatically in a predefined
environment with a human supervisor. An outlook is given on
human-in-the-loop trials with air traffic controllers that evaluate
further steps on how to adapt the grade of automation to reduce
risks of a loss of situational awareness and skills.

Index Terms—Air Traffic Management, Ground Traffic Man-
agement, Automation, Genetic Algorithms, Situational Awareness

I. INTRODUCTION

Since the end of the Covid-19 pandemic, demand for air
traffic has been rising drastically. In many areas, pre-pandemic
levels are already reached and forecasts predict further growth
[1] [2]. Furthermore, air navigation service providers (ANSPs)
are already struggling to provide enough air traffic controllers
(ATCOs) to handle the traffic demand adequately [3]. This
problem will become more serious as it might become harder
to find enough suitable trainees to replace retiring ATCOs.
One possible solution to the problem is automation; either
by substitution of single ATCO roles or by task sharing of
the ATCO with (automation-)systems to enable one ATCO
managing traffic for which currently multiple ATCOs are nec-
essary [4]. However, automation leads to new challenges like
reduced situational awareness (SA) of the human controllers or
the inability to take back control quickly when an automated
system reaches a state that cannot be handled without human
intervention [5]. This has to be considered when developing
automated systems.

In recent years a lot of research has been conducted in trying
to enable ATCOs to handle higher traffic loads by developing
assistance tools like arrival managers (AMAN) [6], departure
managers (DMAN) [7] or surface managers (SMAN) [8] [9].
These tools assist ATCOs for example by proposing optimized
aircraft sequences, automated conflict detection, improved
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aircraft localization and in other ways. Some researchers go
even as far as trying to completely automate certain simple
ATCO tasks or developing an Al assistant or digital controller
[10] [11]. A big part of this automation research is the human
factor side considering SA, trust in automation or legal aspects
and certification of automated tools [5] [12] [13].

We aimed to push the automation even further than most
other research by enhancing the DLR surface management sys-
tem TraMICS (Traffic Management Intrusion and Compliance
System) [14] to a fully automated controller working position,
called AutoTraMICS. Full automation is the absolute limit of
automation and will not be operationally feasible for some
years [15]. Nevertheless, we chose this level of automation
as target for our prototype to examine this edge case. In
doing so we intend to find out what the major problems
to build systems that approach a full automation as far as
reasonably possible are and to gather feedback during tests and
validation. We chose the ground air traffic controller position,
which we deem the most appropriate for this edge case, since
the aircraft can stop moving in safety critical situations and
therefore a problem in the system would not have as severe
consequences as at other controller working positions where
flights are airborne. Even though the AutoTraMICS can run
fully automatically, we intent to have an ATCO to supervise
the decisions of the system and intervene in case it runs into
a situation that it cannot handle or for safety critical actions
like runway crossings. In general, the role of the ATCO shifts
from an active position to a passive observing position. To
enable the observing ATCO to maintain the necessary SA
some features were added to the human-machine-interface, for
example a system state and notifications about future actions.

This work outlines the environment and assumptions to en-
able this fully automated approach and describes the important
technical details of the prototype. A special focus is put on
the features intending to help the ATCOs maintain SA in
the new supervising role. Human-in-the-loop trials with the
AutoTraMICS in a real-time simulator are prepared, for which
a detailed evaluation will be published in the future.
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II. PREREQUISITES AND SCOPE
A. Level of Automation

To defined the term “full automation” in the context of
this paper, we classify the level of automation (LOA) of
typical operational ground traffic management systems, in
relation to our previous SMAN prototype (TraMICS) [14] and
our current proposed system (AutoTraMICS). To do such a
classification, different taxonomies for the level of automation
exist in the literature [16]. The Single European Sky ATM
Research (SESAR) joint undertaking defined such a taxonomy
specifically for ATM in their European ATM masterplan [4].
Fig. 1 shows an overview of this taxonomy. We decided to ap-
ply this one for two reasons: Firstly, the levels are defined by a
differentiation between the four tasks information acquisition,
information analysis, decision selection and implementation
of actions. Each of these tasks plays a different role in the
different systems that are compared in this paper. Secondly, it
eases the contextualization of our work with other European
research.

Operational ground traffic management systems usually
consist of a ground traffic situation display and a flight
strip display. They display flight plan information, the cur-
rent position of the aircraft on the airport and sometimes

currently active stop bars. More advanced systems integrate
more information into the traffic situation display like the
clearances given to the aircraft, weather data and similar useful
information. They do not generate any proposed solutions to
problems or make decisions. This means, these systems can
be put in the category of “low automation”, Level O of the
taxonomy proposed by SESAR. The human has to implement
all actions manually and the system assists him only by making
relevant information available.

The DLR surface manager TraMICS [14] contains more ad-
vanced assistance functions. The major advantage as opposed
to current operational systems is the generation of possible
solutions. These solutions include proposed trajectories that
are conflict free, optimized and adapted in real time. The
trajectories are presented to the ATCOs and they can decide
whether they follow the trajectories or change them. According
to the chosen taxonomy such a system would fit best to
the “task execution support” level 2 of automation, since the
human still has to give all commands via radio communication
to the aircraft.

Additional to these functions, the AutoTraMICS will now
select and implement the generated solution automatically and
send the commands directly to the aircraft. Depending on the
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Fig. 1. Levels of automation as defined in the SESAR European ATM Masterplan [4].
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system’s configuration this can be done for all tasks or for
predefined tasks; details will be described in section II-B. The
system is designed to enable supervision, so the ATCOs can
monitor the system and intervene if they notice a safety risk or
disagree with a system’s decision. Depending on the system’s
configuration, the AutoTraMICS would either fall into the
category “full automation” (level 5) or “high automation”
(level 4) according to the applied taxonomy.

B. Simulation Environment and System Configuration

The AutoTraMICS is integrated with the real-time human-
in-the loop simulation software NARSIM [17] in the DLR
ATS360 simulator (cf. Fig. 2), which allows a flexible config-
uration of the controller working position while providing a
360° outside view [18]. We chose a slightly adapted version
of Hamburg Airport as ground topology. On the one hand,
it is an averagely sized airport and is therefore representative
for many other airports and on the other hand, it contains
some interesting challenges with its crossing runway system
and a tight main apron (cf. Fig. 3). We included two controller
working positions in the simulation: Tower and Ground. The
Tower position handles arriving and departing aircraft until
they leave or enter the runway, as well as runway crossings.
The Ground position manages the remaining air traffic on the
ground. As described above, we selected the Ground position
to apply our automation system.

As mentioned before, there are different stages of automa-
tion configurable for the AutoTraMICS: a) full automation
mode; b) high automation mode and c¢) manual mode. In the
full automation mode, everything will be done by the system.
Clearances are automatically given according to the planning
and corresponding commands are sent to simulation pilots via
data link. The commands can even be sent directly to the
simulator, which bypasses the simulation pilots and therewith
a human factor. In the second mode, high automation, the
ATCO still has to perform some safety critical tasks manually.
In our setup these tasks are runway crossings, which have to
be coordinated with Tower, and the resolution of conflicts for
which the system could not find a solution, e.g. a deadlock
due to pilot mistake (cf. section III-B). Everything else will
be carried out as in the full automation mode. The high
automation mode is used for validation and most of the

Fig. 2. The DLR Apron and Tower Simulator ATS360 [18].

remaining paper will refer to that mode. The high automation
mode includes using simulation pilots for realistic reaction
times to given commands. Furthermore, the AutoTraMICS can
be switched from any automation mode into manual mode by
the ATCO. In the manual mode, the system will fall back to
Level 2 of the SESAR automation taxonomy, which represents
a switch back to TraMICS. Optimized trajectories are still
generated and proposed to the ATCO, but clearances have to be
entered manually and advised via radio communication. This
feature is an emergency shutdown of the automated mode, in
case the system runs into severe problems.

C. Relevant Systems

To enable a fully automated ground air traffic management
many factors and systems need to be available and work
together reliably. The following list contains the important
components essential to make an automated system opera-
tionally feasible. Each paragraph provides a short description
of a component and how it is handled in the AutoTraMICS.

a) Algorithms: The foundation for an automated ground
air traffic handling needs to be a fast and robust trajectory
[optimization] algorithm. Such an algorithm calculates precise,
conflict free taxi trajectories for each active aircraft. Further-
more, the trajectories have to adapt to changing conditions
immediately, e.g. route deviations. Additionally, conformance
monitoring algorithms and a fast and precise conflict detection
triggering necessary re-calculations of trajectories are manda-
tory. The algorithms used in the AutoTraMICS are described
briefly in section III-A and in detail in [14].

b) Data: To enable the algorithms calculating the tra-
jectories, data is needed. Base information like the planned
stand and take-off/landing runway are needed as start and end
point of the taxi trajectories, as well as planning data, like
reliable landing and off-block times. Off-block times depend
on different factors like passenger boarding, aircraft re-fueling
or baggage handling and can change on short notice. Today the
uncertainties of the off-block time can already lead to an in-
ability to follow the planned departure sequence and therefore
to suboptimal traffic throughput [19]. For an automated system
it is even more important to have well maintained off-block
times (as well as landing times) to stabilize the planning results
and reduce the number of re-plannings. Since our prototype
runs in a simulation environment, this problem does not occur.

To update the trajectories while the aircraft move on the
ground, position data is needed. This data needs to be precise
and available in real-time. Based on this data the system
can detect whether the aircraft comply with the planned
trajectories. Otherwise the trajectories need to be updated and
possibly re-optimized, since conflicts or other conditions have
changed. In our simulation environment the position data is
available reliably, precisely and is updated each second.

An optional enhancement for an automated ground handling
system would be to couple other planning systems like arrival
managers (AMAN) or departure managers (DMAN) with the
system. This could improve the accuracy of the relevant
planning times and with that increase the precision of the

Authorized licensed use limited to: Deutsches Zentrum fuer Luft- und Raumfahrt. Downloaded on November 27,2024 at 11:08:20 UTC from IEEE Xplore. Restrictions apply.



planned ground trajectories. There has been research how such
planning systems could be coupled with surface management
systems [9]. Therefore, this will not be further examined in
this work. For our prototype we simulate AMAN and DMAN
systems by using precise simulated arrival times and a simple
departure sequencing based on departure spacing.

c) Technical Infrastructure: One major change in our
system is the way how clearances are given to aircraft.
Nowadays the majority of ground air traffic communication is
handled via radio. In the automated mode the AutoTraMICS
sends commands as digital messages. This means either there
needs to be a system that can send commands fast, reliable and
secure digitally to aircraft and display them in the cockpits, or
the commands need to be transformed to speech and sent via
radio. For the first option something like the controller pilot
data link communications (CPDLC) system could be used. A
problem is, that CPDLC messages still have some delay until
they arrive at the aircraft and until the pilot notices and reacts
to them [20]. Since the ground trajectories are planned with
only small time margins, a faster communication system would
be necessary. Converting the commands to speech would be
possible with a text to speech tool, for which advances were
made in recent years [21]. In our simulation environment, the
commands are sent to the pseudo pilots, therefore this topic
is not examined further in this work.

d) Ground Controller Working Position: Even though we
aimed for a fully automated system initially, a supervisor is
still needed, since air traffic management is a safety critical
environment and the system is not yet perfectly reliable. The
ATCO needs to ensure that the system makes no mistakes
and intervene if necessary. To enable such an intervention and
supervision it is important to have a controller working posi-
tion that supports this task. This becomes especially important,
since with higher automation the SA of operators might
dwindle, along with other problems [5]. Features to counteract
these problems include notifications about commands that will
soon be given to the aircraft, warnings for non-conformances
and a system state that supervises whether the automated
system is still able to handle the current traffic situation.
A detailed description about these features can be found in
section III-C.

e) Human Component (ATCO): As mentioned above,
an ATCO as supervisor will still be necessary even for
our automated prototype. However, this ATCO will have a
different role than today. Nowadays the ground controllers
at most airports need to do everything manually, starting at
planning of the optimal taxi routes and sequence up to issuing
the clearances to the pilots via radio. If an automated system
would ever be deployed operationally, it would be important to
gain the trust and acceptance of the ATCOs. These points are
detailed in section IV. To gather more information, validation
trials with the AutoTraMICS are performed in a human-in-
the-loop simulator.

f) Human Component (Pilot): Airports are experiment-
ing with electrically towed taxi on the ground [22], which
could be done by automated vehicles. In that case, pilots

would not be relevant for the main part of the taxi phase.
But as in near future, pilots will still control taxiing aircraft
at most airports, the automated system needs to interact with
pilots. When the interaction between the ATCO and the pilot
changes from the auditory to text messages, there might be
challenges regarding the communication, which need to be
resolved (cf. paragraph II-C c). Another factor is the delay
caused by pilots implementing the received commands. They
need a few seconds to notice and react to new commands
and sometimes even more for the follow up, e.g. if they are
occupied with another task or are not yet ready. This delay
can challenge the planning, e.g. if it exceeds a time window
where after the trajectory might not be conflict free any more.
This means it is necessary that the planning system considers
this possible delay and adapts in case the delay exceeds the
time window.

For the human-in-the-loop simulation trials using the high
automation mode, pseudo pilots are briefed to follow the com-
mands received as text messages or use radio communication
as fallback solution. Similar to real pilots they will introduce
delay. Additionally, they are tasked to make scripted mistakes
to increase the external validity and to analyze the reaction of
the system and the ATCO using it.

g) Other Ground Traffic: Aircraft are not the only traffic
on the ground at airports. There are also vehicles like push
back trucks, fuel trucks, baggage carts, passenger busses or
maintenance vehicles. These vehicles should not, but can
interfere with aircraft movements, especially when taxiway or
runway checks are performed. For these reasons and for safety
concerns, the positions and the plans of these vehicles would
need to be available in an automated aircraft ground traffic
management system at all times. Since our prototype runs in
a simulator and we did not want to put the focus of the work
on the additional ground traffic, we ignored it by intent in the
current version of the system.

III. TECHNICAL DESCRIPTION OF THE PROTOTYPE

After the relevant systems are described and tailored to our
use case and simulation environment, the following sections
describe our implementation.

A. Algorithms

The main algorithm behind the AutoTraMICS is a genetic
algorithm that generates and optimizes the aircraft taxi trajec-
tories. This heuristic optimization algorithm can find globally
conflict free solutions in real time. Trajectories are calculated
in two steps: First the shortest route from the stand to the
closest runway entry (or vice versa for arrivals) is calculated
with a modified A* algorithm and enhanced to a trajectory
by adding expected times at each route point. These times
are calculated based on an expected speed, the route length
and the earliest possible trajectory start time. For arrivals the
best available landing time (base case: estimated landing time;
ELDT) is used and for departures the estimated or target off-
block time (EOBT/TOBT), or the target take-off time (TTOT)
is used, depending on the availability. In case the aircraft is
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already taxiing, the trajectory is calculated based on the last
known position and the current time. In the second step, these
trajectories are adapted to resolve any conflicts with other
aircraft. This can be done by changing the holding duration at
any point, changing the route, or even changing the planned
taxi speed of the aircraft. The solutions are generated and
improved by the genetic algorithm in multiple calculation
iterations and then evaluated and selected based on a highly
configurable penalty function. This function considers many
factors, for example the number of holds, the taxi duration or
the route length. With the configuration of the penalty function
it can be controlled what kind of solutions the system will
generate by changing the weights of the various factors. The
selection of these weights has an influence on the quality and
properties of the generated trajectories, for example if it should
be more environmentally friendly or maximize throughput. To
select a fitting set of weights, regular testing and parameter
tuning was necessary. To accelerate this process, the full
automation mode described in section II-B was used. The
system was run nightly multiple times without intervention.
Trajectories that were generated in these nightly runs were
analyzed and compared for different weight settings to find
appropriate settings.

To supervise whether the aircraft follow the planned trajec-
tories, the AutoTraMICS also has a conformance monitoring
module. This module compares the received position and
movement of all aircraft at all times with the planned trajecto-
ries. If any aircraft deviates either temporally or spatially from
the planned trajectory by a configured margin, the trajectory
is re-calculated. This ensures that no new conflict is developed
in the global traffic situation due to the trajectory deviation.
To allow these regular re-calculations, the algorithms have to
be performant. Especially the conflict detection needs to be
highly optimized, since it can be called thousands of times in
each trajectory calculation, to check if calculated solutions are
conflict free. An in-depth description of the technical details
and an analysis of the performance and reliability of these
algorithms can be found in [14]. Some further evaluation of the
configuration capabilities of the penalty function are described
in [23]. Additionally, the conformance monitoring is described
in more detail in [24].

B. System Monitoring

The genetic algorithm described above, is non-deterministic
and might not always be able to find a conflict free solution.
This might, on the one hand, be due to limitations that do not
allow a conflict free solution to exists (e.g. in case two aircraft
are in a deadlock position), or because the traffic situation is
too complex and the algorithm had to stop the search for a
viable solution due to time constraints. In the latter case, the
algorithm is often able to still find a solution in a second
or third optimization run before the conflict would actually be
imminent. Nevertheless, the possible existence of non-conflict-
free solutions could be a major problem in the full automation
mode and severely reduce the trust of the human in the high
automation mode. For that reason, a new module was added

that supervises the system and is able to detect any problems
in the generated trajectories. These problems include not only
unresolved conflicts, but also incomplete or broken routes.
When such a problem is detected, the system monitoring
module generates a warning to be displayed on the ATCO’s
HMI and a request is sent to the trajectory generator module
to fix the affected trajectory. Problems that cannot be resolved
automatically are collected in a global system monitoring state.
This state is displayed on the ATCO’s HMI as well, intending
to help the human user to understand the current system
health at one glance. Additionally, the current problems are
classified based on their type, the current state of the flight
(e.g. moving/parking) and the expected occurrence time of
the problem. With these factors a severity is calculated for
each problem. The weights of these factors can be configured
to select which problems shall have a larger impact on the
overall system state. Based on a correlation of the severities
of all system monitoring alerts, the global system state is
generated and displayed with a traffic light encoding. TABLE
I shows the meaning of the different system monitoring states
and recommended behavior of the human controller.

In case the system monitoring detects an unresolved conflict
in the near future (i.e. less than one minute) the flights that are
affected by the conflict will receive an immediate hold position
command, to prevent a possible collision. The AutoTraMICS
will choose which flight should stop by analyzing the situation.
For example, if one of the flights is currently parked and
would cause the conflict by starting to move in the way of
the other flight, the parked flight will receive the hold position
command. If both flights move towards a crossing, the flight
that will reach the crossing first will be allowed to continue and
the other flight will receive the hold position command. In case
of a deadlock conflict, i.e. the flights move towards each other
and there is no taxiway available to avoid the conflict, both
flights are stopped and the human operator needs to resolve the
situation. With these advised hold position commands, there
should never be an actual collision between aircraft, as long
as the correct position data is available and the pilots follow
the commands.

TABLE I
THE GLOBAL SYSTEM MONITORING STATES, THEIR MEANING AND
RECOMMENDED BEHAVIOR OF THE HUMAN ATCO.

State Meaning Recommended behavior

Green No critical problem de- | No intervention from the
tected. No safety risk. human necessary.

Yellow Multiple small or few | Close monitoring of prob-
large system problems | lems recommended. Inter-
detected. No immediate | vention if deemed neces-
safety risk, but danger of | sary by human.

a developing risk.

Red Critical system problem(s) | Immediate intervention by
detected. Safety can no | human controller neces-
longer be guaranteed by | sary.
automated system.
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Fig. 3. A screenshot of the user interface of the AutoTraMICS. The largest part of the display is used for the traffic situation display. On the right side, the

system monitoring state is displayed.

C. User Interface

A general observation in the literature is that the higher
the level of automation of a system, the worse the SA of
the human operator [5]. A loss of SA can lead to problems
as the operator might for example miss dangerous situations
or they might not be able to take back control from the
system if necessary (out-of-the-loop problem). To mitigate
these dangers, some adaptions to the user interface were done.
The resulting user interface is displayed in Fig. 3 and TABLE
IT contains descriptions and examples of various features that
were added to assist the ATCO in understanding the system
or intervening in the automation.

D. Pilot Communication Interface

To enable the automated communication of the system
with the pilots, it is necessary to convert the generated taxi
trajectories into pilot commands. For this the trajectory and
the current position of each aircraft is continuously analyzed.
At various stages of the trajectory, the AutoTraMICS will
then generate commands, that can either be sent directly
to the connected simulator to enable a complete automated
simulation, or to a pseudo pilot display for realistic delays.
The following list of commands can be generated:

o Start up

o Push back into [taxiway] facing [direction]

o Taxi to [target taxiway, stand or runway holding point]
via [list of taxiways]

o Cross runway [runway name]

e Line up [runway name]

o Cleared for take-off [runway name]
o Contact [position name or frequency]
e Hold Position

o Disregard

Even though the system is capable to send cross runway,
line up or take-off commands automatically in general, this
is out of scope in our validation setup. As mentioned in
section III-A, the AutoTraMICS runs only for testing in full
automation mode, where a simple runway occupancy and
separation calculation is used, which might not follow all
separation and safety rules. In any other simulations, the
system only runs in high automation mode, where the use
of runways still has to be managed and cleared by a human
ATCO.

When a trajectory is re-calculated, the last given command
might change (taxiways to be used or push back direction) or
be invalidated. In that case an update of the command, or a
disregard command is sent to the pilot.

Additional to the automatically triggered commands, the
AutoTraMICS also sends commands when the ATCO man-
ually enters flight clearances into the user interface. This way
the human can intervene in the automation without using the
radio.
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TABLE 11

DESCRIPTIONS AND EXAMPLES OF SOME FEATURES IN THE USER INTERFACE TO HELP THE HUMAN CONTROLLER TO MONITOR THE SYSTEM OR
INTERVENE IN THE AUTOMATION.

Feature

Description

Example

Aircraft
clearances

Possible clearances of aircraft are displayed at the
bottom of their track label with symbols. When a
clearance was given to the flight, it is marked in
green. The symbols can also be clicked to give or
revoke the clearance manually. In both automation
modes the corresponding commands are then directly
sent to the pilots. Fig. 4 shows an example for a de-
parture (blue label) and an arrival (purple label). For
departures start up, push back, taxi and hold position
clearances are available. For arrivals taxi, crossing,
continue taxi after crossing and hold position. Cross-
ing clearances are only available for arrivals, because
in the example configuration, runway 23 was used for
arrivals and runway 33 for departures. That means a
crossing is required for arrivals to reach the main
apron, but for departures no crossing is necessary.
Furthermore, given movement clearances are re-
flected in the route visualization, which is displayed
when a flight is selected. The cleared section of the
route is displayed in a vibrant orange, the not-yet-
cleared part of the route is displayed in a more
transparent orange. Grey parts of the route were
already passed by the flight. Via the route, more
precise taxi clearances can be given as well, to
represent more flexible clearance limits. The taxi
clearance can be limited to each circle on the route.
In case a hold is planned at such a point, the circle
is displayed in blue (cf. Fig. 4, Fig. 6)

Fig. 4. Clearances displayed in the user interface for a departure (blue label)
and an arrival (purple label). The cleared route is displayed in orange for the
selected flight DLHIM.

Action
imminent

Before the AutoTraMICS sends commands to the
pilots, a colored ring is displayed around the position
marker of the flight. Fig. 5 shows some examples
for this. Flight SAS648 has a dark purple ring,
which means the system will soon send a movement
command. The flight SAS161 has a light purple
ring, which means the start up command will be
sent. Flight DLHO17 has no color, which means no
command will be sent in the near future. The rings
can also have a blue color, which means the flight
should stop moving in the near future. The color of
the ring is given 30 seconds before the command is
sent. At the beginning of that time window, the color
is displayed more transparently and becomes opaquer
the closer the command comes. Directly before the
command is sent, a white ring is added on the outside
to make it even more distinguishable (see SAS648 in
Fig. 5). The rings are removed as soon as the flights
start to follow the command, i.e. when they start or
stop moving or when the start up command is sent.

SAS161
10:35 CRJS
DLHe17

Fig. 5. Different markers for imminent actions of the system. The AutoTraM-
ICS will soon send a movement command for flight SAS648 and a start up
command for flight SAS161.

Hold
enforced

In case the system monitoring detects an unresolved
conflict in the near future, one or both affected flights
are stopped to prevent a safety risk. To display that,
hold position (hand symbol) is set to green in the la-
bel. Additionally, the ring around the position marker
of the flight is colored yellow (see Fig. 6). Yellow
was chosen since it is commonly used as warning
color and should therefore draw the attention of the
controller to the affected aircraft.

Hold position can also be issued manually by the
ATCO by clicking the hold position symbol in the
label. When such a hold is given automatically to
prevent a conflict, it is also automatically removed
when the conflict is resolved. When the hold is given
manually, it can never be removed automatically
by the system and needs to be removed manually
instead.

Fig. 6 also shows that conflict cones are displayed
when two flights move too close towards each other.
The shape and size of these cones is based on the
current taxi direction and speed of the flights. This
should help to catch the attention of the ATCO and
to better assess the severity of the situation.

EWG1e1

@:3

DLH1AT

Fig. 6. A hold position command was given to flight EZY25BP, because a
conflict was detected with the Flight EWGI101 in the near future. Conflict
cones are displayed based on the movement of the flights.
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Route
changed

The AutoTraMICS might change planned or even
already cleared routes of a flight to either avoid a
possible conflict, or when the conformance monitor-
ing detects, that a flight deviates from the planned
or cleared route. In either case the system informs
the human about the route change by coloring the
ring around the position marker orange. Additionally,
two buttons appear at the top of the label to accept
or reject the route change. In case the system runs
automatically, the route change is accepted after ten
seconds by default. When the ATCO selects the
aircraft while the system is showing the route change
information, the cleared section of the old route is
displayed additionally to the newly proposed route.
The old cleared route is displayed in a transparent
yellow and the newly proposed route in orange, as
usual. This can be seen in Fig. 7, where the flight
was originally cleared via the southern taxiway G
but took the northern taxiway D1 and the system
proposed a new route via D1.

Fig. 7. The AutoTraMICS proposed a route change due to a deviation from
the cleared route. The previously cleared route is marked in yellow.

System
monitoring
state

The system monitoring state, described in section
III-B, is displayed in a column on the right of the
display. At the top of the column, the global system
state is displayed with a traffic light encoding and the
total number of detected problems. Below, a strip
is shown for each active (i.e. in the scope of the
trajectory planning) flight in the system. Whenever
the planning has a problem with a specific flight,
this is displayed in the related strip. In the exam-
ple (Fig. 8), there is an unresolved conflict in the
planning between flights KLM825 and SAS2646 that
would occur at 10:38 (current time is not visible in
this image section, it is 10:36) and furthermore, the
route of flight SAS2646 is incomplete. The flight
specific problems also have a background color,
fitting to their severity. The conflict alerts in the ex-
ample have a high severity and are therefore colored
red. The incomplete route alert is colored green due
to its low severity. The global system monitoring
state is yellow in this example, since the conflicts
have a high severity and a close monitoring of these
alerts is encouraged. The system still expects to be
able to resolve the occurred problems safely without
intervention of the human and did therefore not yet
enter the red state.

@ 3 System Warnings Detected

- EWG7531

- GWI7083
161
- DLH2079
A - K

SAS2646

A S 46 INCOMPLETE
KLM825 10:38

Fig. 8. The system monitoring state display. The global state is yellow in
this example and three flight specific problems are shown.

Automation
button

When the system is running automatically, the ATCO
has the ability to stop the automation at any time
and change to the manual mode of the system. This
way the ATCO can take back full control in case
the system seems to have critical problems or the
ATCO does not trust it for some reason. Since this
button might especially be important in emergency
situations, it was vital to make it as visible as
possible and at the same time it should not be
too distracting. Therefore, a large button with high
contrast to the background was added to the top right
that can be used to disable the automation mode (see
Fig. 9). When the automation mode is disabled, the
button text changes to “Start Automatic Mode” and
the button can be clicked again to leave the manual
mode and re-enable the automation.

Stop
Automatic
Mode

Fig. 9. The button to stop the automation mode.

Conformance
alerts

The conformance monitoring module informs the
ATCO about non-conformant behavior of flights by
displaying warnings next to aircraft labels. The most
important warning types are NO CLR (flight moved
without clearance, cf. Fig. 10) and ROUTE DEV
(flight is deviating from its cleared route, cf. Fig. 7).
The warnings are displayed in a white box, which
is in high contrast to the background and the la-
bel colors. This was done deliberately to catch the
attention of the controller faster. The warnings are
automatically removed when the cause is obsolete.

Fig. 10. A conformance monitoring alert is displayed for a flight pushing
back without clearance.
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IV. DISCUSSION AND NEXT STEPS

Pre-validation tests have shown, that the system, imple-
menting the automation concept, works well in the simulation
environment. Human-in-the-loop validation experiments with
air traffic controllers are scheduled in June 2024, where both
the AutoTraMICS and TraMICS will be used. This will deliver
feedback and deeper insights into the potential and problems
of the system. However, the concern, that the automation will
always need human supervision to stay safe and efficient in all
situations is already raised. One reason is, that the algorithms
of the AutoTraMICS are heuristic and non-deterministic and
can therefore not guarantee optimal and conflict free solutions
under all circumstances. As mentioned before, this role shift
from control to supervision harbors the risk of a loss of SA of
the ATCO. To mitigate these risks, the features described in
TABLE II were added into the system. Furthermore, the usage
of the high automation mode instead of the full automation
mode should alleviate this risk somewhat: The human still has
some tasks on which they need to concentrate and is thereby
most properly kept in the loop.

Whether the developed enhancements for the user interface
and the system monitoring module are sufficient to support
the human ATCO in performing the new role reliable without
a loss of SA, will be analyzed in the validation trials. Another
aspect must be kept in mind: If the ATCOs use the automation
24/7, their skills decrease or even vanish without further day-
to-day training. To evaluate if this problem exists in the
AutoTraMICS, longer studies would be necessary to give the
participants a chance to get more accustomed to the system
and analyze the long-term effects on their skills.

Studies in other research areas have shown, that systems
with a human-autonomy teaming (HAT) can not only out-
perform manually operated systems, but also fully automated
systems, while at the same time reducing the loss of SA or
skills [25]. A similar concept might also be advantageous for
ground air traffic management. Such a partly use of automation
may be an improved solution to cope with the potential lack
of ATCO personnel as well as maintaining the training level
and the SA of ATCOs. The validation experiments will also
provide a first impression answering the question how tasks
could be shared between the human ATCO and the system
for such a HAT. This will indicate the direction of further
work, where the concept and the adaption of the AutoTraMICS
system for an efficient human-autonomy teaming will be
targeted.
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