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Abstract—Critical Maritime Infrastructure (CMI) such as
ports, underwater pipelines, and offshore platforms are essential
for the security of supply of a state. However, growing reliance
on CMI brings security risks from potential attacks. This
paper reviews recent academic approaches for security threat
analysis, which utilize methodologies for the development of
scenarios and quantification of outcome likelihood. Building on
these works, a framework is proposed to optimize surveillance
and improve situational awareness for CMI with emphasis in
offshore infrastructures. The methodology offers the option of
enabling Modeling and Simulation (M&S) tools to simulate
threat scenarios and test sensor configurations. Specific criteria
that an M&S tool must satisfy are outlined, including Monte
Carlo analysis, comprehensive databases, customizability, and
environmental modeling. M&S could enable relevant authorities
to visualize vulnerabilities, strategically position sensors, and
enhance CMI resilience against diverse man-made threats. The
proposed framework offers a practical, cost-effective solution for
maximizing domain awareness and mitigating emerging security
risks to vital maritime assets and activities.

Index Terms—Critical Maritime Infrastructure, Modeling and
simulation, Situational awareness, Security, Resilience

I. INTRODUCTION

Critical infrastructure is crucial for states to deliver essential
services and ensure public safety, security, health and eco-
nomic functioning. Its definition is varying depending on the
source of information. The European Union defines critical
infrastructure as ”any asset, facility, system or part thereof
that is necessary for the provision of essential services.” [1].
These services are ingrained within 11 sectors in the Directive
on the Resilience of Critical Entities (2023) [1], address-
ing energy, transport, banking, financial market infrastruc-
ture, health, drinking water, wastewater, digital infrastructure,
public administration, space, and production, processing and
distribution of food. Within the maritime sector, critical in-
frastructure is broadly classified into five key areas, according
to the framework described by Bueger and Liebetrau (2023):
transport, energy, communications, fisheries, and ecosystems
[2]. Each area represents aspects of critical infrastructure that
exist on, in, or connected to the sea. Transport encompasses
ports, vessels, operators of vessel traffic services, as well as the
supporting infrastructure needed to facilitate maritime trade
and the movement of goods. Energy incorporates offshore
wind farms, oil and gas rigs, pipelines, and other equipment

vital for energy production and distribution. Communications
infrastructure consists of submarine cables for transmitting
data and digital communications. For fisheries it involves
fishing ports and the systems supporting commercial fishing
activities. Ecosystems infrastructure refers to the natural en-
vironment and resources that maritime industries and coastal
communities depend upon.

The importance of Critical Maritime Infrastructure (CMI) is
expected to grow in the coming years. This is evident in the
energy sector, which is forecasted to see significant expan-
sion. Currently under construction globally are approximately
68,000 km of pipelines, with an additional 129,644 km in the
planning phase, as of 2024 [3]. Europe in particular is taking
steps to strengthen its energy security and reduce dependence
on Russian imports. By 2025, the region is projected to expand
its Liquid Natural Gas pipeline network by over 21,333 km
[3]. On a country level, Germany has unveiled plans to develop
new CMI for its energy transition. In November 2023, the
german government announced a proposed hydrogen pipeline
artery, totaling 9,700 km in length [4], part of which extends
in the Baltic Sea.

Another sector of CMI poised for growth is renewable
energy. In Europe, offshore wind energy capacity is predicted
to see expansion over the next six years, as the region works
to meet its climate targets. In 2020, the EU increased its 2030
greenhouse gas emission reduction goal from 40% to 55% [5].
To help achieve this, on the 14th of July 2021 the European
Commission proposed the ‘Fit-for-55’ legislative package [6].
This revises the Renewable Energy Directive [7], and sets a
higher renewables target that is expected to drive additional
demand for offshore wind farms. Specifically, the EU states
it will require over 500 GW of total wind power capacity by
2030 [7]. To reach this level, approximately 23 GW of offshore
capacity needs to be added per year, between 2024 and 2028
[8].

The increasing investment and reliance of states in CMI
creates a security vulnerability. This kind of infrastructure
is not heavily surveilled and is exposed to potential attacks.
According to the Global Terrorism Database, there were 120
cases of maritime terrorism during 2015-2020 [9]. Commercial
and tanker ships have been frequent targets for terrorist groups.
For example, in March 2017, assailants hijacked a cargo
ship off the Philippines, abducting crew members [10]. In
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November 2020, an explosive device detonated on an oil tanker
off Saudi Arabia [11], and in October 2020, a bomb exploded
on an oil tanker in Yemen [12]. Underwater pipelines are
also at risk, especially during times of conflict. Besides the
well-known Nord Stream 1 and 2 attacks in September 2022,
another attack occurred on the Finland-Estonia gas pipeline in
October 2023 [13]. Operations estimate it will take approxi-
mately six months to restore functionality. Also, offshore oil
rigs have occasionally been a target. While most oil rigs are
onshore, as of 2023 there are 240 offshore operational oil rigs
[17]. They have been common targets for looting, such as
between May-August 2022 when three platforms were raided
in the Bay of Campeche [18].

The value of offshore assets is increasing and becoming
more vital for economic well-being. Therefore, there is a
greater need to emphasize the prevention and response to at-
tacks on critical marine infrastructure, as well as assets within
that infrastructure that ensure performance and reliability. In
the literature, for the protection of CMI, several frameworks
have been proposed that align with the principles of resilience,
as laid down by Article 2 of Directive (EU) 2022/2557 [1]. In
addition, technology offers an increasing number of options
for the surveillance of critical entities, which can be used
in accordance with subletter (a) of paragraph 1 [1]. A short
overview of this technology is presented below, according to
the classification provided by Soldi et al. (2023) [19].

• Coastal radars: S-band or X-band pulse radar sensors in-
stalled along the coastline provide information on surface
vessels, but their coverage area and maximum range are
limited by line-of-sight propagation.

• High-Frequency Surface-Wave (HFSW) radars: These
sensors can detect targets at Over-The-Horizon (OTH)
distances. They overcome the limitations of coastal radars
and provide continuous-time coverage of large sea areas.

• Automatic Identification System (AIS): An anti-collision
broadcast system of transponders that automatically ex-
changes ship traffic information.

• Synthetic Aperture Radar (SAR): A high-resolution imag-
ing system employed on board satellites or aircraft.
It is capable of detecting and tracking vessels at sea
independently of their compliance with AIS. Also it is not
dependant on weather conditions or sunlight illumination.

• Multi-spectral (MSP) and Hyper-spectral (HSP) sensors:
Optical sensors covering the optical region. They pro-
vide imagery at higher spatial and spectral resolutions
than SAR, which allows for accurate classification and
analysis of surface features.

• Underwater sensors: Active/passive sonars, cameras, and
other sensors installed on the UCIs or equipped on
Unmanned Underwater Vehicles (UUVs) for undersea
monitoring.

• Distributed Acoustic Sensing (DAS): A technology that
allows for continuous acoustic monitoring of underwa-
ter cables and pipelines, detecting potential threats and
anomalies.

An important question is presenting itself: how can this
state-of-the-art gear can be configured in order to optimize the

identification of suspicious patterns and maximizing response
time in the domain of CMIs. One way to address this is with
the implementation of Modeling and Simulation (M&S) tools.
NATO and similar organizations employ this software in order
to derive insights for case studies and perform analysis of
defence scenarios. Besides warfare units, this type of software
allows the implementation of sensor technology, and enables
the modeler to customize sensor technical parameters. The
reader can find a selection of this software here [14]–[16].
Thus, M&S tools can provide a cost-effective representation
of the physical environment. They allow for easy exploration
of different scenarios and configurations, enabling the identifi-
cation of the most effective sensor placement strategies under
various conditions. It can be applied to large-scale critical
marine infrastructure systems, which would be infeasible to
analyze in the real world. Since research is lacking on using
M&S to determine optimal sensor configurations, we propose
criteria that an M&S tool must meet, in order to achieve
target objectives. Furthermore, we test a simple experiment
within an M&S tool for a case study in Germany, in order
to verify whether it can provide quantifiable information for
sensor placement.

II. BACKGROUND

Security threat analysis has become increasingly complex
due to the variety of potential threats and the sophistication
of potential attackers. Recent academic work in this field has
focused on the development of methodologies to analyze and
prioritize security threats. Lichte et al. (2020) present a com-
prehensive hazard analysis methodology, using transmission
systems as an example of a target [20]. The approach begins
by defining the solution space through high-level category
selection and characterization, leveraging expert knowledge
from transmission system operators and security experts. As
a second step, a consistency check of scenarios is performed
with the implementation of a consistency matrix, alongside
the clustering of assets to differentiate criticality. As a last
step, risk factors are estimated for both the scenarios and
assets, culminating in a security hazard risk matrix that aids in
prioritizing scenarios for further examination. In a similar vein,
Schneider et al. approach the security threats posed by civilian
drones through a detailed scenario analysis [21]. The process
starts with determining the scenario space, with sub-categories
informed by literature reviews and expert interviews. An
influence analysis using a matrix leads to the identification
of key factors, which are then assessed for consistency using
Cross-Impact Balance analysis. Similarly, Johansen’s work
is based on scenario modelling with morphological analysis,
which is then subjected to cross-consistency assessment [22].

Another paper written by Witte et al. also employs a
systematic identification of the problem space, but introduces
a Bayesian network for the assessment of threat scenarios
[23]. The methodology hinges on defining threat descriptors,
setting up a Bayesian network to represent dependencies, and
quantifying these through expert judgement. The result is a
computation of probabilities for each scenario, which is then
used to rank the most significant threats, providing a structured
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approach to threat analysis. Lastly, Witte et al. delve into the
impact of epistemic uncertainty on security risk analysis [24].
Their methodology features a morphological threat analysis,
with the addition of a spatial analysis of security systems to
derive potential attack paths. This is coupled with a vulnerabil-
ity model and Bayesian network model to calculate scenario
vulnerabilities and likelihoods. The aggregation of scenario-
specific risks, weighted by these likelihoods, offers an overall
risk measure.

III. METHODOLOGY

Within this context, we propose a framework where we
make use of software available on the market, in order to
perform a constructive simulation of relevant threat scenarios.
The main idea is to define a scenario within an M&S tool, and
through hundreds of iterations that account for aleatory uncer-
tainty, derive optimal positions of a given sensor configuration
in a study area.

The chosen M&S tool must meet a series of requirements to
ensure it is fit for the purpose of optimizing sensor placement
and configuration for the protection of CMI. The efficacy
of an M&S software for our research hinges on several
capabilities, which we have identified as essential for the
accurate simulation of security scenarios involving CMI. The
list below summarizes the criteria that the M&S tool must
satisfy:

• Monte Carlo analysis – Essential for probabilistic risk
assessment and understanding the variability in threat
outcomes.

• Comprehensive offender vehicle and drone database – To
accurately simulate potential threats, including aircraft,
submarines, land vehicles, and unmanned vehicles.

• Sensor database – Up-to-date information on sonar, radar,
and optical sensors to simulate detection capabilities.

• Bathymetric data – For subsurface operations and sensor
performance simulations.

• High resolution terrain – To simulate sensor line-of-sight
and signal propagation constraints.

• Weather and environmental effects – To assess the impact
of various conditions on sensor performance and surveil-
lance efficacy, and account for effect on the trajectory of
offensive vehicles.

• Scenario retrieval – Capability to save, retrieve, and rerun
scenarios for refinement and traceability.

• Customizability of sensor Parameters – To simulate
different sensor configurations accurately, and inserting
properties which are not available commercially.

• Consideration of physical variables – Realistic representa-
tion of the marine environment and sea state, for example
temperature, salinity and currents.

Each of our proposed requirements is justified based on
the need to simulate complex and dynamic security scenarios
that involve a multitude of variables. Monte Carlo analysis
is useful for assessing risks in a probabilistic manner, and
introduces the uncertainties introduced by the physical system.
An up-to-date database ensures that the simulated assets and
threats are reflective of current capabilities and technologies.

Including bathymetric and detailed terrain data is necessary for
accurate simulation of sensor effectiveness, especially when
considering the impact of environmental features and obstruc-
tions on detection ranges and signal clarity. The inclusion
of weather and environmental effects has similar importance,
as adverse conditions can negatively impact the performance
of surveillance systems. The ability to retrieve and rerun
scenarios is important for iterative analysis and allowing the
scenario to be traceable for the modeler. Customizability is a
key feature that allows for the exploration of a wide range of
sensor configurations, while target and environmental model-
ing ensure that simulations provide a realistic representation
of potential threats and environmental conditions.

IV. CASE STUDY

As a test, we conduct a trial simulation within the Ternion
software platform [14]. This platform supports the develop-
ment of complex, realistic scenarios by integrating features
like collaborative entity editing, improved multithreading, and
realistic 3D environments through its Unreal Engine option.
This makes it suitable for detailed and large-scale simulations.

Our selected study area is a part of the port in Brake in
the northwest Germany. The port is situated on the west bank
of the Weser between cities of Bremen and Bremerhaven. We
perform the simulation on a 3 km by 3 km area north from
the port. Within this area, we position a radar sensor at an
elevation of approximately 60 m (Fig. 1). We implement a
radar sensor, with the antenna height set to 2 meters from
ground level; otherwise its detection capacity will be hindered.

Fig. 1. Study area encompassing Brake and depiction of radar placement and
monitored quadrants.

The primary objective of this exercise is to conduct itera-
tions within a defined sensor quadrant in a parameter sweep
fashion. For each iteration, we sample a different position
for the radar within the box using a uniform distribution,
ensuring that each sensor position is unique. The ultimate goal
is to calculate the time required for the radar to detect a ship
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Fig. 2. Gradient plot depicting detection times per iteration.

when it enters the monitored area. We perform 100 iterations,
each with a different radar position within the bounding box.
For each iteration, we simulate a ship entering the monitored
area, and record the time it takes for the radar to detect the
vessel. The vessel trajectory remains constant across iteration
for consistency. The exercise’s results are presented in Fig. 2.
The gradient depicts the change in detection time, according
to the set of coordinates at the time of the iteration. Not all
100 runs yield results, as in some positions, radar ranges
are obstructed. Sixty-three sampled sets of coordinates are
rendered useless during this exercise. Conversely, only 37 of
these trials provide estimates. This is probably due to the
effect of partial obstruction based on the elevation of the
radar position. In these cases the radar does not capture the
monitored area due to its location.

V. CONCLUSION

In this publication we address the increasing reliance of
states on offshore CMIs, and how their security becomes
a growing need in years to come. The subject of physical
security is a topic that is slowly gaining popularity in aca-
demic literature [25]–[27]; therefore a review of proposed
frameworks for scenario development and quantification of
likelihood has been presented. At the time of writing there are
proposed frameworks for the increase of situational awareness
and optimization of surveillance of offshore CMIs [28]–[31].
Within this context, we propose a practical and cost-effective
solution for identifying the most effective implementation of
sensors, which could increase domain awareness at a place of
interest. Moreover, we present a case study utilizing an M&S
simulation platform to evaluate sensor positioning for areas of
interest within CMI. Our simple demonstration using a part
of the port of Brake, Niedersachsen illustrates the potential
of such tools in optimizing radar placement for enhanced
maritime surveillance. We suggest that sensor placement can
be optimized according to their ability to reach their target.

In addition, radar positioning can impact detection times,
however, with minor differences. While this trial is insightful,
it is merely a starting point. Future work will incorporate more
complex scenarios, multiple sensor types, and will provide the
foundation for a more sophisticated framework. The ability
to perform robust simulations could enable authorities and
relevant stakeholders to not only visualize and understand
potential vulnerabilities within their maritime assets, but also
to strategically optimize sensor placements and configurations.
By addressing these needs, the proposed M&S tool could serve
as an instrument for enhancing resilience and security of CMI
against a diverse range of threats. Thus, safeguarding vital
socioeconomic activities and environmental resources tied to
the maritime domain.
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