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1 | INTRODUCTION

High-performance teleoperation of robots requires a trans-
parent exchange of kinesthetic, tactile, visual, and auditory
information between the human operator and the robotic
system since the capabilities depend largely on the quality

Besides haptics, the visual channel provides the most essential feedback to the
operator in teleoperation setups. For optimal performance, the view on the
remote scene must provide 3D information, be sharp, and of high resolution.
Head-mounted displays (HMD) are applied to improve the immersion of the
operator into the remote environment. Still, so far, no near-eye display tech-
nology was available that provides a natural view on objects within the typical
manipulation distance (up to 1.2 m). The main limitation is a mismatch of the
3D distance and the focal distance of the visualized objects (vergence-
accommodation conflict) in displays with fixed focal distance. This conflict
potentially leads to eye strain after extended use. Here, we apply a light-field
HMD providing close-to-continuous depth information to the user, thus avoid-
ing the vergence-accommodation conflict. Furthermore, we apply a time-
of-flight sensor to generate a 2.5D environment model. The displayed content
is processed with image-based rendering allowing a 6 degree-of-freedom head
motion in the visualized scene. The main objective of the presented study is
evaluating the effects of view perspective and light-field on performance and
workload in a teleoperation setup. The reduction of visual effort for the user is

confirmed in an abstract depth-matching task.
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of immersion into the robot's environment. These environ-
ments can reach from industrial’ to healthcare” or space
exploration scenarios®. Recently, the worldwide ANA Ava-
tar XPRIZE competition (e.g., Schwarz et al* and Vaz
et al.’) for intuitive and immersive teleoperation was
arranged focusing on manipulation tasks involving a
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variety of objects. One of the most advanced setups for
visual feedback based on spherical rendering was pre-
sented in Schwarz and Behnke.® A flexible 6 degree-
of-freedom (DoF) adaptation of the view perspective was
enabled for the operator, however at the cost of an addi-
tional robotic arm allowing for a moving camera. Another
promising concept is the strategy of Aykut et al.” based on
stereo fish-eye cameras and field-of-view (FoV) adaptation
for the sake of delay compensation in the head motion.

In most telerobotic setups, the remote environment is
visualized to the human operator via head-mounted dis-
plays since they enable intuitive stereo vision at large head
motions. Still, recent studies in VR environments®® indicate
that operating with conventional head-mounted displays
(HMD, with fixed focus) cause high visual effort or even
eye strain for the operator, thus heavily limiting the appli-
cation period in VR as well as telerobotics due to reduced
usability. One of the main reasons for increased visual
effort is the so-called vergence-accommodation conflict
(VAC) resulting from non-matching 3D and focusing dis-
tance. In conventional HMDs, the focus plane is fixed at
around 1.5- to 2-m distance. That means that eyes cannot
focus an object outside this depth area. Regarding the anal-
ysis of Banks et al,'’ the VAC is very pronounced for
objects in distances below approximately 1 m for conven-
tional HMDs. These distances are typical human arm
reaching distances in VR as well as telerobotic applications.

In literature, for instance, holographic displays'' and
such based on microlens arrays, multiple depth planes,'**?
or varifocal elements (e.g., focus-tunable lenses'*'> or
deformable membrane mirrors'®) were proposed to display
different depth areas. The light-field head-mounted display
of this work (Creal Zorya'”) was already applied in Pan-
zirsch et al.” This work confirmed for the first time that
light-field HMDs can reduce the visual effort for the user
in VR applications with perfect visual information.

Here, we present the results of a teleoperation user-
study using the same light-field HMD with a real-time
(10-15 fps, 50- to 150-ms delay) video pipeline based on
real-time view synthesis. The video pipeline is inspired by
the Reference View Synthesis (RVS),'®*! Creal's Spatio-
Temporally Amortized Light-Field (STALF) renderer,
which is able to generate the light-field needed by Creal's
Zorya,” and using a steady Microsoft Kinect Azure sensor
(without pan-tilt unit) plus a depth refinement software:
Kinect Refinement Tool (KiRT).** Such sensors can be posi-
tioned in an array at certain locations of the robotic
environments requiring precise visual information from dif-
ferent perspectives. Relevant applications can, for instance,
be found at CERN*® or the International Space Station with
the exocentric cameras® mounted outside of it. The sensor
and software setup captures 2.5D information allowing for
6-DoF adaptation of view perspective with light-field depth

information to the operator. In contrast to this, a camera
on a pan-tilt unit provides a good overview on the environ-
ment around the robot while the perspective change result-
ing purely from the rotations of the pan-tilt unit (without
translations) provides only little additional 3D information
on a specific object. From one incremental area of the
scene, almost exactly the same light rays enter the sensor
lens irrespective of the pan-tilt motion.

Translational perspective changes are usually not avail-
able in standard teleoperation systems. Still, views from the
side onto an object in front of the robot supports the user
in analyzing the inclination of an object and gives further
depth information. For instance, in case of the humanoid
robot DLR Justin, the stereo camera setup is integrated into
the head such that views on a grasped object are often very
steep such that the orientation of the object is not obvious
to the user. This is one of the major teleoperation chal-
lenges in the DLR space project Surface Avatar.* Similarly,
in the DLR project AI-In-Orbit-Factory,”® the image sensor
is used for artificial intelligence (AI) as well as for teleo-
peration. For Al, this sensor has to be positioned steady at
a certain distance from the scene. The distance of the sen-
sor renders the depth interpretation of distant objects very
difficult for teleoperation since the human eye requires
more information than Al Real-time view synthesis prom-
ises large benefits in such applications.

The reference view synthesis software is a depth
image-based rendering (DIBR) method able to synthesize
virtual views. Such DIBR is able to produce realistic
results by using color images and their depth without cal-
culating the 3D mesh of the scene. It is one of the refer-
ence tools of the MIV standard.?’ It has already been
used with stereoscopic headsets in Bonatto et al."® achiev-
ing 2 x 90 Hz. The version of RVS (RVSVulkan) used in
this study differs from the publicly available code’ in the
Graphics API used (Vulkan in place of OpenGL) and pre-
sents changes related to the telerobotic setup that is
described in Lafruit et al.**

Obtaining high-quality depth maps of a scene for
DIBR is a challenging process. Depth estimation methods
like MPEG Depth Estimation Reference Software
(DERS)*® or Immersive Video Depth Estimation
(IVDE)* take in the order of tens or hundreds of seconds
to generate a depth frame and hence are not fast enough
for teleoperation applications. Other works have explored
the acceleration of such methods employing graphic pro-
cessing units (GPUs).*® Nonetheless, the acceleration is
not enough for real-time applications, leading researchers
to investigate solutions where depth information is gener-
ated by employing time-of-flight (ToF) sensors. These
sensors are able to produce real-time depth information

Thttps://gitlab.com/mpeg-i-visual/rvs.
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at the expense of lower-quality depth maps®' that can be
refined after capture.’>** KiRT, the software employed to
refine Microsoft Azure Kinect depth maps in this work,
follows that trail to improve the quality of the real-time
depth information captured.

The main objective of this study is the evaluation of
the visual effort reduction through 6-DoF view synthesis
and light-field visualization of nonperfect visual informa-
tion captured in real-time. For this sake, an experimental
telerobotic setup was built, consisting of a DLR light-
weight robot equipped with force-torque sensor and a
haptic interface providing force feedback to the user. The
task focuses on 3D perception and depth matching of
abstract objects. Two main comparisons are investigated:
comparison C-I of light-field (LF on, C-I-1) and conven-
tional stereo (LF off, C-I-2), and comparison C-II of 6-DoF
head motion from different initial poses C-II-B and C-II-C
and a reference condition with steady view C-II-A.

The following hypotheses were formulated:

H1 The light-field technology eliminates the vergence-
accommodation conflict and thus visual effort (the
load on the human vision system) and workload are
reduced during teleoperation.

H2 Real-time view synthesis improves depth perception
such that accuracy in depth positioning is improved.

H3 Large rotational and translational perspective
changes improve depth perception for more distant
objects such that depth positioning is improved.

The paper is structured as follows: Section 2 intro-
duces the materials and methods including the descrip-
tion of the experimental setup, study procedure, and
metrics. The results are presented in Section 3 and dis-
cussed together with the limitations of the study in
Section 4. Finally, Section 5 concludes the work.

2 | MATERIALS AND METHODS

21 | Sample

N = 28 (14 females, 14 males) subjects with an average age
of M = 27.1 years (SD = 4.2 years; range: 22-42 years)
participated in the study. Fourteen participants required
visual acuity correction and thus wore their glasses or
contact lenses during the experiment. None of the subjects
indicated to have problems with depth perception.

2.2 | Apparatus

The light-field head-mounted display (HMD) Zorya of
the company Creal is equipped with a background

display (standard LCD screen, resolution 1600 x 1440 px,
100° FoV) and two light-field displays in the center
covering a FoV of 30° with approximately 40 px/° angular
resolution. The HMD allows the adjustment of the inter-
pupillary distance (IPD), that is, the individual distance
between the two eyes, between 58 and 72 mm. The reader
is referred to Panzirsch et al.” for detailed information on
the display technology.

In the LF off conditions C-I-2, the inner light-field dis-
plays were flattened to a fixed focal distance via software,
corresponding to a conventional high-resolution stereo-
scopic display. The peripheral background display alone
(without deactivated light-field display) could not be used
for this condition due to its clearly lower resolution.

The telerobotic setup of this study consisted of a DLR
lightweight robot (depicted in Figure 1) and the haptic
interface lambda.7 by Force Dimension (see Figure 2).
The wrench measured by the force-torque sensor
installed at the wrist of the robot could be displayed to
the operator on the lambda.7—though not needed for the

FIGURE 1
experimental scene.

Light-weight robot with camera array and

FIGURE 2 User interface: HMD, haptic interface and arm rest.
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task of this study. The gripper DoF of the haptic interface
had to be closed to activate the motion of the device. The
lambda.7 provides a large translational workspace
(0240 mm x 170 mm), which was further extended
through a scaling of 2:1 in order to allow accurate posi-
tioning of the robot. The device haptically guided the
user to an initial position after having activated
the gripper.

The pipeline software can be subdivided into three
submodules. The first step is to acquire RGBD
(RGB + depth) images of the scene using Kinect cameras
and then refine them using Kinect Refinement Tool
(KiRT). The second step is to synthesize virtual views and
their associated depth map at the position of the eyes of
the user. The last part is the Creal software, which is
responsible to manage the headset and create the light
field using STALF. The three submodules of the video
pipeline ran asynchronously, working as independent
actors that produce and/or consume video streaming of
other submodules. They are implemented in a Windows
computer equipped with an NVIDIA RTX3090 GPU and
connected as follows. KiRT is written in C++ and CUDA
and compiled as a dynamic loading library that commu-
nicates with the view synthesis module using a C inter-
face. The reimplementation of RVS uses C++ and
Vulkan and communicates with the software that man-
ages the headset using the OpenXR standard.

The robot control software coupling robotic manipu-
lator and lambda.7 was implemented in Matlab/Simulink
and executed on a Linux computer at 1 kHz.

2.3 | Experimental setup

Figures 1 and 2 present the experimental setup including
the robotic manipulator with experimental scene, camera
array, and the user interface consisting of the HMD, hap-
tic interface, and foot pedals. Participants were asked to
rest their elbows on the tabletop to avoid too much physi-
cal effort during the experiment. Holding the HMD
served reducing the physical load on the head and neck
and enabled the participant to keep the HMD in the right
pose. This is important to ensure optimal visibility on the
central light-field displays. A foot pedal was used to cou-
ple to and decouple from the robot.

2.4 | Experimental task

The scene with the pegs of the depth-matching task is
visualized as a 3D model in Figure 3. The robot was
equipped with the end-effector depicted in Figure 1 that
had the same profile as the four pegs.

end-effector

FIGURE 3
C-II-C.

The scene seen from initial perspective for setting

end-effector

FIGURE 4 Exemplary robot starting pose at column 3.

Figures 4 and 5 present a view onto the scene from
the right-hand side. In the beginning of each subtask (dif-
ferent column positions), the robot's end-effector was
automatically positioned at a distance behind the column
that had to be matched. This distance was identical for
all pegs. The task was the depth-matching of the front
plane of end-effector and column as marked in green in
Figure 4. The robot was fixed in orientation and in z- and
y-direction such that the user only had to vary the
x-position of the robot via the haptic interface. The task
was initialized by the experimenter. When the subject
reached the subjectively perceived correct depth position
(compare Figure 5), she/he informed the experimenter
who logged the final pose. Since the end-effector was
positioned 1.7 cm above the column tip (see Figure 4),
force-feedback was irrelevant and the visual effort was
intensified since the user had to refocus between end-
effector and column depth.

For comparison C-II, the perspectives on the scene
were varied. Two initial perspectives were set. Figure 6
presents the initial view of perspective setting C-II-A and
C-II-B and Figure 3 the one of C-II-C. These initial view
perspectives are additionally marked with light dashed
arrows. In setting C-II-A, the head motion was disabled
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end-effector

FIGURE 5 Exemplary robot goal pose at column 3.
b,
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) 9 I
h,
z
Ly

FIGURE 6 Initial perspective for setting C-II-A and C-II-B.

to achieve a fixed straight view, while a full 6-DoF head
motion with unlimited motion range was enabled in C-II-
B and C-II-C. This setting design of C-II-A was chosen as
a reference setting for multiple reasons. First, the setting
represents the choice of different standard solutions for
visual feedback in teleoperation. The fixed camera posi-
tion comparable with the project Space Factory®® as
described above and a stereo camera on a pan-tilt unit
are represented in C-II-A. The rotations of a pan-tilt
unit give no additional cues on a central scene in front of
the user (since the same light rays enter the lens from
the respective parts of the scene) but extends the over-
view on the surroundings. That means, the pan-tilt cam-
era is in the center of a scene while in applications
requiring high precision, the manipulated object is in the
center and should be viewable from different sides. Sec-
ond, the light-field displays provide a 30° FOV, which
required that—to ensure that the scene is viewed through
the central light-field displays and not the background
display—regarding the aimed workspace/scene, the rota-
tions of the pan-tilt had to be restricted.

Choosing the same visual sensor and image proces-
sing pipeline allowed for a comparison irrespective of the
remaining artifacts of the prototype pipeline status and
sensor limitations.

d6
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=
Kinect > b2 _=.=M=,=u ﬁﬁ
I P O e 0
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¥ ’%—»x
FIGURE 7 Distances in top view.
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FIGURE 8 Distances in side view.

The distances and angles of Kinect Azure and view
perspectives C-II-A to C-II-C marked in Figures 6-8 are
as follows: d; =0.43 m, d,=0.51 m, d3=0.65 m, dys=
0.73 m, ds=0.23 m, d¢ =0.08 m, h; =0.25 m, h, =0.12
m, h3 =0.017 m, hy =0.2 m, b; =0.095 m, b, =0.315 m,
a=20°, f=20°,y=45", and § =35".

This task design required a comparably high level of
accuracy, therefore leading to a high operator workload.
Thus, although requiring low user experience, the visual
effort was increased. The Azure position was chosen such
that all front edges of the peg were visible. The sensor
was shifted slightly to the left to ensure that the nonfron-
tal planes did not show artifacts as holes. Figures 9 and
10 present the initial views for all conditions resulting
from this choice of sensor position. Note that by using
additional cameras, accounting for correct camera cali-
bration and correcting depth map errors, such artifacts
can be prevented.

2.5 | Experimental design and procedure

A within-subject design with LIGHTFIELD (LF on,C-I-A
vs. LF off, C-I-B) and PERSPECTIVE (C-II-A, C-II-B, and
C-II-C) as experimental factors was implemented, while

35UB01 SUOWILLIOD SAIER1D) 3]ea! (dde 8L Aq pouienob ae 31 O ‘88N JO S| 10} Afiq 172Ul 43|\ UO (SUONIPUOD-PUE-SUWLISIWIOD"AB| W AZR1d]1jBUI UO//'ScY) SUOIPUOD PUe SWwie L 8 385 *[1Z02/TT/VT] U0 ARiq1Tauliuo A31M ‘292T PSI/Z00T OT/10pwi00 A ARRIq 1 jBut lUO'pIS//:Sdhy LL0J1) PpeojumMoq ‘ZT ‘€202 */G9E8E6T



BECHTEL ET AL.

FIGURE 9 View from C-II-A and C-II-B initial perspective.

FIGURE 10

View from C-II-C initial perspective.

the order of all conditions was counterbalanced across
subjects. The order of pegs (pl, p2, p3, and p4; compare
Figure 3) was systematically varied since it potentially
interacted with the light-field and perspective conditions.

After presentation of the study background by the
experimenter, the participants had to fill the informed
consent and the demographic questionnaire. The partici-
pants were told that the main performance criteria is
accuracy in depth direction. It was recommended to use
the arm rest for left and right arm and to hold the HMD
with the left hand. When attaching the HMD, the partici-
pants had to adjust the eye distance and to vary the verti-
cal and horizontal HMD pose with respect to the head to
find the optimal pose and match the eye-box of the light-
field displays.

The following experimental blocks with three PER-
SPECTIVE conditions were performed twice, with
LIGHTFIELD condition (LF on) and non-light-field con-
dition (LF off). In the C-I block, the depth-matching task
had to be performed with three different PERSPECTIVE
settings (C-II). For each PERSPECTIVE setting, all pegs
had to be matched in depth in systematically varied

order. Also, the orders of LIGHTFIELD (C-I) and PER-
SPECTIVE conditions (C-II) were systematically varied.
During each main block C-I, the items of the post-trial
questionnaires were rated verbally since the HMD should
not be layed down during the block. Both post-block
questionnaires were filled out by the participant. The
training was done only in the very first block. Before
the first run, in both main C-I blocks, the participant had
to set up the HMD correctly. After each change of the
PERSPECTIVE setting (in the C-II block), the HMD posi-
tion was re-initialized, such that the user had to look
straight for a pose reset.

2.6 | Measures and statistical analysis

2.6.1 | Objective measures

The motion path lengths (measured at input device), the
completion times, as well as the position error, the num-
ber of changes in motion direction, and sign of the error
were recorded as objective measures.

2.6.2 | Subjective measures

In an interim questionnaire after each trial, participants
subjectively rated the overall workload®* (scale ranging
from 1 = very low to 20 = very high), the degree to which
they felt present in the VR (in %, 0% = no experience of
presence; 100% = like in the real world), how confident
they felt in performing the tasks (from 1 = not at all to
7 = very confident), the quality of depth perception (from
1 = no depth perception at all to 7 = like in reality), and
finally how well they could recognize objects (from 1 =
not at all to 7 = perfectly), referring to the sharpness
(exposure) of an object in front of the background or the
objects in the close environment respectively as an indi-
cator for the quality of the depth of field effect and the
aid it provides to the user. The postcondition question-
naire included the Simulator Sickness Questionnaire
(SSQ,35 with nausea, disorientation, and oculomotor
symptom clusters), the Visual Strain Questionnaire
(VSQ?®), and the NASA Task Load Index (NASA-TLX>")
questionnaire.

2.6.3 | Statistical analysis

For the objective measures, 2 (LIGHTFIELD: off vs. on)
x 3 (PERSPECTIVE) x 4 (PEG) repeated measures ANO-
VAs (rmANOVA) were performed. In case of nonspheri-
city, Greenhouse-Geisser (GG.) corrections were made.
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Post hoc comparisons were performed with Bonferroni
corrections.

For the subjective measures, nonparametric tests
were performed. For the post-trial questionnaires, the
effect of LIGHTFIELD (off vs. on) was tested performing
Wilcoxon tests on the average ranks across perspectives.
Then, the effects of PERSPECTIVE was investigated
using Friedman tests on the ranks averaged across both
LIGHTFIELD conditions. Again, Wilcoxon tests were
performed for the pairwise comparisons of the three per-
spectives. Also for the post-block questionnaires, Wil-
coxon tests were conducted.

3 | RESULTS

In the following analysis of the objective data, three sub-
jects had to be excluded because the data were partially
damaged.

3.1 | Objective data

Final position (translational error). RmANOVA on final
positions revealed significant main effects of PERSPEC-
TIVE [F(1.54,36.85) = 4.55 (GG.); p<0.05] and PEG [F
(2.34,56.04)=18.35 (GG.); p<0.001] and a significant
interaction effect between both factors [F(4.22,101.30) =
3.23 (GG.); p<0.05]. First, the errors were significantly
smaller with Perspective C-II-C compared to Perspective
C-II-A and C-II-B (both ps < 0.05). Second, the smallest
error occurred for Peg 4 (all ps < 0.01), followed by Peg
3 (psvs1 < 0.01), Peg 2, and Peg 1. The overall pattern
revealed that only for Perspective C-II-B the errors for
Peg 1 and 2 were significantly higher compared to Peg
3 and 4 (all ps < 0.01 in post-hoc comparisons); see
Figure 11.

Path length. RmANOVA showed a significant main effect
of PERSPECTIVE [F(2,48) = 13.47; p <0.001]. Post hoc
comparisons indicated that path lengths were signifi-
cantly longer with Perspective C-II-B compared to C-II-A
and C-II-C (both ps < 0.01). Moreover, a significant
LIGHTFIELD x PEG interaction was found [F(3,72) =
3.10; p<0.05], indicating that for Peg 1, a significant
effect of LIGHTFIELD was evident (p <0.05); that is,
path lengths were longer in the LF on (C-I-A) compared
to the LF off condition.

Motion time. A significant PERSPECTIVE main effect [F
(2,48) = 10.82; p<0.001] occurred; times were signifi-
cantly longer with Perspective C-II-B compared to C-II-A
and C-II-C (both ps < 0.05).

Direction changes in direction and error. Similar to motion
times, a significant PERSPECTIVE main effect was

WILEY_L
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FIGURE 11 Final translational error.

evident [F(1.62,38.79) = 10.79 (GG.); p<0.001] and sig-
nificantly more direction changes in velocity were found
with Perspective C-II-B compared to C-II-A and C-II-C
(both ps < 0.05). The findings for changes in error
showed the very same effect [F(1.60,38.42) = 11.18 (GG.);
P <0.001], post hoc comparisons for Perspective C-II-B
versus C-II-A and C-II-C also reached significance (both
ps < 0.05).

Table 1 summarizes the results in the
performance data.

3.2 | Subjective data

Subsequent to each experimental trial, subjects rated
their experiences/impressions in a post-trial question-
naire. At the end of the two experimental blocks (LF on
vs. LF off), participants also completed a post-block
questionnaire.

3.2.1 | Post-trial questionnaire

Overall workload. Comparing the perceived overall work-
load with Wilcoxon test indicated a significant effect of
LIGHTFIELD [Z=1.98; p <0.05]; that is, the workload
was rated lower in the LF on compared to the LF off con-
dition Mrr = 6.73; Mo = 7.27). Subsequent explor-
ative analyses also revealed that the above main effect
was more evident for participants with VR experience
LIGHTFIELD [Z=2.14; p<0.05] compared to partici-
pants without VR experience. This positive effect of LF
on versus LF off only occurred with Perspective C-II-B
and C-II-C (both ps < 0.05), but not with Perspective
C-II-A.

Sense of Presence. However, Friedman test revealed a sig-
nificant effect of PERSPECTIVE [Chi* = 11.6; p <0.01];
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TABLE 1 Results—objective measures.

Perspective C-II-A

Final position error [mm]

Perspective C-1I-B

Perspective C-II-C  Statistical sign

LF ON (C-I-A)
LF OFF (C-I-B)

Path length [mm]

LF ON (C-I-A)
LF OFF (C-I-B)

Completion time [s]

LF ON (C-I-A)
LF OFF (C-I-B)

Changes in vel. [#]

LF ON (C-I-A)
LF OFF (C-I-B)

Changes in err. sign [#]

LF ON (C-I-A)
LF OFF (C-I-B)

5.83 (6.18)
5.89 (1.27)

69.49 (32.98)
59.42 (22.47)

11.91 (6.52)
11.12 (4.82)

248.15 (142.69)
235.82 (105.60)

239.86 (130.27)
225.92 (93.46)

5.16 (3.01)
5.19 (3.39)

85.55 (34.69)
82.32 (21.65)

16.92 (8.78)
16.02 (5.72)

368.67 (207.43)
346.07 (135.05)

342.93 (185.50)
329.68 (120.60)

3.39 (0.94)
3.57 (1.62)

61.70 (21.00)
59.21 (13.99)

12.91 (5.68)
12.78 (3.99)

275.91 (126.63)
276.68 (98.31)

260.52 (113.94)
260.67 (81.51)

Main Effects Perspective and Peg

Interaction Effect Persp. x Peg

Main Effect Perspective

Interaction Effect LF x Peg

Main Effect Perspective

Main Effect Perspective

Main Effect Perspective

subsequent Wilcoxon tests indicated that the sense of
presence was significantly higher for Perspective C-II-B
compared to Perspective C-II-A (p =0.001).

Confidence. Again, a significant effect of PERSPECTIVE
was found [Chi* = 7.3; p<0.05]. Subjects were most
confident with Perspective C-II-C compared to Perspec-
tive C-II-A and C-II-B (p =0.001 and p <0.01) and more
confident with Perspective C-II-B than with C-II-A
(p <0.05).

Depth Perception. Here, the significant effect of PER-
SPECTIVE [Chi®* = 17.9; p<0.001] showed that depth
perception with Perspective C-II-A was rated significantly
lower than for the other two perspectives (both
ps < 0.001), and ratings were also lower for C-II-B com-
pared to C-II-C (p < 0.05).

Object Recognition. As before, a significant effect of PER-
SPECTIVE [Chi® = 23.5; p < 0.001] was found with Fried-
man's test, indicating significantly lower values for
Perspective C-II-C compared to C-II-A (p =0.001) and C-
1I-B (p < 0.001).

3.2.2 | Postcondition questionnaire

Here, the sum scores for the simulator sickness question-
naire (SSQ), the visual strain questionnaire (VSQ), the
NASA-TLX, and the SUS usability questionnaire were
analyzed using Wilcoxon tests comparing LF on versus
LF off conditions. Yet, no significant difference was found
for any of the measures.

4 | DISCUSSION

In the present study, subjects were instructed to position
the pegs in the telerobotic setup as accurately as possible.
Consequently, the main performance measure is the final
positional error. Besides, path lengths, motion times, and
direction changes were analyzed as secondary measures,
which mainly provide information about the extent of
positional corrections. Together with the subjective rat-
ings, subsequent to each trial and each block, the above
stated hypotheses were tested. First, it was hypothesized
that light-field technology leads to reduced visual effort:

41 | H1

Comparing the results from the experimental blocks with
(LF on) versus without light-field (LF off) showed no sig-
nificant effects on the positional accuracy, which is also
in line with prior experiments of the authors.” However,
path lengths were significantly longer when positioning
the most distant peg (Peg 1) with light-field activated.
This effect can best be explained by the fact that the
depth of field resolution decreases the further away an
object is. The most distant object (where the positioning
accuracy was also the lowest) apparently led to the great-
est uncertainty in positioning, leading to longer trajecto-
ries (and motion times, although significance was not
reached for this metric) with light-field activated. Obvi-
ously, the subjects tried to use the additional information
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of the light-field display (potentially increased confi-
dence) and to correct the position accordingly, even if
they could not achieve a more accurate result compared
to the condition without light-field. Contrary to the prior
study® (where the depth map was perfect and 3D instead
of 2.5D), no evidence was found that light-field technol-
ogy directly reduces the visual strain of the human opera-
tor and no effects in the SSQ and VSQ queries were
found. Yet, the overall workload ratings indicated lower
values when light-field was available compared to the
condition without. This effect was particularly evident for
subjects who had at least basic experience with VR tech-
nology and when 6-DoF head motion was enabled (C-II-
B and C-II-C). This finding provides at least initial evi-
dence on favor of H1.

42 | H2

The findings for positional accuracy showed that the best
results were obtained with C-II-C compared to the other
perspectives. For perspective C-II-B, the level of accuracy
was moderated by peg distance (see Figure 11); that is,
for the more near pegs 3 and 4, better results were
achieved as compared to the more distant pegs 1 and 2.
Analyzing the secondary performance measures (path
lengths, motion times, direction changes) indicated the lon-
gest paths and times as well as highest number of direction
changes for C-II-B, also indicating that with the additional
visual information subjects performed more corrective
motions compared to perspective C-II-A. With perspective
C-II-C the benefits of view synthesis are more evident, with
regard to the secondary measures when compared to C-II-
B. This is discussed in more detail for hypothesis H3. The
subjective ratings showed (1) a higher sense of presence
with C-II-B compared to C-II-A, (2) a higher level of confi-
dence with view synthesis than without, and overall the
highest confidence level with C-II-C, (3) improved depth
perception with view synthesis, and (4) the lowest ratings
for C-1I-C in terms of object recognition. The sense of pres-
ence increases with 6-DoF head motion but is limited by
the 2.5D nature of the visualization. The confidence seems
to increase with the quality of depth information (optimal
view from the side in C-1I-C) which corresponds to the
results on accuracy. Still, due to the 2.5D visualization, the
object recognition is obviously reduced when looking from
the side. In summary, H2 is at least partially confirmed.

43 | H3

Specifically large rotational and translational perspective
(C-II-C) changes improve depth perception for more

distant objects such that depth positioning is improved.
Indeed, the positional accuracy and confidence was
highest in C-II-C compared to C-II-A and C-II-B, which
confirms H3. Additionally, motion paths and times
were shorter and fewer direction changes occurred with
perspective C-II-C when compared to C-II-B. This indi-
cates that the subjects did not move their head in con-
dition C-II-B up to the perspective C-II-C, potentially
because of limited comfort (such that the depth infor-
mation was better for perspective C-II-C despite 6-DoF
head motion in C-II-B). Or, this indicates that moving
the head to this perspective costs additional time
(which would not explain the reduced results on depth
accuracy in C-II-B when compared to C-II-C). Object
recognition was rated worse in C-II-C compared to the
other perspective, which can be explained by the fact
that only 2.5D was available in this perspective, as dis-
cussed above. Note that test subjects may have referred
object recognition to the correct interpretation of an
object's shape rather than to the visibility of the object.
Overall, H3 was confirmed. It has to be mentioned that
the benefits regarding depth accuracy of C-II-C were
not limited to distant objects.

44 | Summary

Providing translational motions for change of view per-
spective to the operator increases confidence and depth
matching accuracy when compared to state-of-the-art
solutions such as pan-tilt units®® or steady cameras.®
Furthermore, large changes of view perspective (C-II-C)
are especially helpful for more distant objects (compare
Figure 11). Although the 2.5D visualization, which was
especially emphasized in the perspective looking from
the side onto the scene, limited the object recognition
and sense of presence, the depth accuracy was not neg-
atively affected. Such large variations in view perspec-
tive are reachable when different initial perspectives are
provided to the user or especially translational head
motions are scaled up. Still, in future work, the maxi-
mal scaling with regard to video delay and frames per
second among others needs to be evaluated. Robotic
solutions for 6-DoF camera motions may reduce the
2.5D limitations, but are by far costlier and have pre-
sumably a much more limited workspace than the
digital HoviTron solution due to the robot workspace
itself or safety aspects such as collision avoidance. Sub-
jectively rated, the light-field visualization C-I-A could
not be differentiated from standard visualization C-I-B.
Still, the workload was significantly reduced through
light-field providing a natural, physically correct depth
visualization.
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4.5 | Limitations

The depth sensor of the Kinect Azure is based on the
time-of-flight principle. Such sensors typically have inac-
curacies at edges when only one plane of this edge is visi-
ble to the sensor resulting in artifacts as wrong edge
positions with errors of up to 0.5 cm at about 50-cm dis-
tance from the sensor. Therefore, in this study, we
designed the task scene according to this sensor weak-
ness: Insertion tasks were not feasible since the reference
edge of the insertion was distorted through the described
artifact. The pegs of the depth-matching task were
designed to have mainly edges with two visible planes by
adding a wall separating the cylindrical and cornering
sides of the peg. Note that within the HoviTron project,
other sensor types such as light-field cameras were inves-
tigated for which this artifact did not appear.

It would have been optimal to integrate additional
nondistorted separate stereo camera systems with fps,
delay, resolution, and so forth matching with the video
pipeline. Still, the video pipeline is in a prototype status
such that certain artifacts (as described above for the
Azure) could not be removed yet. Therefore, for the sake
of comparability, the same video information was used
for all conditions.

The sensor was shifted slightly (b; =9.5 cm) to the
left such that the view from the right might have lead to
different results since the right side of the object was not
perfectly visible. Note that by using additional cameras,
accounting for correct camera calibration, and correcting
depth map errors, a large portion of the scene should be
possible to cover in future.

The study lasted 1 h for the participants on average.
During the first block with training phases, the HMD
was worn for 30 min and for another 20 min during
the second and third block each. The weight of the
HMD and the limited usability due to its prototype
state might have influenced the results toward the end
of the study.

5 | CONCLUSION

This work presented the first statistical analysis of
benefits of light-field visualization in near-eye displays
involving a real-time video pipeline. While performing a
depth-matching task, the participants perceived signifi-
cantly lower overall workload with light-field display
when compared to a display configuration with fixed
focal plane. Besides the light-field display, the effects of
real-time view synthesis were evaluated. When compared
to a state-of-the-art teleoperation visualization, the bene-
fits of view perspective changes in 6-DoF were evident

especially for more distant objects. For distant objects, it
was found that a separate initial perspective close to these
objects eased the depth-matching for the user. In future
work, the HoviTron pipeline equipped with more
advanced depth sensors should be compared to a real ste-
reo camera stream.
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