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Trustworthy AI – a coastal use case

 Coastal line detection and change 
monitoring is a vital question to ensure 
safety of lands, humans 

 Not yet an established trustworthy AI 
model for the detection of coastal 
changes

 The Autocoast project aims to have a 
consolidated framework for drawing 
coastlines as well as detecting coastline 
changes 

 Openly available satellite data (Sentinel-
1, Sentinel-2, Landsat) are used 



The problem at hand – Automatic drawing of coastlines 
for large datasets

We need to draw the coastline in Sentinel-2 dataset at the Baltic sea
We do not know the dataset 
How many classes are there 
Given n classes, how many are of interest while drawing the coastline ?
How to reduce human labor in labelling classes using machine learning?
 At the same time, can we also improve the model from human inputs?



Finding the optimal number of clusters in the dataset

A general objective

Several clustering algorithms are to be compared 

A balance between accuracy and resource consumption is desirable

Starting with dummy data(dynamicworld) for coastal region, will switch to real 
dataset (coasts around Baltic sea) in future

• Predictions are trustworthy, UQ methods to be applied 



Initial checks –ELBOW plots

100 samples, max number of clusters: 50 (n/2)



200 samples, max number of clusters: 100 (n/2) 300 samples, max number of clusters: 150 (n/2)

Initial checks –ELBOW plots



Silhouette score
The Silhouette Coefficient is calculated using the mean intra-cluster distance (a) and the mean nearest-cluster distance (b) 
for each sample. The Silhouette Coefficient for a sample is (b - a) / max(a, b). To clarify, b is the distance between a sample 
and the nearest cluster that the sample is not a part of. Note that Silhouette Coefficient is only defined if number of labels 
is 2 <= n_labels <= n_samples - 1.
A high value indicates that the object is well matched to its own cluster and poorly matched to neighboring clusters.

Peter J. Rousseeuw (1987). “Silhouettes: a Graphical Aid to the Interpretation and Validation of Cluster Analysis”. 
Computational and Applied Mathematics 20: 53-65.

https://www.sciencedirect.com/science/article/pii/0377042787901257


Number of clusters for k-means

Silhouette score (highest at 4)

The silhouette ranges from −1 to +1, where a high value indicates that the object is well matched to 
its own cluster and poorly matched to neighboring clusters.

Silhouette score



Bayesian information Criteria – a more reliable estiamate



Uncertainty aware segmentation with soft clustering



Uncertainty aware segmentation with soft clustering



Coastline detection



GMM + 
CLASSIFIER

Patch selection

Raw Image database

Labelling tool

Patch database Pixel database Pre-classified Pixel database

Labelled Pixel databaseLabelled Patch database
Active 

learning

Pixel to patch function

Please have a look at our Posters in the poster session

The total workflow: more details in our Posters



Thank you 

For questions, suggestions please feel free to contact
chandrabali.karmakar@dlr.de
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