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A B S T R A C T

The study presents the first measurement of boundary-layer transition on a harmonically-pitching airfoil under
cryogenic conditions. The experiments were conducted in the cryogenic wind tunnel of the German–Dutch
Wind Tunnels in Cologne using a test rig especially designed for harmonic pitch oscillations of a two-
dimensional model equipped with the laminar NLF(2)-0415 airfoil. The tests were performed at free stream
Reynolds and Mach numbers of 𝑅𝑒 = 6 × 106 and 𝑀 = 0.34. Unsteady pitch oscillations were investigated at
different pitch frequencies (up to 40Hz, i.e. a reduced frequency of 0.540) and pitch amplitudes, as well as
for a steady angle-of-attack polar for comparison. The boundary-layer transition movement was captured by
means of spatially high-resolving temperature-sensitive paint using a surface-integrated heating layer of carbon
nanotubes (cntTSP) and fast-response pressure transducers. The cntTSP data was processed according to the
already established “Differential Thermography” (DT) method as well as using a recently presented method
based on the evaluation of the qualitative distribution of the heat-transfer coefficient (HTC). The techniques
are described in detail and results are evaluated with respect to measurement-based thermal hysteresis as well
as the influence of varying pitch frequency and amplitude. The latter could successfully be measured by all
applied methods. The findings further reveal significant improvements in the detection of unsteady boundary-
layer transition when applying the HTC method compared to DT. These are: a reduction of the measurement
error in terms of the thermal hysteresis component in the results and an increased result density at pitch
phases, where the DT method inherently fails to yield results.
1. Introduction

According to the International Air Transport Association IATA [1]
the CO2 emissions during the lifecycle of commercial aircraft need to
be reduced drastically by 2050 in order to achieve the stated “net-zero”
requirements. A promising aerodynamic remedy to reduce the fuel
consumption and polluting emissions is Natural Laminar Flow (NLF)
technology for the wings of future commercial aircraft. The technology
reduces the overall friction drag on the wing surfaces by exploiting the
limits of laminar boundary-layer flow which produces less wall shear
stress than turbulent boundary-layers.

Recently, the NLF concept was applied to an innovative transport
aircraft configuration with forward-swept wings by Seitz et al. [2].
It is the declared goal of the research initiative ECOWING (Wing
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Technology Validation for Ultra Green Aircraft, 2020–2021)2 and its
successor ULTIMATE (Ultra High Efficient Wing and Movables for Next
Generation Aircraft, 2022–2026)3 to demonstrate the capabilities of
this aircraft configuration numerically and experimentally under realis-
tic flight conditions, i.e. at large Reynolds- and Mach numbers. Previous
studies on different laminar airfoils showed that the operational flight
envelope is significantly affected in terms of flutter stability when
allowing free laminar boundary-layer flow as compared to configura-
tions where the boundary-layer was tripped to be entirely turbulent
[3,4]. In order to assess the risks associated with flutter instability
due to unforced boundary-layer transition, it is essential to capture the
movement of boundary-layer transition during pitch-oscillation.

Sensor-based methods for the detection of boundary-layer transition
on oscillating airfoils use hot-film sensors [5] or pressure transducers
when employing the so-called 𝜎 𝑐𝑝 method according to Gardner and
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Nomenclature

𝛼 Mean angle-of-attack, deg
𝛼̂ Pitch amplitude, deg
𝑐 Chord length, 𝑐 = 0.400 m
𝑐s Specific heat capacity of the model surface,

J∕(k g K )
𝐸nr Activation energy for non-radiative process,

J∕mol
𝑓 Pitch frequency, Hz
ℎ Heat transfer coefficient, W∕(m2 K )
𝐼 Luminescent intensity or image gray level,

counts
ℜ Universal gas constant, J∕(mol K )
𝑘 Reduced pitch frequency, 𝑘 = 𝜋 𝑓 𝑐∕𝑈∞
𝜆s Thermal conductivity normal to model

surface, W∕(K m)
M Mach number
𝑞CNT Heat flux applied through CNT, W∕m2

𝑞ℎ Convective heat flux, W∕m2

𝜌s Model surface density, k g∕m3

Re Chord Reynolds number
𝑠𝑇 Temperature sensitivity, 𝑠𝑇 = 1

𝐼
𝜕 𝐼
𝜕 𝑇 , K−1

𝑡 Time, s
𝑡𝑓 Relative phase of pitch cycle
𝛥𝑡𝑓 Relative phase difference between pro-

cessed images
𝑇 TSP-surface temperature, K
𝑇∞ Free stream flow temperature, K
𝑈∞ Wind tunnel flow velocity, m∕s
CNT Carbon nanotubes
DT Differential thermography
DIT Differential infrared thermography
DLR German Aerospace Center
DNW German Dutch wind tunnels
HTC Heat transfer coefficient
IATA International Air Transport Association
NLF Natural laminar flow
PU Poly urethane
IR Infrared
TSP Temperature-sensitive paint
𝜎 𝑐p Standard deviation of pressure signal
Hof f CNT heating was turned off
Hon CNT heating was turned on 2 s prior to

image acquisition
r ef Reference conditions

Richter [6]. Hot-film sensors measure local changes of the heat transfer
t the sensor, which is directly coupled to changes of the local wall

shear stress through the Reynolds-Colburn analogy [7,8] and hence
ndicative of boundary-layer transition from laminar to turbulent. In

turn, the 𝜎 𝑐𝑝 method exploits the fact that boundary-layer transition
causes an unsteady “kink” in the pressure distribution [9]. In the case of
itch-oscillating airfoils, the position of the kink varies from one pitch-
ycle to the next. Therefore, the cycle-to-cycle standard-deviation of
 pressure signal (𝜎 𝑐𝑝) comprises a relative maximum at those phases

during the pitch cycle when boundary-layer transition moves across
the specific pressure tap location on the surface. However, the spatial
resolution of all discrete sensor-based methods is inherently limited by
their distribution on the model surface.
2 
The limited spatial resolution has been significantly increased by
on-intrusive thermal imaging methods using infrared cameras (IR) or
emperature-sensitive paint (TSP). The TSP technique is based on the
hotokinetic interaction between the airflow and a luminescent coating
n the surface of interest. A comprehensive description and review
f the method is provided by Liu et al. [10]. When excited by light
f a certain wavelength, the quantum efficiency of the ensuing lumi-
escence decreases with increasing temperature due to non-radiative

relaxation processes of the excited molecule. The relation between
the luminescent intensity 𝐼 and the absolute temperature 𝑇 can be
described by the Arrhenius equation

ln
𝐼(𝑇 )
𝐼(𝑇r ef )

=
𝐸nr
ℜ

(

1
𝑇

− 1
𝑇r ef

)

, (1)

where 𝐸nr is the activation energy for the non-radiative process, ℜ is
the universal gas constant and 𝑇r ef is a reference temperature in Kelvin.

Thermal methods use the different heat transfer characteristics be-
tween laminar and turbulent boundary layers to give an indication of
the boundary-layer transition location. An artificially produced temper-
ature difference between the wind tunnel flow and the model surface is
usually applied because it increases the surface temperature difference
between laminar and turbulent boundary layers compared with the
natural difference based on the respective recovery temperatures [11].
This artificially induced temperature difference is commonly applied,
or instance, by modification of the free stream temperature, known as

“T-step method” [12]. Alternatively, the model surface can be actively
eated using external lamps or even a surface-integrated heating layer.
lein et al. [13] developed the cntTSP method, where a spray-coated

and electrically contacted heating layer consisting of carbon nanotubes
(cnt) is directly integrated into the layer setup of a TSP coating. cntTSP
was shown to enable successful measurement of boundary-layer tran-
sition on a steady airfoil under cryogenic conditions [14]. For steady
airfoil aerodynamics, thermal methods identified the maximum temper-
ature gradient on a heated or cooled airfoil surface as corresponding
to the transition position (see e.g. [15]). However, this methodology
is known to be less useful when applied to pitch-oscillating airfoils;
this is because within a pitch cycle, the local temperature differences
due to the moving transition position are small when compared to the
ycle-averaged surface temperature differences [16,17].

This problem was solved by “Differential Infrared Thermography”
DIT), which was developed in the context of unsteady helicopter
erodynamics in order to probe the movement of boundary-layer tran-
ition during pitch-oscillation. A comprehensive analysis and review
f the method is detailed in the work of Wolf [18]. For DIT, two
hermal images of e.g. a heated model surface are acquired in direct

succession with a short time delay. The temperature difference between
those images can be attributed to the moving transition position and
hence evaluated to detect the intermediate transition location. The
measurement principle was demonstrated by Raffel and Merz [19] and
validated against results from hot-film sensors and pressure transducers
by Richter et al. [20]. The method was further numerically analyzed by

ardner et al. [16] and experimentally optimized by Wolf et al. [17].
Since the basic methodology can be equivalently used for analyzing TSP
images, the term “Differential Thermography” (DT) is used in this work.

The DT approach was successfully applied to TSP intensity data of
an airfoil during quasi-steady pitch-sweep by Yorita et al. [21]. Ikami
t al. [22] introduced a new method to detect boundary-layer transition

data on pitch-oscillating airfoils. They employed TSP in order to process
a phase-resolved surface distribution of the heat transfer coefficient
(HTC) and identified its maximum gradient as corresponding to the
transition location. They applied the technique as a proof of principle
on a harmonically pitching airfoil under atmospheric and low Reynolds
number conditions at comparatively low frequencies of up to 4.2 Hz,
which corresponded to a reduced frequency of 𝑘 = 0.10.

This paper presents the capabilities of TSP to measure unsteady
boundary-layer transition on a harmonically pitching airfoil for the first
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Fig. 1. Downstream view (in direction of wind tunnel flow) of the cntTSP-coated wind
tunnel model in the test section.

time under cryogenic conditions. In addition to previous works, the
results obtained from thermal DT and HTC methodologies are com-
pared to each other and to the established sensor-based 𝜎 𝑐𝑝 method.
The findings are then evaluated in terms of erroneous measurement-
induced thermal hysteresis and effects with respect to pitch frequency
and amplitude.

2. Experimental techniques

2.1. Test setup and instrumentation

The wind tunnel tests were conducted in the cryogenic wind tunnel
in Cologne of the German–Dutch Wind Tunnels (DNW). The Göttingen-
type wind tunnel had a 2.4 m × 2.4 m test section and a custom designed
pitch oscillation setup [3] for cryogenic tests on unsteady 2D-airfoil
models. The test rig comprised a hydraulic actuator to enforce har-
monic pitch oscillations of the investigated 2D model of a modified
natural laminar flow airfoil (NLF(2)-0415, see [3] and also Fig. 4).
The model was installed vertically and clamped between turntables
in the wind tunnel test section, as pictured in Fig. 1. The sinusoidal
movement of the model is characterized by the mean angle-of-attack
𝛼, the pitch amplitude 𝛼̂ and the pitch frequency 𝑓 , as illustrated in
Fig. 2. The wind tunnel flow was set to 𝑈∞ = 93 m∕s and cooled down
to 𝑇∞ = 179 K, yielding flow Mach and Reynolds numbers (based on
chord length) of M = 0.34 and Re = 6 × 106. All reported test conditions
are summed up in Table 1. This includes the pitch settings for a steady
airfoil polar, a study with varying pitch frequency and two sets of
conditions where the pitch amplitude was varied at constant settings
for mean angle-of-attack and pitch frequency (noted as pitch amplitude
study in Table 1).

A sketch of the instrumented wind tunnel model is provided in
Fig. 3. The model was made out of carbon-fiber reinforced plastic
(CFRP), spanning across the entire 2.4 m height of the test section
3 
Fig. 2. Sinusoidal movement of pitch angle 𝛼 around mean angle-of-attack 𝛼 with pitch
amplitude 𝛼̂ and pitch frequency 𝑓 for an entire pitch cycle.

Fig. 3. Schematic sketch of wind tunnel model with indicated dimensions and installed
instrumentation.
Source: Modified from [3].

Fig. 4. Modified NLR(2)-0415 airfoil [3] and positions of 75 installed fast-response
pressure transducers.

and comprising a chord length of 𝑐 = 400 mm. It was instrumented
with 75 fast-response pressure transducers of differential type (Kulite
CCQ-132X-093-5D), see Fig. 4 for their positioning.

The cntTSP coating was placed on the lower side of the model
for reasons of better optical access to the airfoil suction side. The
distance between the cntTSP coated area and the lower turntable was
245 mm which is greater than the peniche thickness of 90 mm for half-
model testing in this wind tunnel and therefore beyond the wind tunnel
boundary-layer [23]. The heated TSP area covered 270 mm of the span,
the entire 400 mm of the suction side of the model and 75% of the
pressure side. The cntTSP setup used for this study was described in
detail by Klein et al. [24] so only the essentials are summarized in the
following. A sketch of the applied coating layers is provided in Fig. 5.
The model surface was first coated with a primer layer. A first poly-
urethane (PU) based white screen layer was then used between the
primer and the carbon nanotube layer to ensure electrical insulation
with respect to the model and to provide thermal insulation of the
model surface. A second PU screen layer was used in between the
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Table 1
Test conditions.

Flow conditions M = 0.34; Re = 6 × 106; 𝑈∞ = 93 m∕s; 𝑇∞ = 179 K; 𝑐 = 0.4 m
Study 𝛼, ◦ 𝛼̂, ◦ 𝑘

(

= 𝜋 𝑓 𝑐∕𝑈∞
)

Steady airfoil 0–1.0 (𝛥 = 0.2); 1.1;1.2–2.0 (𝛥 = 0.2) – –
Pitch frequency 1.2 0.2 0.108; 0.270; 0.540

Pitch amplitude 1.2 0.1; 0.2; 0.4; 0.6; 0.8; 1.0 0.108
1.6 0.2; 0.4; 0.6 0.108
Fig. 5. Layer setup of cntTSP coating, see Klein et al. [24] for details.

carbon nanotubes and the TSP to reflect and hence enhance the emitted
TSP luminescence. On this second screen layer, black dot markers were
applied for image alignment during post processing. For the evaluated
wind tunnel runs, the carbon nanotube coating was powered using
360 V and 0.54 A yielding an electrical heat flux of 𝑞CNT ≈ 1 k W∕m2

to the surface. It should be mentioned that the heat fraction lost due to
conduction into the model was not quantified. However, the insulating
(PU) screen layer between the model surface and the CNT was chosen
five times thicker than the screen layer between the CNT and TSP layers
such that the assumption is justified that the largest heat portion is
directed towards the TSP layer on top of the surface. As detailed in
Section 3.2.2, the amount of electrical heat flux does not need to be
known exactly, since only the qualitative distribution of the heat flux
coefficient is used to determine the transition location.

The final TSP layer comprised Ru(t er py )2Cl2 as temperature-
sensitive luminophore embedded into a PU matrix. After coating, the
final layer was polished to yield an average roughness of 𝑅𝑎 ≪
0.2 μm which is essential for boundary-layer transition tests under high
Reynolds number conditions. The TSP sensor has been characterized by
Klein et al. [25] as having a temperature sensitivity of 𝑠𝑇 = −0.036 K−1

at 180 K, where the TSP temperature sensitivity is defined as the
relative intensity change per unit Kelvin.

𝑠𝑇 = 1
𝐼
𝜕 𝐼
𝜕 𝑇 (2)

The TSP was excited by two LEDs (Hardsoft Illuminator) with peak
emission wavelengths of 462 nm. The luminescence signal was cap-
tured by a Photron FASTCAM Mini AX200 camera using a band-pass
filter (605 ± 27.5 nm) to separate the usable signal from the excitation
light. This setup yielded a spatial image resolution of approximately
770 pixel∕chor dlengt h, viz. 1.9 pixel∕mm.

2.2. Data acquisition and pre-processing

2.2.1. Pressure data and angle-of-attack
The sampling rate of angle-of-attack and surface pressure recordings

was linked to the pitch frequency of the model such that 128 samples
were recorded during one pitch cycle, i.e. 𝑓𝑎𝑐 𝑞 . = 128 ⋅ 𝑓 . For pitch
frequencies between 𝑓 = 4−40 Hz, this resulted in recordings of 160–
640 pitch cycles. Before the signal was processed to find transition
locations, as explained in Section 3.2.3, the mean value was subtracted
and the signal was band-pass filtered between 2 Hz and the Nyquist
theorem frequency corresponding to the respective sampling rate of the
test point.
4 
2.2.2. TSP data
For steady pitch cases, 1000 images were recorded at 250 f ps during

two subsequent phases. First, reference (“ref”) images were acquired
under the conditions listed in Table 1. Secondly, so-called “run”-images
were acquired using the “temperature-step” (T-step) procedure [15],
while the free-stream temperature was lowered by a few Kelvin through
an increase of the liquid nitrogen mass flow into the test section.

For unsteady test conditions, images were acquired under “heat-off”
conditions while the CNT heating was turned off (denoted using the
subscript 𝐻 𝑜𝑓 𝑓 further below) as well as under “heat-on” conditions
(denoted as 𝐻 𝑜𝑛). Note that for the “heat-on” condition, the CNT heating
was turned on 2 s prior to acquisition of the first image. For each
acquisition phase approximately 4000 images were acquired at a frame
rate of 1 k Hz, which was phase locked to the pitch frequency. This
yielded between 250 images per cycle at 𝑓 = 4 Hz and 25 images per
cycle at 𝑓 = 40 Hz. The correspondingly sampled phase resolutions were
𝛥𝑡𝑓 = 0.004 and 𝛥𝑡𝑓 = 0.04 at 𝑓 = 4 Hz and 40 Hz.

For the unsteady measurement points, a random relative movement
between camera and model was noticed, this being likely attributable to
vibrations caused by the pitch oscillation module. Therefore, all images
were aligned with the first image of each sequence before they could
be further processed. For this purpose, fifteen black dot markers had
been applied to the TSP coating, see Section 2.1. The following steps
were then carried out using the inhouse developed software package
ToPas as in [26]

• Marker Registration
• Image alignment using a second order polynomial warp function
• Cycle averaging of all images
• Image division and algebraic operations according to the algo-

rithms described in Sections 3.2.1 and 3.2.2
All further processing steps, including the assignment of pitch phase
and angle-of-attack, and the application of the transition detection
algorithms (see Sections 3.2.1, 3.2.2 and 3.2.3) were performed using
Python. This includes also the span-wise averaging of image data across
a region covering 150 px, i.e. 78 mm span. This area had been selected in
order to avoid the influence of turbulent wedges which were identified
during post processing (see e.g. Fig. 8 close to 𝑦 = 55 mm).

3. Boundary-layer transition detection

This section presents the transition detection methods used in this
paper. A detailed evaluation of the techniques and comparison between
the respective results is presented in Section 4.

3.1. Steady conditions

On the steady model, boundary-layer transition was measured using
the established T-step method [12]. The results had already been pre-
sented by Klein et al. [24], who showed that they are interchangeable
with results deduced using the CNT heating method but superior in
signal-to-noise ratio. For the T-step method, the adiabatic surface tem-
perature difference between laminar and turbulent areas is increased
by temporarily increasing the injection rate of liquid nitrogen into the
wind tunnel free stream, which acts as a negative temperature step of
the flow with respect to the model surface. The transition positions
were then derived at the point corresponding to the maximum gradient
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Fig. 6. Transition results of steady airfoil obtained from experimental data (T-step, DT
and exponential fit) and 2D coupled Euler-/boundary-layer computations with critical
N-factors of 𝑁 = 6 and 𝑁 = 9. Exponential fit constants are a = 0.1956; b = 104.7531
and c = 5.1907.

of the TSP intensity ratio between images acquired at different free
stream temperatures [27]. The results are presented using blue dots ( )
in Fig. 6, where transition location versus angle-of-attack have been
plotted. Since the differential thermography (DT) technique outlined
in Section 3.2.1 is based on a spatial change of the transition location
and the resulting change of surface temperature, it can also be applied
to thermal images of a steady angle-of-attack polar. This had been
done previously by Wolf et al. [17], who evaluated surface temperature
differences of test points corresponding to succeeding angles-of-attack.
Accordingly, the resulting location where the temperature difference
peaks marks the transition position of the intermediate angle-of-attack.
The procedure eventually increases the sampling of transition locations
at angles-of-attack which were not approached during data acquisition.
The corresponding results are included in Fig. 6 using red squares ( ).
Note, that the temperature differences for these results were evaluated
in a qualitative manner only by dividing images corresponding to
succeeding angles-of-attack 𝛼i and 𝛼i+1 (see Eq. (3)).

The results in Fig. 6 show that transition from laminar to turbulent
flow does not occur further downstream than at (𝑥∕𝑐)t r = 0.8. For
𝛼 > 1 deg transition moves gradually upstream up to (𝑥∕𝑐)t r = 0.2 at
𝛼 = 2.0 deg. For comparisons with unsteady transition locations (see
Fig. 17), the steady experimental results were approximated using a
non-linear least-squares fit to the exponential function (𝑥∕𝑐)t r = 𝑎 + 𝑏 ⋅
𝑒𝑥𝑝−𝑐⋅𝛼 . The constant values are indicated in the caption of Fig. 6.

For comparison with experimental results, computations were per-
formed using the coupled 2D Euler-/ boundary-layer code MSES [28,
29] for the investigated airfoil with transition 𝑁-factors of 𝑁 = 6
and 𝑁 = 9. These results are also shown in Fig. 6. Note that the
experimental results are within the bounds spanned by the numeric cal-
culations. Moreover, the MSES computations yield a similar upstream
movement of the transition location at increasing angle-of-attack as the
experimental data as well as the same downstream limit of transition
to turbulence at (𝑥∕𝑐)t r = 0.8.

3.2. Unsteady conditions

3.2.1. Differential thermography (DT)
The following section concentrates on the fundamentals of the

technique and its application when using TSP. The principles were
originally derived for the so-called “DIT” technique (using IR cam-
eras). As they apply for the use of TSP as well, the term “Differential
Thermography” (DT) is used here.

Richter et al. [20] and Gardner et al. [16] showed that the peak
location of the model surface temperature difference between two
5 
angles-of-attack, 𝛼i and 𝛼i+1, at succeeding phase positions, 𝑡𝑓i and
𝑡𝑓i+1, corresponds to the point of 50% turbulence intermittency at the
intermediate angle-of-attack

(

𝛼i + 𝛼i+1
)

∕2. This peak location is further
referred to as “transition position”. For TSP, a first order Taylor series
expansion of the Arrhenius relation in Eq. (1) approximates the inten-
sity ratio of subsequently acquired images at different angles-of-attack
as a function of the corresponding temperature difference:
𝐼(𝑇𝛼i )
𝐼(𝑇𝛼i+1 )

= 1 − 𝐸𝑛𝑟

ℜ ⋅ 𝑇 2
𝛼i+1

[

𝑇𝛼i − 𝑇𝛼i+1
]

. (3)

Note that the intensity ratio yields values less than one for positive
temperature differences, i.e. 𝑇𝛼i > 𝑇𝛼i+1 , and vice versa negative differ-
ences. Assuming changes to be small, the use of the linear relationship
between intensity ratio and temperature difference given in Eq. (4) is
justifiable:

𝑇𝛼i − 𝑇𝛼i+1 = 2
𝑠𝑇

⎡

⎢

⎢

⎢

⎣

𝐼(𝑇𝛼i )
𝐼(𝑇𝛼i+1 )

− 1
𝐼(𝑇𝛼i )
𝐼(𝑇𝛼i+1 )

+ 1

⎤

⎥

⎥

⎥

⎦

(4)

The temperature sensitivity is assumed to be constant at 𝑠𝑇 =
−0.036 K−1. The value corresponds to the temperature sensitivity at
𝑇 = 180 K, which was investigated by Klein et al. [25] for the same
TSP sensor as used in this study (see Fig. 1 in [25]). The DT principle
is sketched schematically in Fig. 7 for a heated model surface. During
the upstroke pitching motion with 𝛼i < 𝛼i+1, boundary-layer transition
moves upstream and yields 𝑇𝛼i > 𝑇𝛼i+1 in the transition zone due to
the larger, more efficiently cooled area at 𝛼i+1 (see top of Fig. 7). The
opposite holds during the downstroke. Thus, for TSP data the transition
position is found by searching for the minimum and maximum peak
locations of the intensity ratio or, as illustrated in the lower graph
of Fig. 7, the maximum and minimum temperature differences during
upstroke and downstroke, respectively. Moreover, Richter et al. [20]
and Gardner et al. [16] showed experimentally and theoretically that
due to thermal lag, the 𝛥𝑇 peak indicating boundary-layer transition
according to the DT method is too far downstream during upstroke
and too far upstream during downstroke when compared to the actual
transition positions; these are also shown schematically in Fig. 7. In this
context, the actual transition position corresponds to the location where
50% turbulence intermittency was detected using hot-film sensors [20].
A detailed discussion of thermal hysteresis and the associated results
from this work are provided in Sections 3.2.4 and 4.1.

A sample TSP result during the upstroke pitching motion at 𝑘 =
0.108 is provided in Fig. 8. It displays the intensity ratio of two images
acquired at a relative phase difference of 𝛥𝑡𝑓 = 0.080 and corresponds
to an instantaneous angle-of-attack of 𝛼 = 1.8 deg at 5.6% of the
pitch cycle 𝛼 = 1.6 ± 0.6 deg. The footprints of two turbulent wedges
originating at the leading edge (and arising from transition occurring
at this edge probably due to surface imperfections) are visible at 𝑦 =
40 mm and 𝑦 = 60 mm. The transition area appears as a dark band in
the span-wise region 70 mm < 𝑦 < 250 mm. The transition location
is evaluated by detecting the minima or maxima across the span-wise
averaged region between the two red lines which are indicated in Fig. 8.

The span-wise averaged intensity-ratio profile of the case displayed
in Fig. 8 is plotted as temperature difference in Fig. 9 as gray and red
lines. Note the small temperature differences of only |𝛥𝑇 | < 0.1 K in
the transition region. The red line shows the result after applying a
moving average (width = 𝛥𝑥∕𝑐 = 0.025) to the span-wise averaged data
in gray. The corresponding temperature difference profile at the same
instantaneous angle-of-attack but during downstroke (𝛼 = 1.8 deg ↓) is
displayed in blue and the profile corresponding to the maximum angle-
of-attack during the same pitch cycle is added in black. The detected
transition locations are marked by the correspondingly colored large
dots. The results indicate that at 𝛼 = 1.8 deg the transition location
is further downstream during upstroke (red) as compared to during
downstroke (blue). The transition movement therefore displays an
expected hysteresis (see Section 3.2.4).
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Fig. 7. Schematic of chord-wise temperature profiles of a heated model surface at
consecutive pitch phases during up- and downstroke (top) and corresponding 𝛥𝑇
signals with identified transition positions according to the DT method and qualitative
comparison to actual transition positions (bottom) as they can be identified using hot-
film sensors.
Source: Figure modified from [17].

Fig. 8. Intensity ratio image 𝐼
(

𝑇𝛼𝑖
)

∕𝐼
(

𝑇𝛼𝑖+1
)

corresponding to 𝑡𝑓 = 0.056 and 𝛼 =
1.8 deg during upstroke of pitch cycle with 𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg.

A comparison between the displayed profiles in Fig. 9 reveals su-
perimposed negative and positive gradients for the 𝛥𝑇 -profiles during
upstroke and downstroke but no superimposed gradient for the profile
corresponding to 𝛼𝑚𝑎𝑥. The 𝛼𝑚𝑎𝑥-profile results from a ratio of two
images with the model at the same angle-of-attack, thus at the same
relative position with respect to LED and camera. In contrast, during
upstroke the trailing edge of the model moves away from LED and
camera, which leads to larger luminescent intensities of trailing edge
images at 𝛼𝑖 as compared to 𝛼𝑖+1, where the trailing edge is slightly
further away. Therefore, the resulting image ratio 𝐼

(

𝑇𝛼𝑖
)

∕𝐼
(

𝑇𝛼𝑖+1
)

contains intensity differences which are independent of any tempera-
ture changes due to the moving boundary-layer transition on the model
and which appear with opposite signs on the model with respect to
its hinge point at 𝑥∕𝑐 = 0.375 where no relative model movement
occurred with respect to LED and camera. Hence, for the upstroke
motion in Fig. 9, the values of 𝛥𝑇 > 0 close to the leading edge and
the values of 𝛥𝑇 < 0 close to the trailing edge are artefacts due to
the relative movement of the model with respect to light source and
camera. The corresponding 𝛥𝑇 -profile during downstroke comprises
the same artefacts but with opposite sign. These artefacts are known
6 
Fig. 9. Temperature difference signals at 𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg and detected
transition locations according to Eq. (4) (solid lines and circles) for different pitch
phases. Results processed using additional heat-off reference image 𝐼r ef are added for
𝑡𝑓 = 0.056 (dashed line and white cross). Colored lines show moving averages of span-
wise averaged data in gray.

to the so-called TSP “intensity” method and can principally be avoided
using the “lifetime” technique Yorita et al. [21]. In this work, the
artefacts could be compensated by referencing the processed images,
acquired under heat-on condition, to a reference image at the same
phase position but acquired under heat-off condition before applying
the ratio of consecutive images within the pitch cycle. A processed
temperature profile during upstroke using such a reference image is dis-
played in Fig. 9 by the red dashed line. As expected, the superimposed
negative gradient has disappeared and except for the transition region
in vicinity of the positive 𝛥𝑇 -peak, the profile coincides with the profile
at 𝛼𝑚𝑎𝑥 comprising negligible temperature differences elsewhere. The
corresponding detected transition position is marked by the white cross
and coincides with the position detected without referencing which
is marked by the red circular dot ( ). As the demonstrated image
referencing does not have an impact on the detected transition position,
it was left out for further processing of other data points evaluated
by the DT method. It should therefore be emphasized that the DT
technique allows omitting reference images which are usually necessary
when applying, for example, the T-step method for the detection of
boundary-layer transition on steady airfoils.

The processed results are displayed in Fig. 10 for the entire pitch
cycle showing the detected transition locations (𝑥∕𝑐)t r,DT ( ) along
with the corresponding angles-of-attack ( ) against the relative pitch
phase 𝑡𝑓 . The detected movement of boundary-layer transition follows
the pitching motion. The transition location moves upstream during
upstroke at increasing angles-of-attack and downstream during down-
stroke as the angle-of-attack decreases. The DT method relies on surface
temperature changes between the time instances of the acquired images
used to process the temperature change. As demonstrated by Wolf
et al. [17], there are two main reasons for faulty or ambiguously
detected transition locations using the DT method: First, at stream-
wise positions where the transition movement is fast with respect to
small changes of the angle-of-attack. This occurs where the adverse
pressure gradient on the airfoil is small and results in a smeared out 𝛥𝑇
signal comprising a double peak and leading to ambiguously detected
transition positions. Secondly, close to and past the pitch reversal
points, the 𝛥𝑇 -profiles comprise both minima from the downstroke
movement and maxima from the upstroke movement. This is due to
thermal hysteresis attributed to the model surface material, which has
been analyzed in more detail by Gardner et al. [16]. Ambiguously
detected 𝛥𝑇 -peaks were therefore manually removed from the results,
see e.g. the “removed” data ( ) as indicated in Fig. 10. In a last
processing step for the DT method, the valid peaks were smoothed by a
moving average corresponding to 𝛥𝑡𝑓 = 0.08, see e.g. the cyan-colored
( ) “filtered” points in (Fig. 10).
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Fig. 10. Transition results using Differential Thermography at 𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg.

3.2.2. Heat transfer coefficient (HTC)
It is known that boundary-layer transition is characterized by a

harp increase of the local skin friction coefficient [11]. Further, the
local heat transfer coefficient between a model surface and fluid flow
epends on the Prandtl number and follows the local shear stress, which

was shown by the Reynolds–Colburn analogy [7,8]. In the presented
work, the heat transfer coefficient ℎ is determined qualitatively in order
to derive its maximum positive gradient. This location is indicative for
transition to turbulence of the laminar boundary-layer and therefore
efined as transition location. The basics of the technique, which was

first applied by Ikami et al. [22], are recaptured here in order to allow
for a detailed comparison to other approaches used for the detection of
boundary-layer transition on oscillating airfoils. Assuming an adiabatic
model surface, i.e. neglecting conductive heat losses into the model as
well as radiative heat losses, the resulting heat flux at the model surface
𝑞(𝑡n) is the difference between the heat flux added by the carbon-
nanotube heating layer 𝑞CNT and the convective heat flux of the flow
𝑞ℎ.

𝑞(𝑡n) = 𝑞CNT − 𝑞ℎ(𝑡n) (5)

Note that the following considerations pertain to the quantities at
hase-averaged time instants 𝑡n during the pitch cycle. 𝑞CNT is calcu-

lated according to Eq. (6)

𝑞𝐶 𝑁 𝑇 =
𝑃𝑒𝑙

𝐴ℎ𝑒𝑎𝑡𝑒𝑑
= 1 k W

m2
, (6)

considering the provided electrical power 𝑃el and the heated surface
cross the coated area (see Fig. 3) on the model suction side and
 75% of the pressure side. The convective heat flux is expressed as a
roduct of the heat transfer coefficient ℎ and the temperature difference
etween the runs, when the heating had been switched on

(

Hon
)

and off
Hof f

)

:

𝑞ℎ(𝑡𝑛) = ℎ ⋅
[

𝑇Hon(𝑡n) − 𝑇Hof f (𝑡n)
]

(7)

The temperature difference is evaluated in an analogous manner to
q. (4). The surface heat flux can further be determined by the dis-
retized formulation [30,31] of the relation between heat flux and
emperature time-series [32,33].

𝑞(𝑡𝑛) =
2
√

𝜌s𝑐s𝜆s
√

𝜋

𝑛
∑

𝑖=1

𝑇
(

𝑡𝑖
)

− 𝑇
(

𝑡𝑖−1
)

√

𝑡𝑛 − 𝑡𝑖 +
√

𝑡𝑛 − 𝑡𝑖−1
(8)

𝜌s, 𝑐s and 𝜆s are the model surface density, its specific heat capacity and
hermal conductivity normal to the wall. The product in front of the

summation in Eq. (8) (called the thermal parameter) serves as a scaling
arameter of 𝑞(𝑡n) and does not influence the qualitative distribution of
, which is obtained when solving Eq. (5) after substituting Eqs. (6)–

(8). The thermal parameter was reasonably guessed to be
(

𝜌 𝑐 𝜆
)

=
s s s m o

7 
1.5 × 106 J2∕(m4 K2 s), which lies in-between the values adopted by
Gardner et al. [16] and Risius et al. [34], where the parameters had
been estimated for a surface made from carbon-fiber reinforced plastic
and calibrated for a different TSP coating as used in this study (without

NT). In Eq. (8), the temperature difference of subsequent time instants
𝑇
(

𝑡i
)

− 𝑇
(

𝑡i−1
)

practically corresponds to the term in Eq. (4), which
s used for the evaluation according to the DT method. However, as
iscussed with respect to Fig. 9, the calculated temperature differences

are biased by the model movement with respect to camera and light
source when using phase-consecutive images of the heated run only.
Therefore, the “heat-on” images are first normalized to the “heat-off”
mages at the same phase before the temperature difference between

different phase positions is calculated. In this way, the temperature
difference in Eq. (8) is calculated indirectly as described in Eq. (9).

he relation assumes that the actual temperature changes seen in the
𝑇Hof f -images are negligible throughout the pitch cycle and that the
normalization step only corrects for the intensity change introduced by
the model movement relative to light source and camera. Just as with
the DT method, this post-processing step allows a free choice of the
relative phase difference 𝛥𝑡𝑓 between the respective image increments
i and i−1, which are considered for calculation of the temperature
differences in the summation of Eq. (8).
𝑇
(

𝑡i
)

− 𝑇
(

𝑡i−1
)

=
[

𝑇Hon
(

𝑡i
)

− 𝑇Hof f
(

𝑡i
)]

−
[

𝑇Hon
(

𝑡i−1
)

− 𝑇Hof f
(

𝑡i−1
)]

= 2
𝑠𝑇

⎡

⎢

⎢

⎢

⎣

𝐼(𝑇𝛼i ,Hon)
𝐼(𝑇𝛼i ,Hof f ) − 1
𝐼(𝑇𝛼i ,Hon)
𝐼(𝑇𝛼i ,Hof f ) + 1

⎤

⎥

⎥

⎥

⎦

−

2
𝑠𝑇

⎡

⎢

⎢

⎢

⎣

𝐼(𝑇𝛼i−1 ,Hon)
𝐼(𝑇𝛼i−1 ,Hof f ) − 1
𝐼(𝑇𝛼i−1 ,Hon)
𝐼(𝑇𝛼i−1 ,Hof f ) + 1

⎤

⎥

⎥

⎥

⎦

(9)

According to the outlined HTC method the information of boundary-
layer transition is contained in the sum of phase-averaged temperature
differences from different phases in Eq. (8). To illustrate this concept,
 temperature time series of the case presented in Figs. 8 and 9 was

sampled at 𝑥∕𝑐 = 0.22 and plotted across the pitch cycle, as shown
in Fig. 11. The plot shows the local temperature at 𝑥∕𝑐 = 0.22 with
espect to the temperature sampled at the beginning of the pitch cycle
t 𝑡𝑓 = 0. To ease interpretation, the relative pitch phase is also shown
n the lower figure. Two distinct phase positions can be identified
hen the local temperature experiences sudden changes due to the

hange of the boundary-layer state at that position. As the angle-of-
ttack increases during upstroke at 𝑡𝑓 = 0.06 the surface temperature at
∕𝑐 = 0.22 shows a sudden drop, which indicates the movement of the
ore efficiently cooling turbulent part of the boundary layer upstream
∕𝑐 = 0.22. On the other hand, at 𝑡𝑓 = 0.47 during downstroke, the flow
tarts to re-laminarize at 𝑥∕𝑐 = 0.22, leading to a relative temperature
ncrease due to the less effective cooling of the laminar section of the
oundary layer. Hence, in the period between 0.06 < 𝑡𝑓 < 0.47 the
oundary-layer flow at 𝑥∕𝑐 = 0.22 is turbulent and at other phases it is
aminar, as indicated by the light red (turbulent) and dark red (laminar)
tripes on top of Fig. 11.

The observed temporal change of the local model temperature was
found to correlate with unsteady boundary-layer transition by Mertens
t al. [35] who named the technique “Local Infrared Thermography”
LIT). They successfully validated the LIT technique by comparison

to the 𝜎 𝑐𝑝 and 𝐷 𝑇 techniques.4 While both techniques, DT and LIT,
analyze individual snapshots of the temporal change of the local surface

4 In their work, best agreement between LIT and DT results was found
ssociating the relative pitch phase at the maximum local gradient 𝜕 𝑇 ∕𝜕(𝑡𝑓 ) to
oundary-layer transition. Further exploitation of the LIT method is not scope
f this work.
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Fig. 11. Surface temperature change at 𝑥∕𝑐 = 0.22 across the relative pitch phase with
𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg (top) and pitch cycle (bottom).

temperature, the HTC method integrates the existing temporal temper-
ature differences over the entire pitch cycle. In fact, and according
to Eq. (8), the calculated heat flux at the time instant 𝑡n includes
a weighted sum of 𝑓acq∕𝑓 temperature differences. For instance, at
a pitch frequency of 𝑓 = 8 Hz and an image acquisition rate of
𝑓acq = 1000 Hz, which applies for the case presented in Fig. 11, there
are 125 temperature differences considered for the heat flux result
𝑞(𝑡n) at a distinct phase position. Note also, that the summation of
a total of n temperature differences starts at the relative pitch phase
of investigation (𝑡n𝑓 ) with 𝑖 = 1 and the temperature difference of
𝑇 (𝑡1) − 𝑇 (𝑡n). This 𝛥𝑇 signal is associated with the highest weighting
factor (i.e. the denominator within the sum of Eq. (8)) of 1∕

√

𝛥𝑡𝑓 (since
√

𝑡n − 𝑡i−1 = 0 for 𝑖 = 1).
A sample result image of the qualitative heat transfer coefficient ℎ

(see Eq. (7)) at 𝑡𝑓 = 0.444 and during a pitch cycle with 𝑘 = 0.108
at 𝛼 = 1.6 ± 0.6 deg is presented in Fig. 12. The visible stream-wise
contrast from bright to dark at 𝑥∕𝑐 ≈ 0.2 clearly indicates boundary-
layer transition from laminar to turbulent. Further downstream, the
heat transfer coefficient decreases again, which is as expected due to
the thickening of the boundary layer towards the trailing edge. Note
also that the turbulent wedges at 𝑦 = 40 mm and 𝑦 = 60 mm also
show increased values for the heat transfer coefficient; this had also
been identified using the DT method in Fig. 8 for the same case.
The transition locations derived from the HTC method were quantified
using span-wise averages between the red lines in Fig. 12 which cover
the same span-wise region as used for processing the DT data.

In Fig. 13, the span-wise averaged heat-transfer profiles are plotted
against the stream-wise coordinate at the same phases and for the
same case as presented for the DT evaluation method in Fig. 9. The
span-wise averaged data (dashed curves) was smoothed by a spline fit
(solid curves) before detecting the position of the maximum gradient
𝜕 ℎ∕𝜕(𝑥∕𝑐)|𝑚𝑎𝑥 which corresponds to the transition location as reasoned
above. The spline fitting was done using scipy’s “UnivariateSpline”
function in python 3.7 with a smoothing factor of 105. The heat-transfer
profiles in the figure allow a precise detection of the largest stream-
wise gradient which is indicated by the dots in Fig. 13. There is a
dip with relatively low values for the heat transfer coefficient between
0.5 < 𝑥∕𝑐 < 0.65. The dip is probably caused by in-homogeneities of
both the surface heating 𝑞CNT and of the model structure underneath
the surface, which is hollow in that region and not supported by a
sandwich core. Such in-homogeneities are not accounted for by the HTC
algorithm, which expects homogeneous surface heating, i.e. a constant
𝑞CNT, and neglects heat conduction into the model surface. However,
the effect is significantly smaller than the more prominent change of
the heat transfer coefficient due to boundary-layer transition.
8 
Fig. 12. Sample result of qualitative heat transfer coefficient ℎ at 𝑡𝑓 = 0.444 during a
pitch cycle with 𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg.

Fig. 13. Span-wise averaged heat transfer coefficient signals (dashed lines) at 𝑘 =
0.108; 𝛼 = 1.6 ± 0.6 deg and their corresponding smoothed curves (solid lines), with the
detected transition locations (filled circles) based on the maximum gradient.

The boundary-layer transition movement detected by the HTC
method is plotted for the entire pitch cycle in Fig. 14. The detected
maxima of the heat-transfer profile (black dots) were smoothed by
using a running median filter with 𝛥𝑡𝑓 = 0.08. In contrast to the DT
method, the HTC algorithm detects plausible transition locations across
the entire pitch cycle and even close to its reverse (turning) points.
The graph indicates increased scatter of detected transition locations
downstream of 𝑥∕𝑐 > 0.5 where the transition position is sensitive
to changes in pitch angle (see Fig. 6) and close to the down-stroke
reversal point at 𝑡𝑓 ≈ 0.8. The larger scatter in that region can partly
be attributed to the in-homogeneous model structure in that region as
mentioned above and partly also to the low signal-to-noise ratio of the
𝛥𝑇 values in areas where the transition position is particularly sensitive
to a change in angle-of-attack and close to the pitch reversal points
[17].

To conclude, the post-processing steps for the derivation of transi-
tion locations using the HTC method can be summarized as follows:

1. Alignment and cycle averaging of all recorded images
2. Image ratio calculation between “heat-on” and “heat-off” images

for all pitch phases 𝐼
(

𝑇
)

∕𝐼
(

𝑇
)

𝛼i ,Hon 𝛼i ,Hof f
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Fig. 14. Transition position results using the HTC method with 𝑘 = 0.108 and 𝛼 =
1.6 ± 0.6 deg. Black dots: detected maxima of ℎ values; cyan line: smoothed fit using
running median filter. Superimposed is the pitch cycle (dotted line).

3. Span-wise averaging of ratio images to create line profiles in
flow direction

4. Conversion of image ratio profiles to temperature differences
according to Eq. (9)

5. Processing of heat-transfer coefficient (ℎ) profiles using Eqs. (5)–
(8) and application of running median filter to these with 𝛥𝑥∕𝑐 =
0.05

6. Detection of maximum gradient 𝜕 ℎ∕𝜕(𝑥∕𝑐) for all phases 𝑡𝑓 and
application of running median filter with 𝛥𝑡𝑓 = 0.08

3.2.3. Cycle-to-cycle pressure variations (𝜎 𝑐𝑝)
As a comparison to the results obtained by the DT and HTC methods,

unsteady transition locations were additionally derived by means of
the 𝜎 𝑐𝑝-method according to Gardner and Richter [6]. If the boundary-
layer transition position moves across a discrete sensor location, the
technique effectively yields the phase positions, where the cycle-to-
cycle standard deviation of the associated pressure readings reaches a
relative maximum. For instance, in Fig. 15, the standard deviation of
pressure readings is plotted against the relative pitch phase for a sensor
at 𝑥∕𝑐 = 0.17. The graph corresponds to the case where 𝑓 = 8 Hz(𝑘 =
0.108) and 𝛼 = 1.6 ± 0.6 deg. Each dot in the graph corresponds to
the standard deviation of samples from 160 pitch cycles. The detected
maxima in Fig. 15 are shown by the red filled circles. The first peak
indicates boundary-layer transition at (𝑥∕𝑐)t r = 0.17 at 𝑡𝑓 = 0.07 during
upstroke and at 𝑡𝑓 = 0.51 during downstroke movement of the airfoil.
The obtained results from all pressure transducers for that case are
presented in Fig. 16, where the transition locations found for the sensor
at 𝑥∕𝑐 = 0.17 are again highlighted in red.

Not all pressure transducer readings yield distinct maxima in the
corresponding standard deviation plots. These are the cases if the flow
over the pressure transducers is naturally laminar or turbulent during
the entire pitch cycle, or if the pressure tap locations are covered by
turbulent wedges which originate from disturbances further upstream.
However, the 𝜎 𝑐𝑝 results in Fig. 16 show a downstream movement of
boundary-layer transition location in the region 0.5 < 𝑡𝑓 < 0.8 and an
upstream movement for 𝑡𝑓 > 0.8 and 𝑡𝑓 < 0.1. For the most part, the
upstream and downstream movement of transition locations takes place
during upstroke and downstroke of the pitch cycle, which are rendered
by open and closed circles, respectively. However, the transducer at
(𝑥∕𝑐)t r = 0.31 indicates downstream movement of boundary-layer
transition at 𝑡𝑓 = 0.79, as the upstroke has already started. This phase
shift of boundary-layer transition movement with respect to the pitch
cycle is due to the lift-based hysteresis according to Theodorsen [36]
and detailed below.
9 
Fig. 15. Standard deviation from 160 pitch cycles of pressure signal 𝜎 𝑐𝑝 at 𝑥∕𝑐 = 0.17
against relative pitch phase 𝑡𝑓 for the case at 𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg. Arrows
indicate relative pitch phases when boundary-layer transition moved across (𝑥∕𝑐)t r =
0.17 during up- (↑) and downstroke (↓).

Fig. 16. Transition position results using the 𝜎 𝑐𝑝 method with 𝑘 = 0.108 and 𝛼 =
1.6 ± 0.6 deg. Superimposed is the pitch cycle (gray line).

3.2.4. Hysteresis effects
On pitching airfoils, there are different hysteresis effects leading

to a time-lag of the boundary-layer transition motion with respect to
the pitch angle. In principle, the actual aerodynamic hysteresis should
be distinguished from the thermal hysteresis component when using
thermal detection methods:

Aerodynamic hysteresis. The aerodynamic hysteresis can be attributed
to both in-viscid and viscous effects. For harmonically pitching airfoils,
Theodorsen [36] describes a hysteresis in the lift force with respect
to pitch angle. This means that the same instantaneous angle-of-attack
leads to different lift forces during up- and downstrokes. The observ-
able time lag between lift and pitching motion is therefore caused by
changes in the in-viscid external flow conditions during pitch oscilla-
tion. The alternating shed vorticity into the wake and the associated
change of circulation cause different induced velocities with direct
impact on the pressure distribution and the resulting lift force. In terms
of boundary-layer transition, aerodynamic hysteresis means that the
transition position passes a certain chord-wise location (𝑥∕𝑐)t r at larger
instantaneous angles-of-attack (and associated lift coefficients) during
upstroke (𝛼 ↑) than during downstroke (𝛼 ↓). Hence, a measure for
hysteresis is the pitch angle difference between up- and downstroke
for a certain transition location, i.e. 𝛥𝛼 = 𝛼 ↑ −𝛼 ↓. However, not
all observed boundary-layer transition phenomena on pitch-oscillating
airfoils can be explained by Theodorsen’s theory. Richter et al. [20]
measured the same extent and position of boundary-layer transition
during up- and downstroke, but in connection with different pressure
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distributions (and hence sectional lift). The finding was confirmed
by Gardner et al. [37] who also showed that different transition po-
sitions occur in connection with similar lift coefficients which were
actually based on different pressure distributions. They concluded that
the history of the viscous boundary-layer profiles needs to be taken
into account for a comprehensive modeling of the observed unsteady
transition phenomena.

Thermal hysteresis. In addition to the aforementioned aerodynamic
component, a thermal hysteresis is introduced as a measurement error
when the detection technique relies on surface temperature informa-
tion. The effect was previously observed and studied in view of the
DT method when validated against results from pressure transducers
(𝜎 𝑐𝑝) or hot-film recordings [see e.g.16,17,20,38]. This measurement-
based artefact originates from the finite thermal response time of a
heated model surface temperature with respect to an upstream moving
turbulent boundary-layer, for instance, which more effectively cools the
surface during the upstroke. In principle, the thermal response can be
optimized by an appropriate selection of the model surface material.
For instance, a low thermal conductivity 𝜆s and a low heat capacity per
unit volume 𝜌s𝑐s are desirable to achieve both fast response times and
large 𝛥𝑇 -signals. However, Gardner et al. [16] showed that the effect of
using different surface materials is rather minimal. The relative phase
difference 𝛥𝑡𝑓 between the images considered for the evaluated 𝛥𝑇 -
signal is the key parameter influencing the thermal hysteresis [16,17].
The best practical recommendation of both studies was to choose 𝛥𝑡𝑓
as small as possible in order to minimize the thermal hysteresis, while
at the same time keeping it as large as possible to deliver a sufficient
𝛥𝑇 signal in order to be able to find significant peaks.

The TSP results in this work are therefore expected to comprise
a thermal hysteresis component due to its principle which is based
on detecting thermal changes on the model surface as a result of the
moving location of boundary-layer transition during pitch-oscillation.
However, the TSP sensor used in this work, Ru(t er py )2Cl2, should in
principal be capable to follow a transition movement for oscillations of
up to 40 Hz (see Table 1). For the same sensor, Klein et al. [39] showed
under cryogenic conditions that periodic events of at least 100 Hz could
be detected and that the response time is in the order of only a few
milliseconds.

A scaling parameter for hysteresis of transition positions on harmon-
ically pitching airfoils was found by Wolf et al. [17]. They showed that
the measured hysteresis effectively scales with the pitch rate 𝜕 𝛼∕𝜕 𝑡, at
least for a specific transition location. For a sinusoidal pitching motion,
the pitch rate is proportional to both, pitch frequency 𝑓 and pitch
amplitude 𝛼̂ (see Eq. (10)).
𝜕 𝛼
𝜕 𝑡 = 2𝜋 ̂𝛼 𝑓 𝑐 𝑜𝑠 (2𝜋 𝑡𝑓 ) (10)

Assuming that the 𝜎 𝑐𝑝 method captures the effect of aerodynamic
hysteresis without additional thermal lag, the additional measurement-
based thermal hysteresis can be isolated by subtracting the component
measured by means of the 𝜎 𝑐𝑝 technique from the hysteresis measured
using thermal techniques (see also [17,38]).

4. Results comparison and technique evaluation

The unsteady transition positions obtained from the three above
detailed methods are plotted against the relative pitch phase and com-
pared for the pitching motion at 𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg in Fig. 17.
As a reference, and in order to facilitate interpretation of results, the
steady result obtained from the fitted curve to the experimental data
(see Fig. 6) has also been plotted, along with a plot of the angle-of-
attack of the pitching motion. Error bars were estimated and are shown
at two representative phase positions. The error in phase is based on
the temporal resolution of the data and always lies within the symbol
size of the respective method. The size of the error bars of the 𝜎 𝑐𝑝
method is derived from the spatial resolution of the sensors upstream
10 
Fig. 17. Transition locations as a function of pitch phase at 𝑘 = 0.108; 𝛼 = 1.6 ± 0.6 deg
for the three different transition detection techniques, including a comparison with the
steady results.

and downstream of the indicated location. The error bars of the DT
and HTC results correspond to the random scatter of the results in the
range of 𝛥𝑡𝑓 = ±0.016 with respect to the indicated phase, while those
of the steady polar have been estimated from the respective deviation
of sampled steady data points and the exponential fit shown in Fig. 6.

The upstream and downstream motion of boundary-layer transition
during upstroke and downstroke has been captured by all detection
methods and a phase shift of the detected transition motion is inherent
to all unsteady results when compared to the steady data. The 𝜎 𝑐𝑝
results yield transition locations further upstream compared to the
results of the thermal techniques. The difference to the HTC results
is smaller at 𝑡𝑓 < 0.7 (with 𝛥(𝑥∕𝑐)t r ≈ 0.04) and larger at 𝑡𝑓 > 0.75
where 𝛥(𝑥∕𝑐)t r < 0.3. Possible reasons for the systematic deviations
are span-wise inhomogeneities of inflow conditions and model geome-
try, i.e. deviations from truly 2D conditions. The pressure transducers
were placed in the center of the model in contrast to the cntTSP -
coating, whose upper boundary was placed two chord lengths closer
to the wind tunnel floor (see Fig. 3). Moreover, it is also possible
that the pressure tappings introduce disturbances to the boundary-
layer flow which cause premature boundary-layer transition. In the
range 0.1 < 𝑡𝑓 < 0.5, no 𝜎 𝑐𝑝 results are available. During this phase
period, the results obtained by the HTC method suggest that boundary-
layer transition moves about 𝛥(𝑥∕𝑐)t r ≈ 0.04 up- and downstream.
However, the phase averaged recordings of the two pressure sensors
just upstream of (𝑥∕𝑐)t r = 0.17 that could have captured a similar
relative up- and downstream movement for the 𝜎 𝑐𝑝 results were not
able to identify any distinct peaks, probably because the flow over the
respective transducers had been turbulent during the entire pitch cycle.

When regarding the results of the HTC method, it is remarkable that
this technique yields results over the entire pitch cycle. In contrast,
the DT results lack data points during pitch phases just after the pitch
reversal from up- to downstroke movement and vice-versa. The DT
results rely on a single temperature difference between two images
recorded with a certain relative phase difference 𝛥𝑡𝑓 . Close to the pitch
reversal points, the DT signal is hampered by thermal hysteresis and
comprises a double-peak which makes it impossible to unambiguously
identify boundary-layer transition (see Section 3.2.1 and [16,17]). For
the HTC method, on the other hand, the transition location at a single
phase results from the integration of temperature differences across
the entire pitch-cycle and the temperature differences closer to the
phase under investigation carry a greater weight (see Eq. (8)). In other
words, the HTC signal is a weighted sum of DT signals where the
disadvantages of a single DT signal close to the pitch reversal points
have been smeared out by summation. Other than close to the pitch
reversal points, the HTC and DT results are remarkably similar.
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Fig. 18. Transition locations from the HTC method as a function of pitch angle
𝛼 = 1.6 ± 0.6 deg with 𝑘 = 0.108 for different relative phase differences 𝛥𝑡𝑓 .

A more detailed examination of the plot in Fig. 17 shows that DT
results possess a phase lag of about 𝛥𝑡𝑓 ≈ 0.02 relative to the HTC
results. It should be noted that the displayed DT results were derived
using a relative phase difference of 𝛥𝑡𝑓 = 0.080 between the images
used for the calculation of the individual temperature differences as
a basis for the peak detection (see Section 3.2.1). In contrast, the
HTC results were processed using a lower value of 𝛥𝑡𝑓 = 0.008 for
the calculation of the respective temperature differences used in the
summation according to Eq. (8). Although for the DT technique a value
of 𝛥𝑡𝑓 = 0.008 principally also yielded results (as outlined further in
Section 4.1) the chosen values for 𝛥𝑡𝑓 were taken because they yielded
the best results for the respective methods in terms of minimization of
thermal hysteresis while maximizing the amount of detected transition
locations across the pitch cycle.

4.1. Influence of relative phase difference between images

The DT and HTC results for the test point discussed in Fig. 17 were
evaluated for seven different relative phase differences ranging from
𝛥𝑡𝑓 = 0.008 − 0.160. In Fig. 18, the transition positions detected by
the HTC method are plotted against the angle-of-attack for selected
image separations. In Fig. 18 and the following figures, open and closed
symbols correspond to the downstroke (↓) and upstroke (↑) motion,
respectively. For large image separations, the HTC results show no
detected transition locations between 0.3 < (𝑥∕𝑐)t r < 0.4 close to the
downstroke/upstroke pitch reversal (for 𝛥𝑡𝑓 ≥ 0.12) and also between
0.4 < (𝑥∕𝑐)t r < 0.6 (for 𝛥𝑡𝑓 ≥ 0.080) during up- and downstroke in the
chord-wise region where transition is particularly sensitive to changes
in pitch angle. Wolf et al. [17] showed on a different pitch-oscillating
airfoil that for these particular pitch phases (close to the pitch reversal
point where boundary-layer transition is sensitive with respect to angle-
of-attack) the 𝛥𝑇 signals used for the DT method become erroneous if
the image separation is too large. Close to pitch reversal, there are the
above-mentioned coexisting positive- and negative 𝛥𝑇 peaks and when
the transition movement is fast, the 𝛥𝑇 signal spreads and leads to a
double peak (see Figs. 17 + 19 in [17]). Since according to Eq. (8)
the HTC results include a weighted sum of 𝛥𝑇 signals (which are used
individually for the DT method), the same effects as detailed by Wolf
et al. [17] explain the erroneous HTC results in the above-mentioned
regions. Note that for the HTC method, only the smallest relative phase
difference of 𝛥𝑡𝑓 = 0.008 is capable of capturing the fast upstream and
downstream movement of boundary-layer transition between 0.45 <
(𝑥∕𝑐)t r < 0.65 during upstroke and downstroke, respectively, also
without a lack of results between 0.3 < 𝑥∕𝑐 < 0.4.
( )t r

11 
Fig. 19. Thermal hysteresis as a function of relative phase difference at 𝑘 = 0.108 and
for 𝛼 = 1.6 ± 0.6 deg for two different transition locations.

The hysteresis of HTC results between 0.2 < (𝑥∕𝑐)t r < 0.4 decreases
with decreasing relative phase difference 𝛥𝑡𝑓 . The observation confirms
the findings for the DT technique by Wolf et al. [17] and is again
plausible due to the integrating nature of the HTC profiles with respect
to the 𝛥𝑇 signals used for the DT method in Eq. (8). For a comparison
with the DT technique, and to simplify the visualization of the plots
in Fig. 18, the DT result with only the shortest evaluated relative
phase difference 𝛥𝑡𝑓 = 0.008 has been added to the figure (see red
dots ( ). Whereas the HTC result at 𝛥𝑡𝑓 = 0.008 yielded data for the
entire pitch cycle, the DT algorithm could not detect any transition
positions downstream of (𝑥∕𝑐)t r > 0.38 or just upstream of (𝑥∕𝑐)t r < 0.2.
The lack of results for the DT method is due to the above-mentioned
inherent difficulties in detecting boundary-layer transition in temporal
proximity to the pitch reversal phases. Note that the relative phase
difference of 𝛥𝑡𝑓 = 0.008 corresponds to the minimum relative phase
difference between two images recorded in direct succession at 1 k Hz
frame rate and at 8 Hz pitch frequency. Thus, the corresponding DT
result is expected to yield the lowest thermal hysteresis for the DT
method. It is remarkable however, that the HTC result for 𝛥𝑡𝑓 = 0.008
outperforms the corresponding DT result by showing a significantly
lower hysteresis in terms of 𝛥𝛼 at constant (𝑥∕𝑐)t r .

At transition positions where 𝜎 𝑐𝑝 results are available (see Fig. 17,
not shown in Fig. 18 for the sake of clarity), the thermal hystere-
sis was isolated by subtracting the aerodynamic contribution (de-
rived from 𝜎 𝑐𝑝) from the hysteresis detected by the thermal methods,
i.e. 𝛥𝛼t her mal = 𝛥𝛼HTC|DT − 𝛥𝛼𝜎 𝑐𝑝 [17]. For the measurement point
discussed above, this was done at two positions ((𝑥∕𝑐)t r = 0.27 and
0.31) and the results are plotted in Fig. 19 as a function of the altered
relative phase difference.

The graph reveals that the HTC results (black symbols) have a
systematically lower thermal hysteresis than the DT results (red sym-
bols), even when compared at the same values for 𝛥𝑡𝑓 . The reasoning
for this finding had been addressed previously in schematic form
in Fig. 7, which displays the 𝛥𝑇 signal peaks systematically too far
downstream during upstroke and too far upstream during downstroke
when compared to the actual transition position. If it is again taken into
account, that for a distinct phase, the heat-transfer coefficient for the
HTC method considers a sum of 𝛥𝑇 signals of the entire pitch cycle,
it appears that upstream and downstream differences to the actual
transition position partly cancel out such that the integrated difference
to the actual transition position eventually decreases. The cancellation
is limited because according to Eq. (8), the weighting of all 𝛥𝑇 signals
in the pitch cycle is stronger the shorter the respective phase difference
with respect to the phase under consideration.

In addition to the systematic difference between the DT and HTC
methods, as shown in Fig. 19, both detection techniques showed de-
creased thermal hysteresis at lower values for 𝛥𝑡𝑓 . However, this effect
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disappears at 𝛥𝑡𝑓 ≤ 0.080 for the DT method and at 𝛥𝑡𝑓 ≤ 0.032 for
he HTC method. At these image separations, an additional decrease

of 𝛥𝑡𝑓 does not lead to a further decrease of the thermal hysteresis
component, as had been numerically predicted to diminish when the
relative phase difference approaches zero [16]. For experimental (im-
ge) data however, this saturation effect had also been observed by
olf et al. [17], who attributed it to random scatter affecting the signal-

o-noise ratio of calculated temperature differences when using the
hort image separations. Gardner et al. [16] demonstrated that close to

pitch reversal, where surface temperature differences due to boundary-
ayer transition movement from the downstroke movement have been
uperimposed onto temperature differences from the upstroke move-
ent, the 𝛥𝑇 signals become less ambiguous with decreasing 𝛥𝑡𝑓 . For

he HTC method it should therefore be noted that results with the
lowest possible relative phase difference should be adopted. In this
manner, even for pitch phases not close to the pitch reversal, the
nfluence of ambiguous 𝛥𝑇 signals from close to the pitch reversal

points will be decreased when they have been summed, as in the HTC
post-processing using Eq. (8).

To conclude, the optimal relative phase difference between pro-
essed images for the DT method is 𝛥𝑡𝑓 = 0.080. It leads to the
inimum achievable thermal hysteresis (at (𝑥∕𝑐)t r = 0.27 and (𝑥∕𝑐)t r =
.31) and yet has larger 𝛥𝑇 signal-to-noise ratios as with the smaller
alues of 𝛥𝑡𝑓 ; this is not shown here but had also been observed by Wolf
t al. [17]. In analogy, the optimal relative phase difference for the HTC
ethod with respect to lowest possible thermal hysteresis would be at
𝑡𝑓 = 0.032. However, as indicated in the results shown in Fig. 18 and
s discussed above, the HTC method should be the one of choice with its
owest possible image separation, so that fast gradients of the boundary-
ayer transition movement can best be resolved. It should also be noted
hat the found optima for 𝛥𝑡𝑓 are not universal but depend on the
xperimental setup. The lower limit is mainly governed by the signal-
o-noise ratio of the employed camera and the temperature sensitivity
f the TSP.

In the following studies, the HTC data have been processed using
𝛥𝑡𝑓 = 0.04. This parameter value was chosen such that all displayed
data points could be processed with the same 𝛥𝑡𝑓 . In this way, the ef-
fects of reduced pitch frequency and pitch amplitude could be isolated.
The pitch frequency was increased to 𝑘 = 0.540, where a relative phase
difference of 𝛥𝑡𝑓 = 0.04 corresponds to the relative phase difference
between two successively acquired images.

4.2. Influence of pitch frequency

In Fig. 20, the HTC transition positions for the case 𝛼 = 1.2 ± 0.2 deg
ave been plotted against angle-of-attack for reduced frequencies of

𝑘 = 0.108, 0.270 and 0.540. For all reduced frequencies, the transition
motion was detected in the range 0.27 < (𝑥∕𝑐)t r < 0.65. As expected
from Theodorsen’s theory, the hysteresis 𝛥𝛼 increases with increasing
𝑘.

The HTC results show a noticeable step between 0.4 < (𝑥∕𝑐)t r <
.65, where also for the previously discussed results (e.g. in Fig. 18)
ifficulties had been identified in resolving the transition movement
n the particularly pitch-angle sensitive regions; this is as shown by the

steady polar in Fig. 6. It should be mentioned here, that the HTC results
or this case could not be improved by using the smallest possible
elative phase difference of 𝛥𝑡𝑓 = 0.008, as it had been successfully
pplied for the case presented in Fig. 18 where a larger pitch amplitude
t the same reduced frequency had applied. Weiss et al. [38] showed

that the 𝛥𝑇 signal due to moving boundary-layer transition is reduced
or decreasing pitch amplitudes at constant pitch frequency. Hence, the
eduction of the pitch amplitude from 𝛼̂ = 0.6 (see Fig. 18) to 𝛼̂ = 0.2
see Fig. 20) presents a limit to the application of the HTC method in

terms of its capability to resolve the fast transition movement between
0.45 < 𝑥∕𝑐 < 0.62.
( )t r a

12 
Fig. 20. Transition positions from the HTC and DT methods as a function of pitch
angle 𝛼 at 𝛼 = 1.2 ± 0.2 deg and for different pitch frequencies 𝑘 = 0.108, 0.270 and
.540.

For the cases with the smallest and largest reduced frequencies,
the DT results have been added to the plot in Fig. 20 using the same
symbols as for the HTC method, only in red color. At 𝑘 = 0.540 the

T method could hardly detect any transition positions which would
escribe a coherent transition motion. This was due to the poor signal

quality of the respective 𝛥𝑇 profiles with their either negligible peak
prominence or their ambiguous double peaks. A deterioration in 𝛥𝑇 -
signal quality at large pitch frequencies had been measured previously
y Weiss et al. [38]. They attributed the effect to the reduced time

(at larger frequencies) for the model surface to react to the changing
boundary-condition of the heated model surface between the two time
instants of the processed images for the chosen relative phase differ-
ence. At 𝑘 = 0.108 the DT results show again a greater hysteresis than
those provided by the HTC method, especially between 0.3 < (𝑥∕𝑐)t r <
0.45.

Unfortunately, the pressure transducer recordings for the above
mentioned cases did not provide sufficient results to show any trends
with alternating reduced pitch frequencies. A more detailed comparison
between the findings of the thermal methods and the 𝜎 𝑐𝑝 technique is
rovided in the next section.

4.3. Influence of pitch amplitude

The results of the pitch amplitude study are plotted in Fig. 21 for the
ase at 𝛼 = 1.6 deg, 𝑘 = 0.108 and with pitch amplitudes 𝛼̂ = 0.2, 0.4 and
.6. For clarity, the results as obtained by the different techniques DT,
TC and 𝜎 𝑐𝑝 are shown in separate upper, middle and lower graphs,

espectively. Similar to the results in Fig. 17, the 𝜎 𝑐𝑝 results are seen
o lie systematically further upstream than with the thermal methods;
his is most likely due to disturbances introduced by the pressure taps
hemselves, to deviations from truly 2D boundary-conditions for the
nflow and from the model geometry and structure. The number of
esult points is again largest for the HTC method, which is capable of
etecting transition positions close the pitch angle reversal points. On
he contrary, the DT results are consistently lacking at those periods of
he pitch cycle where the most up- and downstream transition positions

re to be expected.
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Fig. 21. Transition positions obtained from DT (top), HTC (middle) and 𝜎 𝑐𝑝 (bottom)
ethods as a function of angle-of-attack at 𝛼̄ = 1.6 deg and 𝑘 = 0.108 for different pitch

mplitudes 𝛼̂.

Fig. 22. Transition hysteresis as a function of pitch rate for all three detection methods.
Hysteresis is evaluated at (𝑥∕𝑐)t r = 0.27, 0.31 and 0.35 for different test cases at
𝑘 = 0.108.

At increasing pitch amplitudes, all methods yield an increased
boundary-layer transition region 𝛥 (𝑥∕𝑐)t r as well as increased hystere-
sis. This hysteresis was further evaluated at transition positions, where
all three detection methods have results, i.e. at (𝑥∕𝑐)t r = 0.27, 0.31 and
.35. This was done for all the test cases mentioned under “pitch am-
litude” study in Table 1. For each test case and each of the mentioned

transition positions, the hysteresis value 𝛥𝛼 is plotted against the re-
pective pitch rate 𝜕 𝛼∕𝜕 𝑡 in Fig. 22. The pitch rate associated with each

data point is determined as the mean value between the two phases
when boundary-layer transition passes the same stream-wise transition
position. For each of the detection methods, the processed hysteresis
curves increase steadily but with different slopes at increasing pitch
rates. This behavior had been previously hypothesized and measured
by Wolf et al. [17] on a different 2D-pitching airfoil and had been
measured by Weiss et al. [38] on a rotating blade under cyclic pitch
conditions. The results shown in Fig. 22 show different trend curves for
he three detection methods. The DT results show systematically larger
13 
hysteresis than the HTC results, but both these thermal techniques
have larger hysteresis compared to the 𝜎 𝑐𝑝 data, which latter measures
only the aerodynamic hysteresis while not being influenced by any
thermally induced lag. When considering the hysteresis difference of
the two thermal methods (DT and HTC) compared with the 𝜎 𝑐𝑝 method
results as a measure of the thermal hysteresis (as for Fig. 19), the
obtained trends indicate that the HTC method has approximately half
the thermal lag compared to the DT method. For instance, at 𝜕 𝛼∕𝜕 𝑡 ≈
45 deg∕s, the thermal hysteresis added by the HTC method is only
𝛥𝛼t her mal,HTC = 𝛥𝛼HTC − 𝛥𝛼𝜎cp ≈ 0.2 deg as opposed to 𝛥𝛼t her mal,DT ≈
0.4 deg for the DT method.

5. Conclusions

This paper presents the first study of unsteady boundary-layer tran-
sition on a harmonically pitching airfoil under cryogenic conditions.
Boundary-layer transition was detected on a moving 2D airfoil at Re =
6 × 106 using previously established methods based on the variation of
unsteady pressure transducer data (𝜎 𝑐𝑝) and differential thermography
(DT) using TSP. Whereas the former method allows the detection at
discrete chordwise positions only, DT yields data at high spatial resolu-
ion, yet with a lack of results at pitch angles close to the minimum and
aximum of the pitch cycle. In addition, a detection algorithm based

n the qualitative distribution of the heat transfer coefficient (HTC) is
resented and validated against 𝜎 𝑐𝑝 and DT. The main conclusions are
ummarized as follows:

1. Boundary-layer transition could be successfully measured using
all three methods. The measurement results obtained on the
oscillating airfoil compare well to the results obtained on the
steady airfoil showing a phase lag for the unsteady data which
is mainly due to aerodynamic hysteresis and for the thermal
methods also partly due to measurement related effects.

2. The DT technique allows omitting reference images which are
usually necessary when detecting boundary-layer transition with
TSP on steady airfoils.

3. The effects of varying pitch frequency and pitch amplitude on
the movement of boundary-layer transition have been success-
fully determined, whereby similar results were obtained for the
three methods.

4. The HTC algorithm yields results with high spatial resolution
and across the entire pitch cycle, therefore overcoming the
drawbacks of the 𝜎 𝑐𝑝 and DT methods.

5. The evaluated transition hysteresis scales with the applicable
pitch rate for all three methods. The hysteresis measured using
the HTC algorithm is smaller than that using DT, yet is still
larger than just the aerodynamic hysteresis, as measured using
𝜎 𝑐𝑝 method.

6. Lower relative phase differences of the images used for the
processing of HTC results yield lower thermal, measurement-
based, hysteresis. Compared to the DT method, the minimal
achievable thermal hysteresis could be halved using the HTC
algorithm.
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