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Abstract: As the need for new and advanced space situational awareness systems increases, new
technologies for in situ observations are needed. The experimental IoSiS (Imaging of Satellites in
Space) system at the German Aerospace Center (DLR) is already capable of high-resolution imaging
tasks using inverse synthetic aperture radar technology. As two-dimensional radar images can be
difficult to interpret, full three-dimensional imaging is desired. This paper extends the previously
published simulation aspects to real ground-based experiments using a single spatially separated
receiver, allowing interferometric measurements. However, as interferometry cannot fully resolve a
three-dimensional object, more spatially separated receivers are also considered for the use of ISAR
tomography to gain experimental insight into true three-dimensional imaging as IoSiS will eventually
move toward a tomographic acquisition mode. The results shown here promise a high-resolution
imaging method for the future development of IoSiS. Based on the research presented here, additional
receivers can be implemented into IoSiS to establish real-world three-dimensional measurements of
space objects.

Keywords: inverse synthetic aperture radar (ISAR); satellite imaging; SAR interferometry;
ISAR tomography; space surveillance

1. Introduction

In recent history, many more parties have gained affordable access to space. Numerous
spacecraft and the resulting space debris are entering Earth’s orbit, which has consequently
created the demand for new and advanced space situational awareness (SSA) systems. The
German Aerospace Center (DLR) built an experimental radar system called IoSiS (Imaging
of Satellites in Space) for high-resolution with in situ imaging based on the concept of
inverse synthetic aperture radar (ISAR) [1].

Imaging radar systems such as IoSiS produce two-dimensional images that can be
difficult to interpret due to geometric distortions. In addition, complex objects such as
satellites are simply not well described by a two-dimensional image. To contribute to global
SSA and to provide satellite operators with more information, a three-dimensional imaging
system is desired. This paper explores the concept of interferometry and tomography to
extend the capability of IoSiS to deliver three-dimensional image products.

Three-dimensional imaging using imaging radar technology relies on the coherent
integration of the radar echo signal received from many observation angles. In the context of
IoSiS, this can be achieved by using additional spatially separated receivers that receive the
radar echo at spatially distributed positions. The principle of IoSiS can be seen in Figure 1,
where a secondary receiving (RX) antenna in blue denotes the new proposed receiver for
interferometry. The new look angle on the satellite allows the use of interferometry for
a quasi-three-dimensional image. Further developments toward true three-dimensional
imaging through the concept of ISAR tomography can be established by adding more and

Electronics 2024, 13, 4914. https://doi.org/10.3390/electronics13244914 https://www.mdpi.com/journal/electronics

https://doi.org/10.3390/electronics13244914
https://doi.org/10.3390/electronics13244914
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0009-0006-2652-1041
https://orcid.org/0000-0003-2106-9245
https://orcid.org/0000-0002-6332-9781
https://orcid.org/0000-0003-0226-9786
https://doi.org/10.3390/electronics13244914
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics13244914?type=check_update&version=2


Electronics 2024, 13, 4914 2 of 17

more receivers to create a secondary aperture to achieve a proper resolution in all three
spatial dimensions. This is represented by the receiver units coloured in green in Figure 1.

...

TX & RX
RX for interferometry
Added RXs for tomography

orbit

φaz

r0

ϑel

φ′
az

Figure 1. The working principle of IoSiS and the proposed spatially separated receiver in blue for
interferometry. The additional receivers needed for tomography are denoted in green.

Other works such as [2] have already shown a few experimental results for a similar
type of radar in a ground-based setup, focusing on object reconstruction based on wide-
angle interferometric measurements. In addition, object characterisation using simulated
datasets has been investigated in [3]. However, this work embeds the interferometric and
tomographic imaging concept within IoSiS and analyzes the feasibility of using the new
digital interface for IoSiS, currently in development, in a ground-based manner. Thus,
it extends the previously published simulation studies for the IoSiS three-dimensional
imaging approach and compares the imaging results obtained using interferometric and
tomographic measurements. Furthermore, the first exemplary application in the form of
change detection is shown.

This paper is structured as follows: Section 2 introduces the theoretical imaging princi-
ple in the context of IoSiS, firstly in terms of interferometry (Section 2.1), secondly in terms
of tomography (Section 2.2), and finally in terms of the unique geometric considerations
applicable to IoSiS (Section 2.3). Next, Section 3 introduces the new digital radar interface
currently being developed for IoSiS and explains the experimental radar setup used to
obtain the ground-based experimental results shown in this paper. The measurement
results are then presented and analyzed in Section 4, before a summary and outlook for
IoSiS is given in Section 5.

2. Radar Theory for 3-Dimensional Imaging

In order to extend IoSiS’s capabilities into the realm of three-dimensional imaging, the
concept of interferometry can be used. By comparing the phase difference between two
ISAR acquisitions on a per-pixel basis, the third spatial dimension can be observed.

IoSiS uses a chirp pulse radar to allow high-resolution acquisition over the large
distances from the radar to the satellite. With the next generation of IoSiS, the goal is to
use up to 4.4 GHz of bandwidth for a theoretical range resolution of 3.4 cm. Many SAR or
ISAR algorithms have been developed and investigated [4]. For more complex platform
trajectories (or in the case of IoSiS, object trajectories), the back-projection algorithm is
widely used and is also applied in the context of IoSiS [1]. This algorithm uses knowledge
about the imaging geometry to coherently project the radar data onto a focal plane.

Certainly, a satellite passing above the observation site exhibits heavily time-varying
changes in distance and orientation. For a good focus, not only the orbit but also the
attitude needs to be known or estimated using motion-compensation algorithms, like [5–7].
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However, operational satellites usually have active attitude control. This implies that
the alteration in the disposition of these satellites can be predicted solely on the basis of
their orbital parameters. This has been demonstrated by the IoSiS system, which does not
necessitate the utilization of sophisticated compensation algorithms for the imaging of
non-cooperative satellites in operation. In the case of imaging space objects that lack active
attitude control (such as defective satellites or space debris), more sophisticated focusing
algorithms are required. However, this is beyond the scope of the present paper.

The image generation in the two-dimensional case can be seen in Equation (1), where
s(r′) is the complex radar image at the pixel location r′. The measurement data are
represented by h(∆r, φ) and depend on the relative range toward the pixel at r′ and the
azimuth integration angle φ along the satellite’s orbit. The exponential phase-correction
term is used to shift the data back to the correct central spatial frequency pc using the
central frequency fc and the correct image central distance r0. The total integration angle is
denoted by φaz and can also be geometrically found in Figure 1. The integration angle φaz
for the main receiver and φ′

az for the secondary receiver around the central look angle φc
can be assumed to be the same.

s(r′) =
φc+

φaz
2

∑
φc− φaz

2

h(∆r, φ) · ejpc(r0−∆r) with pc =
4π fc

c0
, ∆r = ∥r′ − r0∥ and r0 = ∥r0∥ (1)

2.1. Quasi-3-Dimensional Imaging by Interferometry

After the well-known regular ISAR image acquisition, the first extension toward the
three-dimensional acquisition mode can be established. Interferometry in the context of
SAR has been established for many years [8]. By obtaining an SAR acquisition from two or
more different positions, an interferogram v can be computed by Equation (2), where the
vector r′ points to a specific point on the imaging plane and s1 and s2 are the two different
SAR or ISAR acquisitions, respectively.

v(r′) = s1(r′) · s∗2(r
′) (2)

As the imaging geometry is already known to the processing algorithm to a high degree
of accuracy, the process of coregistration the two acquisitions for interferogram generation
should be accomplishable with well-known methods. From the phase difference of the pixel
at r′, the path length difference ∆r can be computed, which in turn allows the computation
of the height offset from the imaging plane. This can be seen in Equations (3) and (4),
where λc is the wavelength at the radar’s center frequency, rc is the median distance from
the scenery, and b⊥ is the baseline length connecting the sensors, projected to the normal
direction of the imaging plane.

∆r =
∠v(r′)

2π
· λc (3)

∆z =
rc√

b2
⊥ − ∆r2

· ∆r (4)

It should be mentioned that any phase measurement is 2π-ambiguous. That also
means that for a given acquisition, large offsets ∆z toward the focal plane would have a
phase offset greater than 2π, which cannot be inferred directly from measurements. This
is fundamental to all interferometric SAR acquisitions, and therefore, phase unwrapping
algorithms have been developed in the context of Earth observation [9]. However, as IoSiS
images complex objects without any a priori information, and phase unwrapping cannot be
performed. This is a fundamental effect in interferometric SAR measurements and needs
to be investigated carefully. As it is closely related to the imaging geometry, this issue is
examined in more detail in Section 2.3.

However, as the two images are obtained from different observation angles, a loss of
coherence is to be expected. The interferometric correlation coefficient can be described by
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Equation (5) [8], where E{·} is the expectation operator and ◦ is the Hadamard product
for an element-wise product of the ISAR images s1 and s2, respectively. When imaging
complex objects against a reflection free background (space), there will be image regions
containing no information. This results in a low coherence between the images in those
regions, which also renders the interferometric phase meaningless. The application of
interferometric evaluation is only feasible in regions of high coherence. The coherence
image, which is formed over small image areas by applying Equation (5), can be used with
a simple threshold filter to mask the interferometric phase evaluation to areas of interest.
The threshold mask definition can be seen in Equation (6), where the threshold γthr is the
coherence cut-off and − denotes that the pixel at r′ is omitted from further evaluation,
resulting in the masked interferogram vthr.

γ =
E{s1 ◦ s∗2}√

{|s1|2} · {|s2|2}
where γ ∈ [0, 1] (5)

vthr(r
′)=

{
v(r′) if γ(r′) ≥ γthr

− if γ(r′) < γthr
(6)

Layover Effect Mitigation in Interferometric Measurements

Furthermore, another significant phenomenon in all SAR acquisitions that can be
addressed in the context of interferometry is the so-called foreshortening or layover ef-
fect [10]. This arises due to the imaging geometry, whereby off-focus scatterers are projected
onto pixels at the same distance from the radar as the scatterer, thereby distorting their
position in the radar image. In the case of satellite imaging, where the reconstruction of
a singular object by strong scatterers is desired, interferometric measurements allow the
mitigation of this effect. The cause of this effect is the elevated incidence angle on the
focal plane, which changes the observed range from a scatterer outside the focal plane
as can be seen in Figure 2. In combination with the a priori knowledge of the imaging
geometry, this allows the correction to be done by Equation (7), where ∆x is the correction
needed along the mean look angle in the azimuth and θ is the incidence angle from the
radar normal to the focal plane. A simulation example is shown in Figure 3, where the
experimental ground-based radar setup, which is described in more detail in Section 3, is
simulated to demonstrate the correction capability. Figure 3a shows the simulated ISAR
image and the 32 automatically detected targets. Assigning each target a height through its
interferometric phase results in the light red dots in 3D space in Figure 3b. As can be clearly
seen, the three-dimensional reconstruction is not carried out correctly, as the dots do not
align with the true positions denoted with the blue dots. Applying the correction from (7)
shifts the targets toward their true position as seen in Figure 3c. It should be noted that
this is only an approximation for small integration angles. If the integration angle is large,
the scatterers will defocus and show an angle-dependent offset from the true position. For
very high integration angles and/or large offsets from the focal plane, the scatterer will
smear and not focus correctly [11]. The correction capability is ultimately limited by the
target detection algorithm, which extracts the point cloud of the imaged object.

∆x =
∆z

tan θ
(7)
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Figure 2. Geometric visualization of the layover effect and the correction geometry under the
approximation of a small integration angle.
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Figure 3. Simulative demonstration of the layover effect and the proposed correction to generate a 3D
point cloud based on an interferometric acquisition. (a) Simulated ISAR image for a 3-dimensional
distribution of ideal targets. The targets are automatically detected and marked with a cross in light
red. The color represents the normalized amplitude in dB. (b) Three-dimensional extraction of the
simulated scenario. The true positions are marked in blue, whereas the positions extracted using
only the interferometric phase are represented in light red. (c) Three-dimensional extraction of the
simulated scenario. The true positions are marked in blue, whereas the positions extracted using the
interferometric phase and the correction from Equation (7) are represented in light red.

2.2. True 3-Dimensional Imaging by Tomography

However, interferometry is only capable of assigning each pixel an offset from the
imaging plane, thereby displaying a kind of topography. It is not possible to separate multi-
ple scatterers aligned along the normal direction of the imaging plane using interferometry.
In order to achieve true three-dimensional imaging of satellites, a tomographic imaging
acquisition is required. In order to facilitate this, a multitude of receivers will need to be
added to IoSiS in order to span a secondary aperture. This principle has already been
shown in [12] and thus is not shown in exhaustive detail here. In short, extending the
image generation from Equation (1) to a tomographic imaging geometry adds a secondary

summation form ϑc −
ϑel
2

to ϑc +
ϑel
2

and expands the measurement space to h(∆r, φ, ϑ).
The central look angle in elevation is denoted by ϑc and the look angle under which the
satellite is observed ϑel can be found in Figure 1. This can be seen in Equation (8), where
the vector r′ is now pointing to all 3-dimensional image pixels.

In particular, the imaging volume must be fixed in relation to the moving satellite and
must rotate in accordance with the satellite’s attitude, as is the case in two-dimensional
imaging. As previously stated, strong regularity in the operational satellites’ attitude is
observed and can be determined based on the orbit geometry.
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s(r′) =
ϑc+

ϑel
2

∑
ϑc−

ϑel
2

φc+
φaz

2

∑
φc− φaz

2

h(∆r, φ, ϑ) · ejpc(r0−∆r)

with pc =
4π fc

c0
, ∆r = ∥r′ − r0∥ and r0 = ∥r0∥

(8)

2.3. Geometric Considerations

The quality of ISAR measurements is highly influenced by the imaging geometry used
for data acquisitions. Resolution and ambiguity suppression are the key factors in choosing
the position of the secondary receiver or the receiving array.

Regarding interferometry, the physical placement of the secondary receiving antenna
is of utmost importance, as it defines the height of ambiguity. The height of ambiguity is
the region around the focal plane where an unambiguous mapping from phase to height is
possible before a phase jump occurs. Moreover, the height of ambiguity is dependent on
the orbit height hsat, the central wavelength λc, and the perpendicular distance between
the antennas b⊥, as seen in Equation (9), which is only valid for a satellite passing through
the zenith of the observation site.

hamb =
λchsat

b⊥
(9)

In Figure 4, this relationship can be seen. In combination with the phase resolution
of the radar system, a quasi-resolution in z-direction, which is perpendicular to the focal
plane, can be defined by Equation (10), where hamb is the height of ambiguity and σφ is the
phase accuracy of the radar.

δz =
hamb
2π

· σφ (10)

101 102 103 104

base length B⊥ in m

100

101

102

103

h a
m

b
in

m

hsat = 200 km
hsat = 400 km
hsat = 1000 km
hsat = 2000 km

Figure 4. Relationship for the height of ambiguity for different orbit heights for a central frequency
of fc = 10 GHz.

For high resolution and many resolution cells in the z-direction, a highly stable radar
system needs to be used, which allows fine phase measurements. As already stated
in Section 2.1, phase unwrapping cannot be performed. To ideally make use of the
ambiguous-free space, the antennas should be as far apart as possible to just fit the ex-
pected satellite into a single height of ambiguity. This would maximize the interferometric
resolution, as the complete ambiguity-free height can be used. Taking a look at the mass
distribution of satellites in space in Figure 5, it can be clearly seen that most satellites
are around 0.25 t to 0.5 t. These data allow an indirect size estimation, because geometric
considerations of objects’ actual sizes are not publicly available for many satellites. For
example, the TerraSAR-X satellite is about 4.9 m × 2.4 m × 2.4 m large and has a launch
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mass of about 1.2 t [13], meaning most satellites are probably smaller than or equal to
that. Depending on the satellites’ configuration, some foldable elements (e.g., solar panels)
may be present, which renders physical size estimation based on launch mass challenging.
On the contrary, the International Space Station (ISS) is an exceptionally large and heavy
object with just shy of 420 t and a size of about 109 m × 73 m × 51 m [14]. Being able to
observe the ISS would be much desired as it is a complex structure with many features.
And it is thus the ideal test target for an experimental system such as IoSiS. However,
configuring the imaging geometry for the ISS as the expected object would result in a
lower resolution for practically all other objects. Thus, a flexible secondary receive antenna
would be ideal, which is also why IoSiS first spatially separated receiver will be a flexible
positionable device.

< 0.25 t 0.25 − 0.5 t 0.5 − 1.0 t 1.0 − 2.0 t 2.0 − 4.0 t > 4.0 t
Launch mass in metric tons

0

1000

2000

3000

O
bj

ec
tc

ou
nt

Figure 5. Distribution of satellites’ launch masses currently in orbit. The data plot is based on the
database from [15].

Until now, only the distance between the antennas has been considered. In reality, the
true relative positions in relation to the orbits’ path are important as the imaging plane
lies along the orbit path. Thus, the z-direction perpendicular to the imaging plane changes
from satellite pass to satellite pass. To illustrate this fact, two exemplary satellite passes
and a stationary positioning of a secondary receive antenna can be seen in Figure 6a,b. As
can clearly be seen here, a flexible positionable receiving antenna would again be ideal.

x

N

b⊥

b

horiz
on

orbit

(a)

x

N

b⊥

b

horiz
on

orbit

(b)

Figure 6. Cont.
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Figure 6. A few exemplary antenna arrangements in a projected view. The main TX and RX antenna
is represented by the black dot, and the orange dots represent the secondary receiving antennas.
(a) An exemplary antenna arrangement for interferometric measurements. The green cross repre-
sents the point of closest approach, where the interferometric baseline b⊥ is taken. (b) The same
antenna arrangement as in (a), but with a different satellite pass as an example. The baseline b⊥
is considerably smaller. (c) An exemplary antenna arrangement for tomographic measurements.
The orbit path has only a little component along the array track, which samples the echo signal in
elevation very well. (d) The same antenna arrangement as in (c), but with a different satellite pass
as an example. Here, the orbit path aligns with the array line and thus significantly reduces the
possible resolution.

Regarding the tomographic imaging of satellites, many more receivers need to be used
to give multiple viewing angles. The angle ϑel under which the satellite is observed defines,
in combination with the satellites’ height hsat and the center wavelength λc, the resolution,
whereas the sampling interval defines the ambiguity suppression [16]. The placement
will only be briefly touched on here as it is currently the subject of more detailed research.
The simplest form of placement would be a linear array perpendicular to the orbit’s path.
But this would require numerous receivers to ideally sample the spatial frequency domain.
Additionally, a linear array would perform well for a specific orbit path but poorly for
another, which is also illustrated in Figure 6c and Figure 6d, respectively. An orbit passing
directly over the array would be an even more optimal scenario than that depicted in
Figure 6c, but is not shown for simplicity. A compromise between flexibility regarding the
orbit, resolution and ambiguity supersession must be found and analyzed in more detail
in the future, possibly using the concept of compressed sensing to reduce the number of
receivers needed [17].

3. Experimental Setup Using the New Multichannel FPGA Unit

The current radar system used for IoSiS, called GigaRad, will need to be upgraded to
allow three-dimensional measurements for IoSiS. As multi-static radar acquisitions have
very stringent timing requirements, the digital interfaces of GigaRad will need replacement.
The waveform generation, signal acquisition, and timing are currently performed by
separate devices. With the rise of high performance field-programmable gate arrays
(FPGAs) and System-on-a-Chip (SoC) platforms, waveform generation, signal acquisition,
and timing can be performed on a single SoC for each spatial unit. In order to demonstrate
and test the feasibility of such an SoC for a high-resolution radar, as well as to gain first
insights on interferometric and real three-dimensional measurements on complex objects,
a ground-based system based on an FPGA was developed.
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The digital unit is based on a Zynq UltraScale+ RFSoC by AMD, which has a direct
interface to sample or output the baseband signal. The unit is equipped with a high-
grade clock source to allow for the tight timing needed for a multi-static system. The
synchronization of multiple SoC platforms is outside the scope of this work and will be
investigated further in the future. An overview of the data flow diagram can be seen
in Figure 7, where the FPGA side is colored in blue and the embedded Linux operating
system running a multithreaded C application is shown in yellow. Multithreading is used
to handle the incoming network commands as well as the data handover from the FPGA to
the non-volatile memory in the form of a solid-state drive (SSD). The user interface and
the control signals with the motor controllers are implemented via a network protocol.
With the configuration transmitted to the control logic, placed on the FPGA, the FPGA
handles timing, transmission, and sampling. Once the trigger pulse for transmission is
generated, the digital-to-analog converter (DAC) outputs the stored waveform, and two
high-speed analog-to-digital converters (ADCs) sample the echo signal with a sample rate
of 4.9 GSPS, allowing a theoretical single channel bandwidth of 2.45 GHz. The waveform
used is an up-chirp with a 1 µs duration occupying a bandwidth of 2.1 GHz allowing for a
theoretical range resolution of 7.1 cm. In this setup, all analogue channels are connected
to a single sideband mixer and an antenna, which are separated to generate the bistatic
measurement. The analogue mixing stages, which are visualized in the block diagram in
Figure 8, are supplied with the same local oscillator (LO) signal to operate the radar system
in the X-band. This radar setup can be seen in Figure 9b. For IoSiS, where each spatial unit
will be equipped with its own FPGA unit, the full bandwidth with the use of I/Q mixers
will be available. The baseband samples are stored on a buffer memory accessible from the
FPGA, as well as from the processing side of the device, where the data handover to an SSD
is carried out. Data calibration, processing, and visualization are carried out in Python 3.11.

LA
N

SSD

PS Multithreaded application
· Flow control
· Network communication
· Ring buffer
· Storage access control

PL Control & timing

TX waveform

RX window

DAC

ADCsM
em

or
y

bu
ff

er

Figure 7. Basic block diagram of the developed SoC radar system with the processing system (PS)
running an embedded Linux operating system in yellow and the programmable logic (PL) in blue.

A
D

LO

(a)

A
D

LO

(b)
Figure 8. Block diagram of the analogue front end using the transmitter in (a) and the receiver in (b).
All mixing stages are supplied with the same LO signal, the ADC is denoted with A/D and the DAC
is denoted with D/A. The receiver chain is set up twice for bistatic operation.



Electronics 2024, 13, 4914 10 of 17

TX antenna RX antennas

Linear axis

Radar system

FPGA

(a)

SoC / FPGA

Transmitter

Two receivers

(b)
Figure 9. Photos of the experimental radar setup. (a) Radar system in the measurement setup.
(b) FPGA-based radar system.

4. Ground-Based Radar Measurements

Subsequently, in order to provide experimental validation of the theoretical working
principle, the aforementioned two-channel radar system was constructed. All measure-
ments were performed in a tower–turntable arrangement. This has the added benefit that
all measurements are perfectly reproducible to compare the interferometric measurements
of different baselines and create tomographic acquisitions by sequentially sampling all
required antenna positions. A photo of the measurement setup can be seen in Figure 9a.

4.1. Idealized Demonstration Measurement

The initial experiment was a performance test utilizing the scenery depicted
in Figure 10, which displays ten highly reflective targets at four distinct elevations above
the turntable. The ISAR image was focused on the turntable plane, enabling interferometric
height estimation. A height estimation performed by evaluating the phase at the image
peaks can be used to infer the scatterers’ height above the focal plane. To select the correct
pixel for phase evaluation, a modified version of a CFAR algorithm was used [18]. As stated
in “Section Layover Effect Mitigation in Interferometric Measurements”, the layover effect
can be compensated in this case.

0 1 m

(a)

−1.0 −0.5 0.0 0.5 1.0
x in m

−1.0

−0.5

0.0

0.5

1.0

y
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m
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−20

−10

0

(b)

Figure 10. Cont.
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(d)
Figure 10. Initial test scenery using corner reflectors at different heights to evaluate the interferometric
imaging performance. (a) A photo of the test scenery with idealized targets. (b) ISAR image of the
scenery in (a). The focal plane coincides with the turntable; the color represents the relative amplitude
in dB. (c) Interferogram obtained by the acquisition using a base length of 21 cm and limited to a
coherence of γ ≥ 0.85. The red crosses show the automatically detected point-like targets; the color
represents the extracted interferometric phase in degrees. (d) The 3-dimensional extracted scenery.
The blue dots are extracted using a base length of 21 cm and the yellow dots using 77 cm.

The interferogram is shown in Figure 10c, where the automatically detected targets are
marked in red. The acquisition was performed using a base length of 21 cm with a center
distance of r0 = 23.4 m and an incidence angle of θ = 59.5◦, resulting in an ambiguous-free
space of 1.32 m around the focal plane. Using this geometry, both the scenario shown
here and the mock-up satellite from Section 4.2 fit within the height of ambiguity. The
extracted points are shown in blue in Figure 10d. One notable fact is that the four scatters
at the same height are not properly on the same interferometrically inferred height. This
issue arises from the fact that their side lobes interfere with each other. Using well-known
side lobe suppression techniques, this effect can be greatly reduced [4]. To emphasize this
fact, a Hamming window was applied in the range and the azimuth in order to suppress
side lobes [19]. Table 1 illustrates the 1-σ deviation based on the four targets at the same
height and their true height. It can be observed that side lobe suppression enhances the
accuracy by reducing the relative height error to less than 1.7 % for both levels. Most
notably, the precision is increased by a factor of approximately 1.5, which demonstrates the
efficacy of the side lobe suppression technique.

In Figure 10d the result of a second interferometric acquisition is evaluated and
depicted in yellow. The base length is increased to 77 cm, thus decreasing the height of
ambiguity to only 36 cm, which purposefully does not fit the represented structure. As
can be clearly seen, the yellow dots do not represent the measured structure correctly. The
targets with higher offsets from the imaging plane are mapped to the wrong height. That is
because the increased base length decreases the height of ambiguity such that the measured
structure is too large to fit into a single height of ambiguity, and a phase jump occurs. This
emphasizes the importance of the imaging geometry.

Table 1. True height in comparison with the interferometrically inferred height for different windows
based on the measurement shown in Figure 10 with a base length of 21 cm.

True Height Mean Interferometrically Inferred Height 1-σ Height Deviation
Rectangular/Hamming Rectangular/Hamming

6 cm 5.83 cm / 6.05 cm 1.42 cm / 0.95 cm
24 cm 20.4 cm / 23.6 cm 4.04 cm / 2.29 cm
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4.2. Interferometric Demonstration Measurement Using a Mock-Up Satellite

Therefore, as real satellites are more complex than the idealized scenario described
in Section 4.1, the mock-up satellite depicted in Figure 11a was set up on the turntable.
The satellite structure is made up of a metal frame encased in gold foil to mimic the
thermal insulation of most satellites. On the right-hand side of the model, a mock-up solar
panel is constructed from polystyrene with the addition of metal strips. The reflection
characteristics give a reasonable approximation of the characteristics of real solar panels, as
seen with the IoSiS system. To provide more three-dimensional features to the mock-up
measurements to demonstrate three-dimensional imaging, an extension arm and a reflector
antenna were added.
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Figure 11. Mock-up satellite and corresponding interferometric ISAR measurement. (a) Photo of
the mock-up satellite; the z-axis of the coordinate system aligns with the axis of rotation of the
turntable, the xy-plane aligns with the turntable plane. (b) ISAR measurement of the mock-up
satellite, generated by the incoherent sum of 80 sub-apertures, each with an integration angle of 11.1°.
The color bar represents the amplitude in dB. (c) Interferogram of the mock-up satellite measurement
from (b) using a base length of 21 cm. The interferogram is cut to areas with γ ≥ 0.65. The color bar
represents the phase in degree.

This scenario was imaged using the same setup as shown above. The two-dimensional
radar image can be seen in Figure 11b with the interferogram shown in Figure 11c. The in-
terferogram is reduced to only show regions of high coherence (by applying the mask
from Equation (6)), as the interferogram holds no information in regions where no echo is
present in the regular image.

Taking a look at the satellite in the ISAR image, most of its features can be identi-
fied. The dish, the mock-up solar panel, and the edge struts are clearly visible. Together
with the interferogram, more information can be inferred from the object. The color of
the interferogram corresponds to the phase extracted at the given image pixel. As seen
in Equation (4), an increase in the phase also means an increase in the height above the
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focal plane, which is offset from the turntable by 44 cm. Using this knowledge, much more
information can be extracted from the image. Most notably, the mock-up solar panel shows
a linear gradient toward the negative y-direction. An increasing offset of the solar panel to
the imaging plane can be inferred. This information is not contained in the regular image.
Moreover, the extension arm at the back of the satellite can be identified with a large offset
or height, respectively. But to be most clear, interferometry can only assign each pixel a
single offset height. This makes it, for example, very useful for Earth observation and the
creation of a digital elevation model (DEM). However, complex objects such as satellites
are not well described by a surface. This is why IoSiS’s ultimate goal is to move toward
true three-dimensional imaging through the use of tomography.

4.3. Tomographic Measurements

Furthermore, the interferometric quasi-2D acquisition will be extended and compared
to the true three-dimensional tomographic imaging. The same mock-up satellite depicted
in Figure 11a was also tomographically imaged. The same radar was used to acquire
the tomogram, where the antenna positions were sampled sequentially by the use of
a motorized linear axis. In total, 32 antenna positions were used to span a look angle
of ϑ ≈ 11.1◦ for twice the resolution in elevation as in the azimuth. To visualize the
tomographic measurements, two image products can be seen in Figure 12. A common
approach to visualize medical three-dimensional tomograms is a maximum intensity
projection (MIP) [20]. Computing the MIP in the context of ISAR tomography can also
be performed, and the MIP through the y-axis is shown in Figure 12a. This view is
perpendicular to the ISAR image shown in Figure 11b and thus provides a new look at
the data, which was previously not possible. The non-parallelism of the mock-up solar
panel to the turntable and thus the focal plane of the interferometric case can be seen
here. This feature is also revealed in the interferogram in Figure 11c. To demonstrate
the superiority of true three-dimensional imaging of satellites, a different view on the
tomogram can be seen in Figure 12b. Here, a cut through the tomogram is visualized
through the center of the model. More precisely, a cut through the yz-plane at x = −23 cm
is plotted. This cut plane slices through the mock-up antenna dish and its feed point. These
features are highlighted in light red in the cut image to help with the visualization. The
separation of multiple scatterers along the z-axis can be seen, which is not possible through
interferometric ISAR imaging.
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Figure 12. Tomographic measurements of the mock-up satellite. The complete tomogram was created
by the sum of 80 sub-apertures each with an integration angle of 11.1° in the azimuth and in elevation
32 antenna positions with an angular spacing as seen from the turntable of ≈ 0.35◦. (a) A MIP
through the y-axis of the measured tomogram. The color represents the normalized amplitude in dB.
(b) A cut through the tomogram’s zy-plane at x = −23 cm. The color represents the normalized
amplitude in dB. To aid the interpretation, the dish parabola and its feed point are drawn in light red.
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Visualizations in the form of interactive animations allow the human brain an intuitive
interpretation of three-dimensional data. This can be in the form of an MIP with a changing
viewpoint or a cut plane moving through the tomogram.

4.4. Comparison of Interferometric and Tomographic Measurements

To emphasize the differences in the imaging approach using a single aperture or
multiple apertures, a one-to-one comparison can be made. Using the interferometric mea-
surement from above, the same image product as the tomographic measurement can be
generated. Each pixel can be evaluated to be at a specific height using information con-
tained in the interferometric phase. Starting, then, from an empty volume, each pixel can
then be put at its three-dimensional location. This results in the same image product as
the tomographic measurement and can thus be visualized in the same way. A compari-
son can be found in Figure 13, where the true three-dimensional measurement is shown
in Figure 13a and the new interferometric image product is shown in Figure 13b. It is
again an MIP but now visualized in a three-dimensional way, where the MIP is performed
through all native axes of the Cartesian coordinate system. Taking a first look at the tomo-
graphic acquisition, the view shown on the xy-plane closely resembles the regular ISAR
image, but with an infinite focus depth as no defocussing for targets outside the focal plane
occurs. On the MIPs through the other axes, the mock-up satellite can be clearly seen. For
example, the feed point of the mock-up antenna dish stands out in both projections on the
xy- and yz-plane.
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Figure 13. Comparison of a tomographic measurement of the mock-up satellite with an identical
image product generated by an interferometric measurement. (a) An MIP through all axes of the
measured tomogram. The color represents the normalized amplitude in dB. (b) An MIP through
all axes of the volumetric projection of the interferometric measurement. The color represents the
normalized amplitude in dB.

Taking a look at the interferometric measurements, the interpretation of the images
is far more challenging. The regular ISAR image is projected on the xy-plane. As interfer-
ometry cannot split multiple scatterers along the normal direction of the imaging plane,
no clear three-dimensonal visualization can be achieved. While the round shape of the
mock-up dish can be well identified in the tomographic case, only the phase superposition
can be seen in the interferometric measurement. However, the mock-up solar panel can be
seen in its place in space. Looking at the image placed at the xz-plane, on the right-hand
side, the tilted solar panel can be identified. The visualization is not as clear as in the
tomographic case because the phase relationship of the point spread function (PSF) extends
the imaged scatterers on the z-axis. To conclude the comparison, complex objects are not
well described by a topography, which is what interferometric measurement products
deliver. There may exist further interferometric image products, which allow more insight
into the data. The fundamental limitations, however, cannot be overcome using only a
single secondary receiver.



Electronics 2024, 13, 4914 15 of 17

4.5. Change Detection

In conclusion, an exemplary application for IoSiS, comprising an initial test of change
detection based on tomographic acquisition, will be presented. This will provide satellite
operators with a new tool to identify changes caused by external factors, such as the impact
of space debris. Change detection in the field of SAR with respect to Earth observation is
not new, and many complex methods for detecting changes have already been proposed,
e.g., [21]. In the context of space surveillance and imaging of satellites in space, this is a new
frontier requiring new research. The in situ detection of changes will be a valuable tool for
satellite operators. In order to illustrate this methodology, the most elementary approach
to discerning changes, an incoherent difference, is presented here. This methodology is
founded upon tomographic imaging, wherein a comprehensive volume is observed. Two
tomograms, s1(x, y, z) and s2(x, y, z) are, taken at different instances in time, and the inco-
herent difference tomogram can be created by Equation (11). A prior amplitude alignment
on strong persistent scatters is mandatory to achieve a good difference estimation.

∆s(x, y, z) = |s2(x, y, z)| − |s1(x, y, z)| (11)

As can be seen in Figure 14a, some modifications were made to the satellite.The satellite
model was then observed both prior to and after the introduced changes. To demonstrate
the capability to detect changes and localize them in all three spatial dimensions, a cut
plane was put through the change tomogram and is shown in Figure 14b.

Changes
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Figure 14. Tomographic measurement setup and measurement results for change detection as a
conceptional tool using the built radar demonstrator. (a) Photographic image of the mock-up satellite
with the intentional changes; the z-axis of the coordinate system aligns with the axis of rotation of
the turntable, and the xy-plane aligns with the turntable plane. (b) A cut through the incoherent
difference tomogram. The cut plane is visualized in (a); the color represents the normalized amplitude
in dB.

5. Conclusions

The work presented here allows insights into the interferometric as well as tomo-
graphic imaging of satellites and is a necessary groundwork for expanding radar space
surveillance systems into new frontiers for the three-dimensional imaging of satellites
in space.

The superiority of three-dimensional acquisitions compared to regular 2D images
can be clearly seen here. The ability to image complex objects such as satellites in three
dimensions is of particular benefit in this context. Interferometric measurements are well
suited to observe the height topography of a surface object, but in the context of imaging
space objects, this is only partly sufficient. The ground-based measurement results shown
here, giving confidence in first interferometric measurements for a quasi-three-dimensional
observation for satellites.
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The extension of IoSiS toward a full tomographic system requires a substantial hard-
ware expenditure as the number of receivers needed is on the order of 100. Moreover,
an optimized receiver array with regard to the orbit geometry and the use of compressed
sensing will be investigated in the future. In terms of technology, the radar of IoSiS will be
enhanced in regard to its current timing capability using the new FPGA unit shown here.
The interfaces to implement more receivers into IoSiS are currently set up. Of particular
importance is the research currently being conducted into new synchronization techniques
for coherent multistatic operation.

It would be reasonable to posit that the logical next step is to gradually move IoSiS
toward full tomographic imaging capability by sequentially adding receivers. Each added
baseline will bring valuable information. This will facilitate the acquisition of additional
information, commencing with the newly available capability for interferometry.
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The following abbreviations are used in this manuscript:

DLR German Aerospace Center
DEM Digital elevation model
FPGA Field-programmable gate array
IoSiS Imaging of Satellites in Space
ISAR Inverse synthetic aperture radar
LO Local oscillator
MIP Maximum intensity projection
PSF Point spread function
RX Receiver
SAR Synthetic aperture radar
SSA Space situational awareness
SSD Solid-state drive
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