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Conformal Prediction in a Nutshell

This present contribution was supported by the Helmholtz Association under the Joint Research School 

Munich School for Data Science—MUDS. 

▪ Conformal Prediction (CP) is a post-hoc calibration method with

theoretical coverage guarantees

▪ Applied to a classification model, the CP framework yields so-

termed prediction sets (subset of all available classes)

▪ After conformalization, the true class is supposed to lie in 

the prediction set with a prespecified probability

How it works:

▪ Choose an error rate 𝛼 ∈ [0,1] and set aside a calibration dataset

of size 𝑛𝑐𝑎𝑙𝑖𝑏. The prediction set ∁(𝑋𝑡𝑒𝑠𝑡) ⊂ 1,… , 𝐾 for a test

data point 𝑋𝑡𝑒𝑠𝑡 then should satisfy: 

▪ Define the conformal score as 1 minus 

the softmax probability of the true class:

▪ Now set ො𝑞 as the ڿ 𝑛 + 1 1ۀ − 𝛼 / 𝑛 quantile of 𝑠1, … , 𝑠𝑛𝑐𝑎𝑙𝑖𝑏

▪ Finally, create a prediction set for a new point as follows

▪ Naive approach overconfident; bad coverage despite small sets

▪ Strong results with APS, regularization seemingly without effect

▪ Randomization leads to large no. of null sets

▪ Top-k conformalization shines with seemingly great results, but 
comes with comparably large prediction sets

▪ Strong performance increase with distributional label approach
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Label Uncertainty in Remote Sensing
We study a subset of the So2Sat LCZ42 (Zhu et al. 2020) dataset: 

10 European cities labeled by 10 remote sensing experts. 

▪ Can CP help to derive suitable prediction sets with coverage

guarantees being met?

▪ Are the prediction sets covering the human label uncertainty?

Results for various methods on LCZ42 Evaluation Dataset (https://mediatum.ub.tum.de/1659039). Validation 

dataset was used for calibration. Coverage = True label in prediction set. Sen2LCZ (Qiu et al. 2020) was 

used as network classifier for the Urban classes. One-Hot = Training with single label (majority vote of 

experts), Distr. = Training with empirical distribution of label votes. Label Votes Cov. = Percentage of expert 

label votes covered by prediction sets. 

Local Climate Zone (LCZ) classification scheme (Zhao et al. 2019)

(Regularized Adaptive) Prediction Sets

We investigate multiple CP methods for the Urban classes (1-10):

▪ Least Ambiguous set-valued Classifier (LAC): Algorithm left

▪ Naive approach: Softmax values are ranked and summed up

until the threshold is reached

▪ Adaptive Prediction Sets (APS): Softmax scores are summed

up until true label is reached, last label can be in- or excluded or

randomly decided (based on uniform sampling)

▪ Regularized Adaptive Prediction Sets (RAPS): APS with

regularization hyperparameters based on tuning dataset

▪ Top-k: Fixed prediction set size based on rank of true label

Findings

LAC Algorithm explained (Angelopoulos, Bates 2021)


