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ABSTRACT

Context. Recent studies of the optical depth comparing [12C II] and [13C II] line profiles in Galactic star-forming regions have revealed
strong self-absorption in [12C II] by low excitation foreground material. This implies a high column density for C+, corresponding to
equivalent AV values of a few (up to about 10) mag.
Aims. As the nature and origin of such a great column of cold C+ foreground gas are difficult to determine, it is essential to constrain
the physical conditions of this material.
Methods. We conducted high-resolution observations of [O I] 63 µm and [O I] 145 µm lines in M17 SW and Mon R2. The [O I] 145 µm
transition traces warm PDR-material, while the [O I] 63 µm line traces the foreground material, as manifested by the absorption dips.
Results. A comparison of both [O I] line profiles with [C II] isotopic lines confirm warm PDR-origin background emission and a
significant column of cold foreground material, causing the self-absorption to be visible in the [12C II] and [O I] 63 µm profiles. In
M17 SW, the C+ and O0 column densities are comparable for both layers. Mon R2 exhibits larger O0 columns compared to C+, indi-
cating additional material where the carbon is neutral or in molecular form. Small-scale spatial variations in the foreground absorption
profiles and the large column density (∼1018 cm−2) of the foreground material suggest the emission is coming from high-density regions
associated with the cloud complex – and not a uniform diffuse foreground cloud.
Conclusions. The analysis confirms that the previously detected intense [C II] foreground absorption is attributable to a large column
of low-excitation dense atomic material, where carbon is ionized and oxygen is in a neutral atomic form.

Key words. ISM: atoms – ISM: clouds – ISM: general – ISM: lines and bands – photon-dominated region (PDR) – ISM: structure

1. Introduction
The fine structure emission lines of [O I], together with the [C II]
158 µm emission line and high-J CO lines, are the main cooling
lines for photodissociation regions (PDRs, Tielens & Hollenbach
1985; Hollenbach & Tielens 1999) in the interstellar medium
(ISM). The spin-orbit coupling in neutral atomic oxygen leads
to three fine-structure levels and, correspondingly, two [O I] fine
structure transitions. The lower transition, [O I] 3P1 →

3P2, has
a wavelength of 63.2 µm, corresponding to an energy of its
upper level of 227.7 K; the collisional rate coefficients with H
give a critical density at 77 K of 7.8×105 cm−3, and with H2 as
collision partner, the critical density is 5×105 cm−3 (Goldsmith
2019). The upper transition, [O I] 3P0 →

3P1, has a wavelength
of 145.5 µm. Its upper state energy is 326.6 K above the ground
state, or 98.9 K above the mid-level, with a critical density of
5.8×106 cm−3 for H2 as collision partner (Goldsmith 2019). The
[O I] fine structure emission from PDRs is thus bright if the
gas is dense. It is, therefore, together with the [C II] 158 µm
⋆ Corresponding author; guevara@ph1.uni-koeln.de

fine structure line, commonly used for tracing the warm and
dense gas in star-forming regions, locally and out to high red-
shift galaxies. The [O I] 63 µm transition rapidly reaches a high
optical depth in low-temperature gas (T≪ 230 K), so high that
the intensity is no longer a measure of the column density. The
fine structure lines of the oxygen isotopes (in particular 18O ) are
so close in frequency that they blend with the Doppler-broadened
main isotope transition in astronomical sources so that the iso-
topic line ratios cannot be used to determine the [O I] optical
depth. Early indications of high optical depth have been reported
by Stacey et al. (1983) and Boreiko & Betz (1996) based on a
comparison of the integrated line intensity ratio of the [O I] lines,
but the optical depth could be only inferred indirectly. High
signal-to-noise (S/N) line profiles are required to directly mea-
sure the fine structure line optical depth, showing saturation or
self-absorption. With the high spectral resolution and high S/N
available with the GREAT (Heyminck et al. 2012) instrument on
the Stratospheric Observatory for Infrared Astronomy (SOFIA,
Young et al. 2012; Temi et al. 2018), several authors Leurini
et al. (2015); Schneider et al. (2018); Mookerjea et al. (2019);
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Kirsanova et al. (2020); Goldsmith et al. (2021) have recently
reported velocity resolved [O I] 63 µm observations displaying
complex line profiles. A recent survey of [O I] 63 µm line profiles
towards 12 star-forming cores in the Milky Way by Goldsmith
et al. (2021) showed self-absorption by foreground material for
half of the sources. In addition, high optical depth and self-
absorption in [O I] are often invoked to explain the observed
too-low [O I] 63 µm intensities compared to model predictions
from other observed lines.

In a recent study of several Galactic star-forming regions
comparing the [12C II] and [13C II] line profiles at high S/N
(Guevara et al. 2020), we have shown that the [C II] 158 µm
emission is optically thick in a wide range of physical conditions.
The two sources, Monoceros R2 (Mon R2) and M17 SW, were
studied and showed deep and narrow self-absorption in the line
profiles against the bright and broad background line emission.
The analysis of those spectra showed that the bright background
line emission, derived from the optically thin [13C II] line profile
and compatible with originating in PDRs, is absorbed by a large
column density of ionized carbon in cold foreground material,
with a low excitation temperature (Tex ≲ 25 K). A lower limit for
the foreground material, derived under the assumption that all
carbon is in the form of C+, gives a corresponding visual extinc-
tion of several (up to ten) magnitudes. The amount of material
can be considerably larger if the carbon is only partially ion-
ized and the foreground gas contains more carbon in the form of
neutral atoms or bound in molecules, particularly CO. However,
the velocities and line widths of these foreground absorption
features do not match with any features in the spectral lines
of carbon monoxide, indicating that the foreground absorbing
material presents a component of the ISM that is separate from
the molecular gas traced by CO. To present knowledge, ionized
carbon is present mainly in PDR layers at temperatures above
60. Hence, the nature of such large amounts of ionized carbon in
low excitation layers of gas is very puzzling. Low excitation may
imply low density (well below the critical density of [C II]), but
such diffuse gas would need to fill large volumes to explain the
observed total column density. Kabanovic et al. (2022) presented
a scenario for the source RCW 120, where the carbon is present
in a diffuse envelope with neutral hydrogen.

Mon R2 is a star-forming region at a distance of 778 pc
(Zucker et al. 2019). The region contains a reflection nebula,
and the UCH II region is surrounded by several PDRs with dif-
ferent physical conditions. The molecular cloud associated with
Mon R2 has a hub-filament structure and contains clumps of
density up to 106 cm−3. The radiation field in the interface
region between the H II region and the cloud is about 105 Go
(Pilleri et al. 2012). The sources have been studied through sev-
eral atomic and molecular tracers (e.g., Pilleri et al. 2012, 2013;
Treviño-Morales et al. 2014; Rayner et al. 2017; Treviño-Morales
et al. 2019).

M17 is one of the brightest and most massive star-forming
regions in the Galaxy, located at a distance of 1.9 kpc (Wu
et al. 2019). M17 SW is the sub-region located in the southwest,
where an H II region is localized and is associated with a giant
molecular cloud and PDR interface. M17 SW is considered a
prototype of an edge-on PDR. The H II region is ionized by a
highly obscured (with a visual extinction AV > 10 mag) cluster of
many (>100) OB stars (Hoffmeister et al. 2008). The gas near the
H II region is distributed in high density clumps (n ≤ 105 cm−3)
embedded in interclump material (n ∼ 103 cm−3) surrounded by
diffuse gas (n ∼ 300 cm−3), irradiated by a strong UV field of
Go = 5.6×104 (Meixner et al. 1992). Recently, using non-velocity
resolved observations of several infrared lines such as [C II],

both [O I] lines, [O III], or [N III] from FIFI-LS (Colditz et al.
2018; Fischer et al. 2018), Klein et al. (2023) derived hydrogen
nuclei density and UV radiation maps, with an average hydrogen
density of 105.9 cm−3 for the molecular cloud. They found that
the ionization and photodissociation fronts are nearly merged
with a sharp density jump from the ionized region to the neutral
one.

To characterize the nature of the absorbing layer in these two
sources, Mon R2 and M17 SW, we followed up on the investiga-
tion we started in Guevara et al. (2020) by observing the two
sources in both [O I] fine structure lines with the upGREAT1

instrument (Risacher et al. 2016) on board SOFIA along the same
lines of sight, as previously observed in [C II].

The paper is organized as follows. Section 2 details the obser-
vational setup and data reduction. Section 3 shows the observed
[O I] 145 µm and [O I] 63 µm line profiles and a comparison
against [12C II] and [13C II] profiles. Section 4 presents a multi-
component double-layered Gaussian profile analysis using both
[O I] lines to estimate oxygen column densities and excitation
temperature. Section 5 discusses the results and the possible
nature of the background and foreground layers. Finally, Sect. 6
summarizes the present work.

2. Observations and data reduction

We observed the [O I] 63 µm and [O I] 145 µm fine-structure
lines in Mon R2 and M17 SW with the 7-pixel High-Frequency
Array (HFA) and the 7x2-pixel Low-Frequency Array (LFA)
arrays of the upGREAT receiver on board SOFIA. Mon R2
was observed in December 2018, and M17 SW in June 2019
and April 2022. For Mon R2, the LFA was tuned to observe
the [O I] 145 µm in the H-polarization array (LFAH) and [C II]
158 µm line in the V-polarization (LFAV) simultaneously. The
single-sideband (SSB) system temperatures at the source veloc-
ity (Tsys) were 3500 and 3050 K, respectively. In parallel, the
HFA was tuned to [O I] 63 µm, with a Tsys(SSB) of 4700 K.
The parameters are summarized in Table 1. As the former [C II]
spectra (Guevara et al. 2020) were observed with the old single-
pixel configuration of the GREAT instrument at two discrete
positions, we had no information on the spatial variation of the
[C II] line profiles. Hence, we first observed a small, fully sam-
pled map (for the three lines) of 180′′×180′′ extent in on-the-fly
mode with a grid separation of 3′′ in the horizontal and vertical
directions. Then, we performed deep integrations in total power
mode of 5 min ON-source time for the two positions previously
observed in [C II] (Fig. 1). Appendix A lists the coordinates of
each position in detail and the OFF positions used. The two
[C II] positions were selected to follow the peak emission. The
average precipitable water vapor column was 7 µm. The OFF
position presented some weak contamination of ∼2 K, corrected
through the same procedure for [C II] as described by Guevara
et al. (2020), Appendix B, fitting a Gaussian profile to the OFF
position spectra and then adding the fitted profile into the ON
spectra to recover the lost emission.

In June 2019, we observed a fully sampled small [O I] map
for M17 SW using upGREAT in OTF mode with a grid sepa-
ration of 3′′ in horizontal and vertical directions. The LFA was
tuned to simultaneously observe the [O I] 145 µm in LFAH and
[C II] 158 µm in LFAV, with a Tsys(SSB) at the velocity of the
source of 3000 and 2000 K, respectively. The map has an extent

1 upGREAT is a development by the MPI für Radioastronomie and
KOSMA/Universität zu Köln, in cooperation with the DLR Institut für
Optische Sensorsysteme.
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Table 1. Observational parameters.

Sources RA Dec LFAH Tsys LFAV Tsys HFA Tsys ⟨pwv⟩ (a)

(h:m:s) (◦:′:′′) (K) (K) (K) (µm)

Mon R2 06:07:46.2 −06:23:08.0 [O I] 145 µm 3700 [C II] 158 µm 3150 [O I] 63 µm 4800 7
M17 SWJune2019 18:20:27.6 −16:12:00.9 [O I] 145 µm 3000 [C II] 158 µm 2100 – – 8
M17 SWApril2022 18:20:27.6 −16:12:00.9 – – – - [O I] 63 µm 5200 6.5

Notes. (a)Average over all pixels of the precipitable water vapor column.

Fig. 1. Mon R2 [C II] integrated intensity map for the velocity range
between 0 and 30 km s−1 with the two [C II] single pointings (in black)
from Guevara et al. (2020). [O I] 63 µm integrated intensity map in
blue contours covering the same velocity range of [C II] (levels at 100,
150, 200, 240, 270, and 300 K km s−1). The white circle represents the
FWHM beam size of both maps, 15′′.

of 220′′×220′′. The average precipitable water vapor was 8 µm.
The HFA was tuned to [O I] 63 µm, but the telluric line was
located in the central velocities of the emission profile, rendering
the observations useless. Hence, we repeated the same obser-
vations in April 2022 at a different time to avoid the telluric
line contamination for the [O I] 63 µm emission. The observa-
tions were successful, but this time [O I] 145 µm was the line
affected by the telluric feature in the central velocities. The aver-
age precipitable water vapor was 6.5 µm with a Tsys(SSB) at
63 µm of 5100 K. The [C II] integrated intensity map shown in
Fig. 2 is the combination of the observations referred above and
a map observed within the SOFIA Feedback Legacy Project2
(Schneider et al. 2020). We note that the full [C II] map will
be discussed in a separate publication3. The positions for the
analysis below were selected following the [C II] peak emission
along the ridge. The seven positions were previously observed in
[12C II] and [13C II], already analyzed in Guevara et al. (2020).
The OFF position was apparently free of emission.

2 https://feedback.astro.umd.edu/
3 For details on the observing scheme, see Schneider et al. (2020).

The data were calibrated to an intensity scale in main beam
brightness temperature, Tmb, with the kalibrate task (Guan et al.
2012), part of the standard GREAT pipeline. Then, we subtracted
baselines with the CLASS 90 package, part of the GILDAS4

software, and resampled the data to 0.3 km s−1 channel width,
the same as used for the [C II] data.

For Mon R2, the atmospheric 63 µm atomic oxygen line at
the time of the observation was located at −10 km s−1 LSR-
velocity, sufficiently far away from the emission of the source;
hence, it did not affect the analysis of the line profile. For
an inter-comparison, we have convolved the three maps to a
15 ′′ beam size from the nominal 6.3′′ for the [O I] 63 µm and
14.1′′ for the [O I] 145 µm and [C II] lines. For M17 SW, the
maps observed at different times of the year allowed us to avoid
the telluric line. Hence, both [O I] maps were convolved to a
15 ′′ beam size on a 5′′ grid with a velocity resolution of 0.3 km
s−1. All the maps were gridded and convolved into a joint res-
olution to compare them in identical conditions, avoiding the
difference in intensities given by the dissimilar beam sizes.

3. [O I] line profiles

The [C II] and [O I] emission in Mon R2 is compact (see Fig. 1),
extending over ≈60′′ in all three lines, in contrast to M17 SW,
where the emission in both lines is extended along the PDR
edge (see Fig. 2). Figure 3 compares the line profiles of the
newly observed [O I] spectra in Mon R2 obtained in deep inte-
gration and the previously observed [12C II] and [13C II] spectra,
the [13C II] profiles shown are the average of the two outer hfs-
satellites, as explained in Guevara et al. (2020). The [O I] 145 µm
profiles are very similar to those of the [13C II] line, though
the latter, being very weak, have a lower S/N. The line profiles
agree in peak position and width but also show similarities in
the detailed profile structure, which is composed of two Gaus-
sian components overlapping in velocity and added together, as
expected for optically thin emission. In contrast, the [O I] 63 µm
profile shows deep absorption notches at 8 and 12 km s−1 veloc-
ity and possibly a number of additional weaker ones. The overlay
with the [12C II] profiles shows that the [O I] absorption matches
in center velocity and line width with the self-absorption notches
visible in the [12C II] line.

The match in the absorption notches between [12C II] and
[O I] 63 µm is present not only in the two positions mentioned
above. As shown in Fig. 4, the self-absorption notches are strong
across the source and show spatial variation over distances as
close as 10′′–20′′, corresponding to 0.6–0.12 pc at the distance of
Mon R2, with changes in intensity at this distances (see Sect. 5.3
for a discussion of this variation).

The absorption to negative intensities (after baseline sub-
traction) at 11 km s−1 can be explained by a weak 63 µm dust

4 https://www.iram.fr/IRAMFR/GILDAS/

A294, page 3 of 20

https://feedback.astro.umd.edu/
https://www.iram.fr/IRAMFR/GILDAS/


Guevara, C., et al.: A&A, 690, A294 (2024)

Fig. 2. M17 SW [C II] integrated intensity map for the velocity range
between 0 and 40 km s−1 with the original [C II] single pointings (in
black) from Guevara et al. (2020) (equivalent to a LFA array pointing).
[O I] 63 µm integrated intensity map in blue contours covering the same
velocity range of [C II] (levels at 40, 70, 100, 120, 140, and 160 and
200 K km s−1). The black circle shows the FWHM beam size for both
maps, 15′′.

Fig. 3. Mon R2 [O I] 63 µm, [O I] 145 µm, [12C II] and [13C II] spectra
for the single pointings previously observed in [C II]. All spectra have
been convolved to a beam size of 15′′. The vertical dashed lines at the
8 and 11 km s−1 absorption dip are present in both spectra, below the
horizontal dashed line at 0 K. The [13C II] has been smoothed in velocity
for a matter of display.

continuum. Additional diffuse gas is present in the line of sight.
Pilleri et al. (2013) found foreground absorption through obser-
vations of small hydrocarbons at the referenced velocity, with
an equivalent AV of 1 magnitude, detached from the source.
The absorption by this component is insufficient to explain
the absorption dips. However, it may weakly contribute to the
absorption at this velocity (see Sect. 3 for an analysis of the
absorption dips). The self-absorption notches strongly reduce the
[O I] 63 µm integrated intensity. The [O I] 63 µm emission is
almost completely absorbed out between 10 and 12 km s−1.

The comparison of the line profiles shows a similar behavior
for M17 SW (Fig. 5): the [O I] 145 µm line profile is very similar
to the formerly observed [13C II] profiles (where, in this case, the
similarity can be confirmed in detail, because of the high S/N
of the deep [13C II] integrations). The [O I] 63 µm profiles are
heavily affected by self-absorption, and the absorption features
are well correlated in position and width with those identified in
[12C II] (see the next section for more details). Only the lower
velocity component at around 11 km s−1 in the [12C II] line is
not reproduced in [O I] 63 µm. As discussed in Guevara et al.
(2020), this component is associated with the [N II] emission
and also visible in H I, thus presumably associated with dif-
fuse and ionized gas. It is also not traced by the low-J CO lines
(Pérez-Beaupuits et al. 2015a,b).

To check for positional variations of the [O I] self-absorption
profiles at small angular scales, we plotted a mosaic of the
observed line profiles on a grid with 10′′ separation, smoothed
to the common spatial resolution of 15′′. Figure 6 shows the
spectra in [O I] 63 µm, [O I] 145 µm and [C II]. The [C II]
spectra show spatial variations in their profiles from position
to position, namely across 10′′, respectively, 0.10 pc, both in
the absorption depth and the velocity of the absorption dips.
The variations are similarly present in the [O I] 63 µm spec-
tra, although the deep absorption down to close to the zero
intensity level makes the variations less pronounced in inten-
sity. The velocities of the absorption dips are well correlated
between the [O I] 63 µm and the [C II] emission (same as
above, see Sect. 5.3). In contrast, the [O I] 145 µm shows a
relatively simple profile of smoothly superimposed emission
components.

Table 2 compares the peak and integrated intensities between
both [O I] line transitions for both sources. In general, the [O I]
145 µm peak intensity overshoots the [O I] 63 µm peak inten-
sity by a factor of a few due to the self-absorption effect,
except for M17 SW position 4. The latter shows a compara-
ble peak intensity but at different velocities, again a result of
self-absorption. The difference is more evident in the integrated
intensity, with relatively greater [O I] 145 µm integrated inten-
sities, giving a 145/63 integrated intensity ratio between 1.2
and 7. The self-absorption effects thus significantly enhance the
integrated intensity ratio. This effect must be considered when
analyzing data, particularly non-resolved data without veloc-
ity information, such as high-redshift extragalactic observations.
Although this self-absorption effect has already been observed
under different environments of Galactic molecular clouds (such
as Leurini et al. 2015; Gusdorf et al. 2017; Kristensen et al. 2017;
Schneider et al. 2018, and references there in), it has also been
observed in the large scale [O I] 63 µm spectra of extragalactic
sources such as Arp 220, NGC 4945, NGC 4418, and even in the
[O III] 88 µm of IRAS17208- 0014 (e.g. González-Alfonso et al.
2012; Fernández-Ontiveros et al. 2016).

4. Gaussian multi-component analysis

For a quantitative comparison, we utilized a two-layer radiative
transfer model (Gaussian multi-component fit to the [O I] pro-
files) that is similar to what we introduced in our previous
[12C II] and [13C II] study (Guevara et al. 2020). The formal solu-
tion of the radiative transfer equation for a two-layer model with
b = 1 . . . B number of background components and f = 1 . . . F
number of foreground components gives for the brightness tem-
perature of the line transition t (t = 145, 63 denoting the [O I]

A294, page 4 of 20



Guevara, C., et al.: A&A, 690, A294 (2024)

Fig. 4. Mon R2 [O I] 63 µm, [O I] 145 µm, and [C II] mosaic spectra for the central area of the source. The dotted lines are located at 5, 10, 15, and
20 km s−1, respectively. The angular resolution is the same for [C II], [O I] 145 µm and [O I] 63 µm (15′′), with a grid spacing of 10′′. The offset
coordinates of each spectrum with respect to the source position are given in the top-left corner of each box.

Table 2. Mon R2 and M17 SW [O I] 145 µm and [O I] 63 µm integrated and peak intensity.

Positions Peak intensity Integrated intensity

[O I]145 [O I]63
[O I]145
[O I]63

[O I]145 [O I]63
[O I]145
[O I]63

(K) (K) (K km s−1) (K km s−1)

MonR2 1 65 12 5.4 394 111 3.5
MonR2 2 85 53 1.6 495 228 2.2

M17SW 0 60 23 2.6 260 119 2.2
M17SW 1 41 6 6.8 197 30 6.6
M17SW 2 42 4 10.5 233 33 7.1
M17SW 3 26 18 1.4 199 77 2.6
M17SW 4 71 71 1.0 421 363 1.2
M17SW 5 11 7 1.6 74 46 1.7
M17SW 6 66 27 2.4 339 129 2.6

145 µm and the [O I] 63 µm transition respectively):

Tmb,t(v) =

Jν(Text )

1 − exp

−∑
b

τb,t(v)

 exp

−∑
f

τ f ,t(v)


+Jν(Text )

1 − exp

−∑
f

τ f ,t(v)


 . (1)

Here, Jν(T ) = hν
k

(
ehν/kbT − 1

)−1
is the expression for the

equivalent brightness temperature of a blackbody emission at
temperature, T . The optical depth of each transition, t, and

component i = b, f is given by:

τi,t(v) =
c3

8πν3t
ϕi(v)Nut ,i At

(
exp

(
hνt/(kb Texi,t )

)
− 1

)
, (2)

with the upper and lower state of transition t given by ut and
lt respectively, its upper state column density by Nut ,i, and its
Einstein-A-coefficients, At = Aut ,lt . The numerical values of the
latter are A145 = 1.75×10−5 and A63 = 8.91×10−5 s−1 (Wiese &
Fuhr 2007). The line profile of each component is:

ϕi(v) =
(

4 ln(2)
π

)1/2 1
∆vFWHM,i

exp

−(v − vLSR,i)24ln(2)
∆v2FWHM,i

 , (3)
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Fig. 5. Same as Fig. 3, but for M17 SW. The dotted lines mark the two
absorption dips present for both fine structure lines at 21 and 24 km s−1.

where vLSR,i the local standard of rest (LSR) velocity and
∆vFWHM,i the full-width-half-maximum velocity line width of the
line from component i. The upper and lower state column densi-
ties of a particular transition are related through the Boltzmann
equation by the excitation temperature of the transition:

Nut,i

Nlt,i
=
gut,i

glt,i
exp

(
∆Et,i

kbText

)
, (4)

where ∆Et = h νt. The optical depth of transition t and com-
ponent i can thus be alternatively expressed by its lower state
column density as:

τi,t(v) =
c3

8πν3t
ϕi(v)
gut

glt
Nlt ,i At

(
1 − exp

(
−hνt/kb Texi,t

))
. (5)

The parameters describing the line (t = 145, 63) intensity of
each background (i = b) and foreground (i = f ) component are

Table 3. Mon R2 and M17 SW background excitation temperatures for
both transitions and their respective kinetic temperatures.

Positions Texb,63
(a) Texb,145

(b) Tkin
(b)

(K) (K) (K)

MonR2 1 78 144 90
MonR2 2 140 227 152

M17SW 0 95 200 114
M17SW 1 65 113 74
M17SW 2 70 125 80
M17SW 3 86 170 102
M17SW 4 145 240 158
M17SW 5 67 117 77
M17SW 6 100 222 122

Notes. (a)RJ-corrected peak Tmbb,63 shining through. (b)Derived from
3-level rate equation solution, see Appendix B, at nH2 = 106cm−3.

thus four parameters: its excitation temperature, Texi,t , either its
upper-state, Nut ,i, or lower state, Nlt ,i column density, and its line
width, ∆vFWHM,i and its line center position, vLSR,i.

We assume that the excitation temperatures of all back-
ground components is the same (sufficient to obtain good fits,
see below), so that we have one common value for the excitation
temperature of the [O I] 145 µm transition: Texb,145 ≡ Tex145,bg ; b =
1 . . . , B and another common one for the [O I] 63 µm transi-
tion: Texb,63 ≡ Tex63,bg ; b = 1 . . . B, and correspondingly for the
[O I] 63 µm foreground lines. We note that for the three-level
[O I] system, the upper-state column density of [O I] 63 µm is
the same as the lower-state column density of the [O I] 145 µm
line. Thus, three parameters, namely, the column density in any
of the three states (or the total column density) and the two exci-
tation temperatures of both transitions, are sufficient to describe
each component completely.

4.1. Fitting the background emission

The observed line profiles are then fitted by a two-layer model
with a background in emission (b) composed of several com-
ponents (Nb) and an absorbing foreground ( f ) with a different
number of components (N f ), each with the fit parameters above.
As we do not know the details of the excitation of the three levels
(two excitation temperatures) of the atomic oxygen fine structure
level system, we used the peak main beam brightness tempera-
ture of [O I] 63 µm, shining through in between the absorption
notches, for the estimation of the background excitation tem-
perature of [O I] 63 µm by applying the inverse Rayleigh-Jeans
correction. Then, we derived the background [O I] 145 µm
excitation temperature via the analytic solution to the balance
equation between collisional excitation and de-excitation with
spontaneous emission. We refer to Appendix B for a detailed
description of the procedure. The outcome is almost indepen-
dent of the assumed density. The resulting kinetic temperatures
in the background layer are given in Table 3 for a density of
106 cm−3. In Sect. 5 we further investigate how sensitive the
derived column densities of the background and foreground lay-
ers are against variations of the assumed density and kinetic
temperature of the background layer.

The kinetic temperatures for the atomic oxygen derived in
this way are in the temperature regime expected for PDR-gas,
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Fig. 6. M17 SW [O I] 63 µm, [O I] 145 µm, and [C II] mosaic. The two dotted vertical lines per spectrum are located at 22 and 24 km s−1,
respectively, added to guide the eye to the absorption dips. The upper left corner in each box gives the offsets of each spectrum.

heated by the photo-electric effect well beyond the substan-
tially lower dust temperature in the PDR material. For the
dust, Rayner et al. (2017) and Schneider N. (priv. comm.) have
derived for Mon R2 and M17 SW, respectively, dust tempera-
tures below 30 K (see a comparison between gas and dust results
in Sect. 5.4). The CO rotational lines, particularly in the mid-J
transitions, trace warm molecular gas from the PDR in a similar
temperature range as we have derived here for atomic oxygen.
Higher kinetic temperatures than the ones given in Table 3 are
possible; their impact on the derived column density of the
background is explored in Sect. 5.1.

We started with the fit of the observed [O I] 145 µm line pro-
files. First, we fit the background emission in the [O I] 145 µm
line profile by several emission line background components
composed of a Gaussian optical depth profile scaled by the R-J
correction. The excitation temperature was fixed to the common
value, Texb,145 ≡ Tex145,bg , as discussed above. The fit parameters
are the upper state column density of each background compo-
nent b, Nu145,b, their LSR velocity vLSR,b, and their line width
∆vFWHM,b, using the lowest possible number of Gaussian com-
ponents. We note that a higher number of Gaussian components
will not increase the total column density. Thus, there is no rea-
son to use more components than needed. The process is iterative
and we increased the number of components one by one until
there is no substantial decrease in the chi-square of the fit with
additional components. Then, we stopped the iteration. In this
way, the simple, nearly Gaussian profiles of [O I] 145 µm require
one or two components, B = B145, for the fitting.

Next, we identified the contribution of these B145 compo-
nents to the line wing emission of the lower transition, [O I]
63 µm. The [O I] 63 µm upper-level column density is fixed at
the value derived from the upper state column density of the [O I]
145 µm line, converted using the excitation temperature of the
background via the Boltzmann-relation (Eq. (4)). The line cen-
ter position, vLSR,b, is also fixed within a narrow range (10% of
the value) for each component, namely to the value fitted for the
[O I] 145 µm profile, and the [O I] 63 µm excitation tempera-
ture is fixed to the value of Tex63,bg derived above. The fit results
show that the fitted width is typically less than 10% smaller for
the [O I] 63 µm line, and thus consistent with the width fitted
for the upper line. The fitting is restricted to the [O I] 63 µm line
wings not affected by foreground absorption; the relevant veloc-
ity ranges are from 2 to 5 and 14 to 18 km s−1 for Mon R2 and
from 12 to 15 and 25 to 28 km s−1 for M17S SW respectively.

These fitted [O I] 63 µm line profiles, resulting from the
b = 1 . . . B145 background components, show (outside of the
core emission, which is heavily blended with the self-absorption)
weak fit residuals requiring B63 additional background velocity
components, which we number by b = B145 + 1, . . . , B145 + B63.
We fit these by fixing the excitation temperature to the value used
for the background emission. However, we can allow the column
densities of the additional [O I] 63 µm emission components,
Nu63,b, to vary freely, as well as their line widths and central
velocities, ∆vFWHM,b, vLSR,b. These components are not visible in
[O I] 145 µm due to their low column density derived from the
fit. This effect can be verified by calculating the corresponding
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Table 4. Mon R2 and M17 SW [O I] 145 µm and [O I] 63 µm
background column density per position for the two layer model.

[O I]145 [O I]63

Positions # τ∗bg
(a) # τ∗bg

(a) Nbg(O0) (b)

Back. Back.
Comp. Comp. (cm−2)

MonR2 1 3 0.8 7 42.1 5.1E+19
MonR2 2 2 0.3 7 6.3 1.3E+19

M17SW 0 3 0.3 7 11.1 1.3E+19
M17SW 1 1 0.8 2 72.1 5.0E+19
M17SW 2 1 0.7 2 48.5 3.9E+19
M17SW 3 2 0.2 3 9.7 1.3E+19
M17SW 4 2 0.3 3 5.4 9.8E+18
M17SW 5 3 0.1 3 6.6 1.3E+19
M17SW 6 2 0.4 2 13.5 1.5E+19

Notes. (a)τ∗ corresponds to the peak optical depth of the peak compo-
nent, calculated from the fitted parameters according to Eq. (2). (b)Total
column density, calculated from the sum of the three levels.

[O I] 145 µm background emission, which turns out to be of
the order of 0.1 K or lower. We followed a step-by-step proce-
dure instead of simultaneously fitting both [O I] lines because the
weak background components are only visible in [O I] 63 µm,
while the main components come from [O I] 145 µm. There-
fore, we did not expect a one-to-one correlation between the two
[O I] lines.

The total column densities of oxygen are listed in Table 4,
obtained from the upper and lower [O I] transitions derived
from fitting the background emission profiles for the [O I]
145 µm transition (background only) and the [O I] 63 µm
transition. These column densities are obtained by adding up
all velocity components; however, the total column density
is dominated by the one to two components b = 1 . . . B145
dominating the [O I] 145 µm emission. We note that the
detailed fit parameters of all components and levels are listed
in DOI:10.5281/zenodo.13800536.

4.2. Fitting of the foreground component

In the next step, we dealt with the foreground absorption visible
in the [O I] 63 µm line. The column densities of the foreground
absorption components are derived by fitting the absorption pro-
files against the fitted line profile of the [O I] 63 µm background
emission. The intensity in the self-absorption notches drops to
very low values. This intensity requires correspondingly low
[O I] 63 µm excitation temperatures of the absorbing material.
Due to the high energy of the [O I] 63 µm transition, the resulting
optical depth hardly depends on the exact value of Tex. As we do
not have a way to independently derive a value of the excitation
temperature of the foreground material, we fix the foreground
excitation temperature to a single and low value of Tex f = 20 K.
The population of the [O I] 63 µm upper level is very small at
these low excitation temperatures, so the total column density is
also very insensitive to the assumed, fixed Tex f . In Sect. 5.1 we
verify this weak sensitivity of the fitted foreground column den-
sity on the exact value of the assumed value of Tex f . Because of
the low excitation temperature of the [O I] 63 µm transition, the
[O I] 63 µm upper level, providing the lower level of the [O I]
145 µm transition, is hardly populated so that the foreground
does not contribute to the observed [O I] 145 µm line profile

Table 5. Mon R2 and M17 SW [O I] 63 µm foreground column density
per position for the two-layer model.

Positions # τ∗fg
(a) N fg(O0)

Fore.
Comp. (cm−2)

MonR2 1 4 12.1 4.6E+18
MonR2 2 6 5.4 3.9E+18

M17SW 0 7 3.6 1.8E+18
M17SW 1 4 5.7 3.3E+18
M17SW 2 6 3.1 3.4E+18
M17SW 3 5 3.9 3.0E+18
M17SW 4 8 2.8 2.5E+18
M17SW 5 5 3.0 3.9E+18
M17SW 6 6 1.8 2.5E+18

Notes. (a)Same as in Table 4, resp. Eq. (2). (b)Same as in Table 4.

at all; neither in emission nor in absorption, independent of its
assumed excitation temperature. Therefore, the foreground fit is
done to the [O I] 63 µm profile alone. This approach is backed
up by the lack of self-absorption nodges in the observed [O I]
145 µm line profile.

With the excitation temperature fixed to this low value,
this leaves the foreground column densities, Nl63, f , line width,
∆vFWHM, f , and line center, vLSR, f , as the fitting parameters of the
foreground components. As the [C II] and [O I] absorption dips
are very similar in line center velocity and width, we use the
line center position and width of the [C II] foreground compo-
nents fitted by Guevara et al. (2020) as initial guesses for the
foreground [O I] fitting of the most substantial absorption com-
ponents. We keep the velocity of the [C II] components fixed,
allowing for a minor variation in width, and we freely vary the
oxygen column density. An example of the fitting is shown in
Fig. 7, which shows the results for position 2 in Mon R2 for both
[O I] lines. The thus fitted column densities of the foreground are
listed in Table 5.

We note that a few Gaussian components have narrow line
widths below 1 km s−1. These narrow components are located at
the wings of the other narrow absorption dips. They are neces-
sary for the fit to match the non-Gaussian absorption profiles. We
do not regard them as independent physical components. They all
have small amplitudes and, thus, we added their correspondingly
small column densities to the column densities of the adjacent
components.

4.3. Foreground and background column densities

The derived total column density of the [O I] background and
foreground, given by the sum of the individual velocity com-
ponents, are listed in Tables 6 and 7, respectively. For easier
comparison, the column densities are also converted to hydro-
gen column densities, NH , and to equivalent visual extinctions,
assuming that all oxygen is in the form of O0. From Wakelam
& Herbst (2008, their table 1, for high-metal elemental abun-
dances), we use an O/H abundance ratio of 2.56 × 10−4. We
consider the canonical conversion factor between the total hydro-
gen column density and visual extinction of 1.87×1021 cm−2/AV
(Bohlin et al. 1978). Tables 6 and 7 also compare the total oxygen
column densities of the foreground and background components
to the ones derived previously for [C II]. The C+ column density
also has been converted to an equivalent visual extinction using
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Fig. 7. Mon R2 [O I] fits for position 2 for both transitions. The back-
ground fit needs 7 components, the 2 coming from the [O I] 145 µm line
carrying the bulk of the column density, plus 5 additional weak ones.
The foreground fit needs 6 components. Top: Mon R2 [O I] 145 µm
fitting for position 2. Top left: This panel represents the fitted model in
blue and the observed spectra in red. Bottom left: residual curve between
the observed spectra and the model. Right: composition of each fitted
component in cyan. Bottom: Mon R2 [O I] 63 µm fitting for position 2.
Top left: fitted model in blue and the observed spectra in red. Bottom
left: residual curve between the observed spectra and the model. Top
right: composition of each fitted component in cyan and the fitted [O I]
63 µm background profile in orange. Bottom right: foreground optical
depth for the [O I] 63 µm line of each Gaussian component in pink.

a C/H abundance value from Wakelam & Herbst (2008, same
as above, table 1) of 1.2×10−4 and the canonical conversion fac-
tor listed above to convert to magnitudes. The tables also list the
ratio of the [O I] and [C II] column densities and the ratio of the
equivalent extinctions. The abundance ratio between oxygen and
carbon is 2.1 when using the elemental abundances relative to
hydrogen quoted above.

To ease the visualization of the multiple foreground and
background components, both for the new [O I] and the for-
mer [C II] data and, in particular, also for the discussion of
the position-to-position variations below (see Sect. 5.3), we
compared the fitted parameters for different components in the

foreground and background; namely, their velocities, velocity
widths, and column densities, in Figs. 8 and 9

We notice that the background column density ratio of
[O I] to [C II] is close to the elemental abundance in most posi-
tions; correspondingly, the equivalent AV ratio is close to unity.
This ratio is expected if all material is fully excited. However,
due to the higher critical density of the [O I] transitions, it is
likely that more C+ is traced in emission. Therefore, we would
expect to measure a background column density ratio between
oxygen and ionized carbon, where the elemental abundance is
the upper limit. However, the value for Mon R2, position 1, in
the background layer, clearly sticks out; the other two cases for
an [O I] excess in the background layer well above the elemental
ratio are positions 1 and 5 in M17 SW. We note that for these
positions, we use a relatively low Tex63,bg , derived from the rela-
tively low peak brightness of the [O I] 63 µm line. The latter is a
lower limit, which holds in the optically thick case; higher values
for Tex are perfectly feasible and would result in a correspond-
ingly lower [O I] column density, as discussed in Sect. 5.1. On
the other hand, positions 0, 4, and 6 for M17 SW have a lower
oxygen column density than the other positions. As discussed
above, these values could be an effect of a too-low density of the
collision partners to excite the oxygen; see Sects. 5.1 and C.1 for
an explanation of how density affects the results.

For the foreground layer, we expect an opposite situation. In
cold material, some atomic oxygen may be left in the overall
molecular material where most carbon is bound in CO. There-
fore, we should measure a [O I] to [C II] abundance ratio higher
than the elemental abundance in absorption. Mon R2 presents
the higher ratios for both sources. Given the likely scenarios for
the structure of Mon R2 (see Sect. 5.3), it is expected that this
excess is due to the inherent structure of the source. M17 SW
shows a different behavior. The values that deviate from what is
expected are found in positions 0, 2, 4, and 6.

Interestingly, the affected positions are closer to the main
ridge (see Fig. 2). It is clear that a particular spatial configura-
tion plays a role here. However, with the foreground layer being
invisible and only being detected through the absorption profile
of bright atomic lines, it is hard to speculate without much infor-
mation. Future studies over the whole map for the foreground
layer in both lines could help to resolve this issue.

5. Discussion

We have estimated the background and foreground column den-
sities for neutral atomic oxygen under the assumption of a lower
limit for the excitation temperature in the background layer along
the line of reasoning discussed in Appendix B. With the esti-
mated range of excitation temperatures for [O I] 63 µm between
65 and 145 K, we derive column densities from the fit to the
observed line profiles between 8.5 and 49 × 1018 cm−2 for the
background layer and between 1.8 and 4.6 × 1018 cm−2 for the
foreground layer. In the following, we first evaluate how sen-
sitively the results are affected by the necessary simplifying
assumptions we made. Then, we turn to a discussion of the
characteristics of the foreground layer.

5.1. Effect of variations in the background and foreground
physical parameters

The choice of the value for the excitation temperature of the
background layer in both [O I] transitions is a critical element
of the study, as the temperature in the foreground layer. As
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Table 6. Mon R2 and M17 SW comparison between oxygen and ionized carbon column densities and equivalent extinctions for the background
columns.

Background

Positions Nbg(O0) Nbg(C+) (a) N(O0)
N(C+) AV,bgO0 (b) AV,bgC+ (a) AV,bgO0

AV,bgC+

(cm−2) (cm−2) (mag.) (mag.)

MonR2 1 5.1E+19 4.2E18 12.1 106 19 5.6
MonR2 2 1.3E+19 4.7E18 2.8 28 21 1.3

M17SW 0 1.3E+19 9.2E18 1.4 28 41 0.7
M17SW 1 5.0E+19 8.0E18 6.3 105 36 2.9
M17SW 2 3.9E+19 5.6E18 3.8 82 25 1.8
M17SW 3 1.3E+19 4.4E18 7 28 20 1.4
M17SW 4 9.8E+18 7.6E18 1.3 20 34 0.6
M17SW 5 1.3E+19 3.0E18 4.3 27 13 2.1
M17SW 6 1.5E+19 7.7E18 1.9 31 34 0.9

Notes. (a)[12C II] column densities from Guevara et al. (2020). (b)Equivalent visual extinction for the [O I] and [C II] column densities (factors for
abundance and conversion from N(H) as discussed in the text), with N(H) = 1.87×1021 cm−2 AV.

Table 7. Mon R2 and M17 SW comparison between oxygen and ionized carbon column densities and equivalent extinctions for the foreground
columns.

Foreground

Positions N fg(O0) N fg(C+) (a) N(O0)
N(C+) AV, fgO0 (b) AV, fgC+ (a) AV, fgO0

AV, fgC+

(cm−2) (cm−2) (mag.) (mag.)

MonR2 1 4.6E+18 8.3E17 5.5 9.7 3.7 2.6
MonR2 2 3.9E+18 6.4E17 5.9 8.1 2.9 2.8

M17SW 0 1.8E+18 2.0E18 1.0 3.8 9.2 0.4
M17SW 1 3.3E+18 1.7E18 1.9 6.8 7.6 0.9
M17SW 2 3.4E+18 3.0E18 1.1 7.1 13 0.5
M17SW 3 3.0E+18 7.7E17 4.0 6.2 3.5 1.8
M17SW 4 2.5E+18 1.3E18 1.8 5.1 5.8 0.9
M17SW 5 3.9E+18 3.9E17 10 8.2 1.7 4.8
M17SW 6 2.5E+18 1.8E18 1.4 5.3 8.0 0.7

Notes. (a) [12C II] column densities from Guevara et al. (2020). (b) Equivalent visual extinction of the total [O I] and [C II] column densities (factors
for abundance and conversion from N(H) as discussed in the text), with N(H) = 1.87×1021 cm−2 AV.

presented above, we have taken the excitation temperature of
the [O I] 63 µm transition in the background as the lower limit
derived from the peak brightness temperature of this transition
observed at each position; with the assumption of high density,
necessary because of the high critical density of the [O I] 145 µm
transition, we then use the analytical solution for the population
of the three-level [O I] fine structure system (see Appendix B) to
derive the excitation temperature for the upper transition (assum-
ing 106 cm3 for the density). To estimate how sensitive the
derived column densities for the background layer components
are to these assumptions, we analyzed how the result depends on
varying first the density (see Appendix C.1), then on the kinetic
temperature of the background components (see Appendix C.2).

This analysis shows that the resulting background column
densities span a range in physical scenarios of warm PDR mate-
rial with correlated temperatures; they can reach about ten times
larger column densities for the background compared to the
minimum derived for the nominal parameters. Thus, from this
analysis alone, the amount of warm PDR material traced by
the atomic oxygen background emission cannot be constrained

further but is in a range entirely consistent with standard PDR
scenarios and also with the range of column densities for warm
PDR gas traced by mid- and high-J CO lines (for example,
Stutzki et al. 1988; Pilleri et al. 2012; Pérez-Beaupuits et al.
2015a).

Finally, we vary the foreground excitation temperature and
study its effects on the derived foreground column density (see
Appendix C.3). The foreground excitation temperature analy-
sis shows that the column density is not much affected by the
assumed value for the foreground excitation temperature, chang-
ing monotonically by not more than 20% over the possible
temperature range. Thus, we conclude that the foreground col-
umn density of the absorption components, derived from the fit
to the complex line profiles, is a robust result.

5.2. Column densities of the different components of the
background layer

One of the central motivations behind this work is to study
the nature of the foreground layer identified through the
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Fig. 8. Compilation of background Gaussian parameters for all posi-
tions from the multi-component analysis from Sect. 3. Each position is
plotted in columns along the velocity axis, showing both atomic lines.
Circles symbolize the [O I] Gaussian components for each position and
triangles the [C II] ones (from Guevara et al. 2020). The color of each
symbol represents its column density. The length of the vertical bars
denotes half of the line width value for a better visualization.

Fig. 9. Same as Fig. 8 for the foreground parameters.

self-absorption traced by both cooling lines, [C II] and [O I].
Nevertheless, we also briefly discuss the nature of the back-
ground layer. In Fig. 8, we plot the column density for each
fitted Gaussian velocity component for both [C II] and [O I] for
each position analyzed. [C II] is characterized by diamonds and
[O I] by circles.

One or two components dominate the background column
density contribution for both atoms around the systemic velocity,
10 km s−1 for Mon R2 and 21 km s−1 for M17 SW with more than
80% of contribution from these main components. We also see
that the additional components tracing the line wings contribute
only marginally to the column density, with Mon R2 showing
a red-shifted line wing and M17 SW showing emission at both
sides skewed to the blue side of the spectra.

We notice that the main background emission, both in [C II]
and in [O I], is fitted by a few well-overlapping Gaussian compo-
nents, resulting in a smooth overall profile. Sometimes even only
one single component dominates, in particular in [C II], where
the bulk background emission is defined by the [13C II] line pro-
file. The [O I] background emission, having to match both the
[O I] 145 µm profile and the line wings of heavily self-absorbed
[O I] 63 µm profile, sometimes requires several more Gaussian
components; these are, however heavily overlapping and sum-up
to a similar total column density than the single [C II] compo-
nent (one example is the three components at M17 SW pos. 0, or
the two components in [O I] matching the single component in
[C II] at M17 SW pos. 3).

Nonetheless, the dominant contribution in column density
comes from components where both are present and which have
similar velocities and line-width in [C II] and [O I]. We can see
that the background is not entirely uniform and shows some vari-
ations from position to position. To conclude, the background, at
the different positions, shows a smooth line structure dominated
by one or two Gaussian components and consistent velocities
around the systemic velocity.

We also note that the center velocities and line widths of
ionized carbon and atomic oxygen are similar to the emission
observed in other tracers, such as atomic carbon and carbon
monoxide. For Mon R2, the emission spans a range between
0 and 20 km s−1, with a peak intensity around 10 km s−1, not
different from what we see in other tracers such as CO (e.g. Pil-
leri et al. 2012); however, the CO emission shows much more
complex line profiles with additional foreground absorption. The
same is the case for M17 SW if we compare the emission to
observations in [C I] or CO, in particular, for the optically thin
lines Pérez-Beaupuits et al. (2015a,b), with emission between
10 and 30 km s−1 and their intensities peaking around 20 or
22 km s−1, plus additional components outside this velocity
range mentioned above, only visible in [C II].

5.3. Physical properties of the foreground layer

The significant result from the previous observations and anal-
ysis (Guevara et al. 2020) of the [C II] self-absorption notches
was that they require a large foreground column of [C II] with
very low Tex material (≤20 K). The present study shows that the
[O I] 63 µm line also shows deep self-absorption notches, which
generally agree well in terms of velocity and line width with the
[C II] self-absorption when both are present and correspond to
similar total column densities.

Similarly to the background emission components analysis
shown in Fig. 8, we display the column densities, velocities, and
line widths of the individual foreground components in Fig. 9.

A294, page 11 of 20



Guevara, C., et al.: A&A, 690, A294 (2024)

The figure demonstrates that the self-absorption notches in [C II]
and [O I] 63 µm have similar velocities and narrow line widths.
Moreover, the different components at the other positions can be
grouped around common velocities, with 8 and 12 km s−1 for
Mon R2, and 16, 18, 21, and 24 km s−1 for M17 SW. However,
the exact velocity for each component fluctuates around these
average values, the magnitude of these fluctuations being on the
order of the line widths.

The total column density at each position is distributed
between different velocities, and the column density of a given
velocity component varies from position to position. As dis-
cussed above, most velocity components in the foreground are
seen in both species, [O I] and [C II], with similar fit parameters.
In several cases, the foreground absorption, being fitted by a sin-
gle component in one species, requires two velocity components
with different widths in the other. Some examples are M17 SW,
pos. 0, where the [O I] 63 µm absorption at 24.1 km s−1 is fit-
ted by a single component with a width of 0.6 km s−1, whereas
the corresponding [C II] absorption at 24.1 km s−1 needs two
components: one with a wider line width of 2 km s−1 and a nar-
rower one with a width of also 0.6 km s−1. A similar situation is
shown for the 21.3 km s−1 center velocity component in M17 SW,
pos. 3, where the [C II] absorption is fitted by a single compo-
nent of width 2.2 km s−1 (Table F.4 in Guevara et al. (2020)) and
the [O I] absorption needs two fit components, one with width
2 km s−1, the other one with a with of 1.1 km s−1. These differ-
ences are presumably due to the oversimplifying assumption of
purely Gaussian absorption line profiles; the different fit compo-
nents, nevertheless, can safely be counted as contributions to the
same absorption feature.

It is solely on very few occasions that an absorption compo-
nent appeared only in [O I]and not in [C II]. This phenomenon
only occurs in the line wings and for features with relatively
low column density; examples are the 25.9 km s−1 and the
16.9 km s−1 component in M17 SW, pos. 3, or the 15.5 km s−1

component in M17 SW, pos. 6. In all these cases, the significance
of the absorbing foreground fit components may be spurious, as
the absorption is fitted against the weak and somewhat noisy line
wings of the background [O I] 145 µm emission line profiles.

In contrast, there are several cases where the [C II] line
shows clear absorption components but where the correspond-
ing [O I] 63 µm absorption shows much lower column densities
or is almost absent. This absorption is typically the case for the
[C II] absorption on the low-velocity side of the line profiles in
M17 SW. Examples are the 16.4 and 19.1 km s−1 components
at pos. 0, see Table F4 in Guevara et al. (2020), and the cor-
responding [O I] 63 µm absorption component at 17.4 km s−1,
or the 16.6 and 19.9 km s−1 [C II] components in pos. 4 (see
Table F4 as above) and the corresponding [O I] 63 µm compo-
nent at 19.6 km s−1. As the [O I] emission does not show the
weak wing emission below 17 km s−1, these features cannot show
up in absorption in [O I] 63 µm, even if they might be present
in the foreground, as they lack background emission to absorb
against.

Both cases discussed above occur in the wings of the main
line emission. The quantitative comparison of [O I] and [C II]
column densities in these components might be affected by
the slightly different form of the emission line profiles from
the background. Similarly, the quantitative comparison of the
absorbing column densities from position to position, as dis-
cussed in the next paragraph, will be affected by the features in
the line wings by corresponding variations in the line profile of
the background emission.

5.3.1. Spatial variations and density estimate

We can obtain a lower limit estimate for the density of the fore-
ground material from the variations in the derived foreground
column density between adjacent positions. To illustrate the
range of densities and spatial scales involved, let us, for the
moment, assume a diffuse foreground of density 100 cm−3,
already relatively high for a diffuse cloud. The atomic oxy-
gen column densities derived for the foreground of around 2 ×
1018cm−3 (Table 7) together with the oxygen abundance quoted
above would then imply a spatial extent along the line of sight
of 7.8 × 1019cm. Taking this as the typical size of the assumed
homogeneous foreground cloud would imply an angular extent
of 45 arcmin (∼30 pc) at the distance of M17 SW.

Based on the larger uncertainties for the derived column den-
sity values of the foreground absorption against the background
line wings, as discussed above, we focus on the analysis of the
variation in column density of the foreground components from
position to position, on the absorbing components in the line
cores, which are less affected by the uncertainties in the back-
ground brightness, namely the features at velocities between
18 and 25 km s−1. Comparing the absorption feature near
24.1 km s−1¸ at pos. 0 and pos. 1 of M17 SW, namely, between
a position on the bright interface ridge to one further into the
molecular cloud, which has a total H I-equivalent column den-
sity of 2.8 × 1021 cm−2 at pos. 0 and drops to 0.8 × 1021 cm−2 at
pos. 1; hence, it shows a decrease by 2.0 × 1021 cm−2 in [C II],
and from 4.5 × 1021 cm−2 to 0.6 × 1021 cm−2, and, therefore, a
decrease of 3.9× 1021 cm−2 in [O I]. Comparing the column den-
sity variations between positions along the ridge (i.e pos. 3 and
pos. 0), the velocity components at about 21.3 to 21.7 km s−1¸
drop in [O I] from (3.5 + 0.6 × 1021 cm−2) to 2.0 × 1021 cm−2

(i.e., a 2.1 drop), whereas it increases from 4.2 to 6.2, namely, an
increase of 2.0 in [C II]. The rise in [C II] versus the decrease in
[O I] in this case indicates a change in the chemical composition
along the line of sight from position to position. Repeating this
comparison for all pairs of adjacent positions, we see that the
variations from position, both in [O I] and [C II], are typically
of the order of 1 to 2 × 1021 cm−2 and peak variations are up to
about 4 × 1021 cm−2. This comparison includes the variations in
column density between the two positions measured in Mon R2.

To understand to what degree the variations in the absorbing
column densities from position to position might be an artifact
of the ambiguity of the foreground absorption fit with several
Gaussian components, we checked how the resulting fitted line
profile looks like if we fix the foreground components to the
parameters from the adjacent position, first in all three fore-
ground line parameters: line center, width, and column density.
We have done this test for position 1 in Mon R2 with the param-
eters of position 2 and position 6 in M17 SW with the parameters
of position 0. As an example, Fig. 10 shows the resulting fit for
M17 SW position 6. In a second test, we allowed each foreground
component’s column density and line width to vary, keeping the
velocity (and excitation temperature) fixed (Fig. 11 shows an
example of the resulting fit). Both attempts are unsuccessful, as
demonstrated by the significant residuals well above the noise
level, with (obviously) slightly better results, allowing for more
variations. Considering that the foreground absorption is mul-
tiplicative, e−τ fg , implying that the optical depth is determined
as a proportion of the background intensity and hence indepen-
dent of its actual intensity and background intensity variation,
this demonstrates that the variation in column density, and there-
fore optical depth, between adjacent positions derived from the
complete fits of the two-layer model as discussed above, is a
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Fig. 10. Unsuccessful (note the significantly increased level of the resid-
uals) fit for M17 SW pos. 6, using the foreground parameters fitted to
position 0.

Fig. 11. Same as Fig. 10, using the foreground parameters fitted to posi-
tion 0, but allowing for variations in width and column density.

significant result. Keeping the column density constant across
adjacent positions, as would be the case for a smooth and homo-
geneous foreground component, contradicts the observed line
profiles.

Thus, we derived the variations in H I equivalent column
density for each species to be between 1 and 2 and up to
4× 1021 cm−2. These are variations of the total column density,
such as a decrease or increase in both species, or they indicate the
variation of the chemical composition along each line of sight, in
case the variation is in the opposite sense for both species. The
linear scales between adjacent positions correspond to 0.27 pc at
the distance of M17 SW and 0.12 pc for Mon R2.

As discussed in Guevara et al. (2020), assuming that the
components observed are not all pencil-like directed along the
line of sight, the magnitude of the column density variation,
combined with the linear scale corresponding to the angular sep-
aration at the distance of the source, gives a constraint on the
variation of the density of the foreground material and, hence,
a lower limit estimate of the density of the foreground material.
With the numbers quoted above, this results in minimum hydro-
gen volume densities of 1.2–2.4 × 103 cm−3, maximum about

5 × 103 cm−3 for M17 SW, and correspondingly higher, accord-
ing to the closer distance and hence smaller linear scale between
the observed positions, namely, 2.8–5.6×103 cm−3, for Mon R2.

We emphasize that these densities are a lower limit due
to several factors: first, the densities are derived from beam-
averaged column densities. Thus, if the source has structure on
scales smaller than the beam, the column densities, and hence
the derived densities, will be accordingly higher. Secondly, the
densities are derived from the smallest observed distance, the
pixel spacing of the upGREAT array; similar changes on smaller
scales, as suggested by the profile changes shown for the fully
sampled [C II] map and the regridded [O I] map in Fig. 6 would
give correspondingly larger densities. In addition, the densities
can be higher if the absorbing material is a surface layer signifi-
cantly smaller than the spatial size of the variations. And lastly,
the derivation of the H I column densities assumes that all the
material is in the form of O0 and C+; they would be correspond-
ingly higher, and similarly for the volume densities, if only a
fraction of the material is in the form of O0 or C+, a possi-
bility that is already indicated by the variation of the O0 and
C+ column density ratios for the different components and posi-
tions. The lower limit for the density of the absorbing foreground
derived in this way, estimated from the variation in column
density from position to position, is two to three orders of mag-
nitude greater than typical for homogeneous diffuse absorbing
foreground layers.

As a side note, we can estimate the kinetic temperatures for
these densities that would result in the excitation temperature we
have used for our analysis, 20 K, from the excitation temper-
ature plots in Appendix B. This estimation gives a foreground
kinetic temperature of 30 K for Mon R2 and 38 K for M17 SW.
The total column density of the low Tex, absorbing foreground,
is very large as shown in Table 7, corresponding to an equiva-
lent visual extinction of several AV or more. The agreement in
velocity implies that it is associated with the source. Based on
the arguments above about the spatial (in projection) variation of
the derived column densities, we estimate it to have a relatively
high density. Both the column and the volume densities are lower
limits, assuming that all its carbon is in the form of C+ and all its
oxygen is in the form of O0. These arguments strongly suggest
that the material is not a diffuse, smooth foreground layer but
is directly associated with the background material, namely, the
dense, strongly UV-illuminated PDR material.

The nature and origin of this material are somewhat puz-
zling: we would need a mechanism that produces such a large
column of low Tex, dense material, but where the carbon stays
ionized although the high density should favor rapid recombina-
tion, as is firmly predicted by PDR scenarios. At the same time,
the oxygen remains in atomic form despite the significant extinc-
tion and high density that would tend to transform O0 to CO,
depleting all the available carbon and also forming OH or H2O.

5.3.2. Chemical composition

Assuming that carbon might be only partially ionized, with a
part as neutral atomic carbon or in a molecular form such as CO,
would increase the amount of material not visible in any other
tracer. In parallel, additional oxygen would have to be present in
molecular form, presumable water ice, frozen out on dust. The
attractive scenario of putting the extra carbon and oxygen into
carbon monoxide can be ruled out observationally, as the low-
J CO lines, in particular, those from rare isotopologues do not
show a comparable column of cold CO. This analysis holds for
the positions in M17 SW (Pérez-Beaupuits et al. 2015a), where
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Table 8. Mon R2 and M17 SW dust equivalent extinction comparison.

Background Foreground

Component AV Dust AV,bgO0 (a) AvDust
Av,bg O0 AV,bgC+ (a) AvDust

Av,bg C+ AV,fgO0 (b) AvDust
Av,fg O0 AV,fgC+ (b) AvDust

Av,bg C+

(mag.) (mag.) (mag.) (mag.) (mag.)

MonR2 1 73 106 0.7 19 3.8 9.7 7.5 3.7 20
MonR2 2 40 28 1.4 21 2.9 8.1 4.9 2.9 14

M17SW 0 253 28 9.0 41 12 3.8 64 9.2 28
M17SW 1 336 105 3.2 36 9.3 6.8 49 7.6 44
M17SW 2 282 82 3.4 25 11.3 7.1 40 7.6 44
M17SW 3 328 28 12 20 16 6.2 53 3.5 94
M17SW 4 167 20 8.4 34 4.9 5.1 33 5.8 29
M17SW 5 54 27 2.0 13 4.2 8.2 6.6 1.7 32
M17SW 6 88 31 2.8 34 2.6 5.3 17 8.0 11

Notes. (a)Extracted from Table 6. (b)Extracted from Table 7.

the O0 and C+ column densities are consistent with the elemental
abundances.

For the positions where the derived column density ratio of
oxygen to carbon is higher than the elemental abundance (i.e.,
positions 3 and 5 in M17 SW and both positions in Mon R2),
we can assume that carbon in the foreground absorbing material
is indeed only partially ionized, with a fractional ionization of
20–50%. Alternatively, the absorbing layer may be composed of
two chemically different components, where a column density of
about 20–50% of the total would have to be low Tex, fully ionized
[C II] material. For the Mon R2 lines of sight, the assumption of
additional absorbing material is perfectly reasonable. It is known
that Mon R2 is an embedded source with several young stel-
lar objects (YSO, Beckwith et al. 1976) inside the molecular
cloud illuminated from the backside. This darkening could help
to explain the large discrepancy between the O0 and C+ column
densities, compared to M17 SW, but does not explain the corre-
lation between the [O I] and [C II] emission, because we would
not expect the presence of ionized carbon in the dense molecular
foreground material. Pilleri et al. (2012) proposed in their model
for Mon R2, apart from the dense PDR, a surrounding envelope
with densities of 5× 104 cm−3, molecular hydrogen column den-
sity of 5× 1022 cm−2 and kinetic temperature of 35 K, similar
values that we find here for the foreground layer and its estimated
density from the differences between positions, confirming our
results. Hence, we have for Mon R2 a foreground separated
in two phases, with a temperature gradient, where one part of
the gas contains only O0 coexisting with molecular material. In
contrast, in the other, outer layer O0 and C+ coexist.

M17 SW shows a different picture. The foreground column
density ratios between [O I] and [C II] are lower than the ele-
mental ratio inside the main ridge and higher outside, showing
some spatial correlation playing a role. As discussed in Sect 4.3,
studies over the whole map are needed. Single pointings are
insufficient for a proper analysis of spatial effects. Moreover,
Hoffmeister et al. (2008) found an optical foreground extinction
of 2 mag, a significantly lower value than the foreground layer
derived here. Therefore, we propose a scenario of a dense atomic
foreground layer where ionized carbon and oxygen coexist with a
density of 103 cm−3, not ruling out the existence of a density gra-
dient towards the exterior, leading to an additional atomic diffuse
layer.

5.4. Comparison between gas and dust
We compare the column densities derived above from the
[O I] and [C II] fine-structure lines for the background and fore-
ground components with the total gas column densities derived
from the sub-mm-wavelength dust emission. The column den-
sity maps were derived from Herschel/PACS and SPIRE (Griffin
et al. 2010) 250, 350, and 500 µm for Mon R2 (Rayner et al.
2017) and M17 SW (Schneider, N., priv. comm.), using the
method described by Palmeirim et al. (2013). The method esti-
mates the total gas column density from the optically thin dust
emission for both sources (Table 8) by fitting the spectral energy
distributions (SEDs) and computes the gas surface density dis-
tribution of the region pixel by pixel. Note that this method
deals with only a single temperature component of the dust emis-
sion and is thus biased towards the bulk column density of the
lower temperature gas of the molecular clouds. It also traces
parts of the warm PDR material, which has bright dust emis-
sion, but the analysis weighted it down by constraining the dust
emission wavelength bands to longward of 160 µm. Also, the
values estimated are upper values in a 18′′ beam because there
is line-of-sight contamination, with AV ∼ 10 mag for M17 and
AV ∼ 2 mag for Mon R2 (Schneider et al., in prep.).

For M17 SW, the gas column densities are between 54
and 336 magnitudes. Background equivalent extinction values
derived from [O I] at all positions are beween one and ten times
smaller than the ones derived from dust. This difference is unsur-
prising as the dust emission also traces the dense molecular
material of the bulk molecular cloud. The warm PDR traced by
the background emission in the fine structure lines contributes
10–25% of the total column density traced by the dust emission
(Table 8). We also note that the column density of the warm PDR
background derived here is larger than the one derived from the
mid-and high-J CO lines (Harris et al. 1987; Pérez-Beaupuits
et al. 2015a) and quoted in previous studies of the [C II] emission
(Stutzki et al. 1988). The low-velocity resolution of the last [C II]
observations ignored that the foreground absorption significantly
weakens the [12C II] emission. We note that the cold and dense
molecular cloud material responsible for the bulk dust emission
is not traced by the column densities derived from the [O I] lines
observed in emission. This disparity is plausible as oxygen will
be mainly in molecular form (CO, H2O) and partially frozen out
onto dust grains.
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For Mon R2, the situation is different. The equivalent extinc-
tions derived from dust for both positions are much closer to
those derived from the [O I] fine structure lines. This close-
ness could be interpreted as neutral oxygen that coexists with
dense foreground molecular material, as has been suggested
before by several authors (Pilleri et al. 2012; Ginard et al. 2012;
Treviño-Morales et al. 2019). As discussed above in Sect 5.3,
the dust strengthens the scenario of a double-layered foreground,
with a molecular component and another in atomic form.

The comparison of the column densities derived for the
emission from the warm background in [C II] and [O I] shows
that both are consistent with the emission originating in stan-
dard PDR material, with excitation temperatures between 60 and
140 K for the [O I] and between 150 and 250 K for the [C II].
As discussed in our previous analysis, the amount of material is
significantly larger than expected for a single PDR layer, so we
have to invoke multiple PDR layers within the beam with several
tens of magnitudes in Av. The column densities derived here refer
only to the bright PDR material in the fine structure line emis-
sion. A portion of the warm, dense PDR material will contribute
to the mid- and high-J CO emissions. These lines can trace the
material because we have worked under the assumption that all
[O I] emission is in the form of atomic material, not considering
the molecular contribution.

5.5. Comparison with other models

At his point, we want to consider whether there are alternative
explanations for the nature of the foreground layer. Goldsmith
et al. (2021) discussed the [O I] profile toward W3, which shows
strong absorption, similar to what this paper discusses. At first
sight, the situation looks similar to the Mon R2 case discussed
here. They found similar values for the neutral oxygen fore-
ground column density, from 2 to 7×1018 cm−2, reinforcing the
idea of a foreground layer of atomic material with similar column
densities. They attribute its foreground absorption to geometry
effects because the source is heated from the backside, allowing
for additional oxygen in atomic form in cold molecular layers,
together with CO, between the PDR and the observer. However,
such a scenario cannot explain the sizeable C+ column densi-
ties together with more prominent O0 column densities at the
same velocity and line width. The [C II] absorption dips, requir-
ing a large column of [C II] much colder than feasible in a PDR
layer, rule out a scenario similar to the one discussed for W3 by
Goldsmith et al. (2021). The analysis continues in Goldsmith
et al. (2023), with the modeling, through the Meudon code (Le
Petit et al. 2006), of the foreground layer in W3A. Their model
identifies foreground hydrogen column densities of 2×1022 cm−2,
or equivalently a oxygen column density of ∼5×1022 cm−2, with
a density of n(H) = 250 cm−3 over a spatial extension of 26 pc.
While the interpretation of the absorption profile in [O I] result-
ing from a smooth foreground may be a valid scenario in the case
of W3A, the [O I] absorption observed in Mon R2 and M17 SW
must be due to high-density material; this is based on the dif-
ferences in foreground column densities between positions over
small angular distances. Mapping observations in Oone are not
available for W3A; hence, a decision between these two scenar-
ios is impossible with the presently available data. In addition,
a [13C II] profile with sufficient S/N is not available in the case
of W3A, so the background column density of [C II] is not well
constrained. W3A might behave like our sources, but maps in
[O I] and [C II] would be needed to distinguish between the sce-
narios. Regretfully, new observations in these atomic cooling
lines will not be feasible in the near future.

Kabanovic et al. (2022) presented a similar scenario for
RCW120 for [C II] only. [C II] observations show correlations
between the velocity of foreground components derived from a
similar multi-component double-layered Gaussian analysis and
atomic hydrogen absorption dips in the line profile. Through
a H I self-absorption (HISA) analysis, they compared the H I
absorption line profile with that of [C II]. They found correla-
tions in line width and LSR velocity for some components. They
attributed the origin of the foreground layer causing the [C II]
self-absorption to diffuse and extended H I that coexists with C+.
Comparison of the foreground column density between adjacent
positions and at an assumed temperature of 15 K, similar to the
20 K we use (Table 1 of Kabanovic et al. 2022), show a col-
umn density difference of 0.5–1×1021 cm−2, much lower than the
values we derive for M71 SW and Mon R2 in Sect. 5.3.1. Sim-
ilarly, in the case of RCW120, the difference in the foreground
line profile parameters between positions (Fig. 8 of the paper
as mentioned earlier), namely the intensity and velocity position
and width, are much smaller for RCW120, compared to the case
of M17 SW and Mon R2, showing a much more homogeneous
foreground than for our sources. [O I] 63 µm was observed in
the source (Kabanovic, S., priv. comm.), but there is only faint
emission in the southwestern area. Besides, no [O I] 145 µm
observations are available, making verifying any self-absorption
effects in the [O I] 63 µm profiles difficult. New observations
in high-resolution S/N for oxygen lines would be needed for an
analysis similar to ours.

6. Summary

The newly observed high spectral resolution observations of the
[O I] 145 µm and the [O I] 63 µm lines towards M17 SW and
Mon R2 show strong absorption notches in the [O I] 63 µm
line and allow for a detailed multi-component Gaussian analy-
sis, separating the emission into a background and foreground
layer. The background emission is consistent with warm, dense
PDR-material emission in both sources, which is well-known
and characterized by many previous studies. This material shows
smooth Gaussian emission profiles towards which we formerly
observed intense [12C II] self-absorption in both sources and now
newly detected [O I] 63 µm foreground absorption. The deep
foreground self-absorption features require significant column
densities of low Tex atomic oxygen in the foreground material.

Comparison of the [O I] profiles with the previously
observed [12C II] and [13C II] profiles towards both Mon R2
and M17 SW show that the [O I] 145 µm emission line pro-
files, tracing the warm background, are entirely consistent with
the [13C II] emission profiles from the background material and
have similar total column densities. The intense self-absorption
notches visible in [O I] 63 µm match well with the previously
observed [12C II] absorption features, both in their central veloc-
ities and widths. Hence, we conclude that (for the majority) they
trace the same material, which has to be very cold (in terms of
excitation temperature) due to the deep absorption. The derived
column densities in the absorption layer are also consistent for
both species. The physical parameters of the background layer,
though the column density derived can vary by a factor of up to
10 depending on the detailed assumptions, are, for both species,
entirely consistent with a multi-layer PDR at the UV intensity
and density of the bulk material in M71 SW and Mon R2.

The physical parameters of the foreground layer are well-
constrained based on the analysis presented. The large column
density of the foreground material and the small spatial scales
derived from the sudden variation of the central velocity and
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depth of the absorption features constrain the foreground mate-
rial to have a significant density between 103 and 104 cm−3. The
nature of this foreground layer, with its fully ionized carbon and
atomic oxygen at relatively high densities and low excitation
temperature, is very puzzling.

We emphasize that the foreground absorption is only visi-
ble at the high spectral and spatial resolution available with the
upGREAT instrument on SOFIA and Galactic sources. Spatial
averaging, namely, observations of sources at a larger distance,
namely in nearby or further out galaxies, resulting in lower spec-
tral resolution observations, smooth out the absorption features
in the line profiles, leading to reduced integrated intensity. Thus,
the absorbing foreground absorption component of unidentified
origin may be partially responsible for the [O I] and [C II] line
intensity deficiencies quoted for such sources. Large-scale map-
ping observations with high signal-to-noise in both [C II] and
[O I] fine structure lines and their analysis in galactic clouds
are necessary to resolve this issue. We analyzed one of the best
datasets that combines both [C II] isotopes with both [O I] tran-
sitions, and without access to new observations at the exact
resolution and S/N in the near future, it will be hard to disentan-
gle this scenario. Still, we can affirm without doubt that there is a
cold, relatively dense foreground layer associated with the main
PDR composed of ionized carbon and neutral oxygen absorbing
the emission of the background.
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Appendix A: Observational parameters

In this appendix, we provide the observational parameters of the
observed positions in detail. The coordinates of each position
are the same as the original [C II] observations from Guevara
et al. (2020). The tables contain the absolute and relative coor-
dinates (with respect to the source coordinate, see Table 1) for
each observed position and their OFF position.

Table A.1: Monoceros R2 and M17 SW positions.

RA DEC Rel. Rel.
Offset Offset

(J2000) (J2000) RA DEC
(h:m:s) (◦:’:”) (”) (”)

Mon R2
Pos. 1 6:07:46.21 −6:23:03.01 0 5
Pos. 2 6:07:44.87 −6:23:03.01 -20 5
OFF 6:07:19.28 −6:33:08.72 -400 -600
M17 SW
Pos. 0 18:20:23.46 −16:12:02.01 −60.6 −1.1
Pos. 1 18:20:22.45 −16:12:30.20 −75.1 −29.3
Pos. 2 18:20:21.34 −16:12:05.00 −91.1 −4.1
Pos. 3 18:20:22.32 −16:11:35.89 −76.9 25.0
Pos. 4 18:20:24.61 −16:11:34.82 −44.0 26.1
Pos. 5 18:20:25.70 −16:12:02.77 −28.2 −1.9
Pos. 6 18:20:24.66 −16:12:29.23 −43.3 −28.3
OFF 16:21:04.87 −16:13:07.35 537 -67

Appendix B: Excitation temperature estimate for
the [O I] line for the background

We have estimated the excitation temperature for both [O I] tran-
sitions in a three step process. We do not have previous informa-
tion about the excitation temperature of the oxygen; therefore,
as a starting point we assume that [O I] 63 µm is optically thick
so that the brightness temperature traces the excitation tempera-
ture (including the Rayleigh-Jeans correction), and at least at one
velocity, the background brightness temperature shines through
the foreground absorption. Hence, we have selected as a lower
limit for the [O I] 63 µm the Tmb peak emission and then con-
verted to Tex given by the Rayleigh-Jeans correction under the
assumption of optically thick emission as:

Tmb = Jν(Tex) =
hν
k

(
ehν/kTex − 1

)−1
. (B.1)

With the excitation temperature of the [O I] 63 µm line,
we can estimate the excitation temperature of the [O I] 145 µm
line, though the balance between collisional excitation and
de-excitation and spontaneous emission when assuming a gas
density. Then, the collisional rate Ci j from level i to j is given
by:

Ci j = Ri jn, (B.2)

with n the density of the collision partner (cm−3) and Ri j

the collisional rate coefficient (cm−3 s−1¸). The oxygen coeffi-
cients at different kinetic temperatures for electrons, hydrogen,
and molecular hydrogen were estimated by Lique et al. (2018).
Now, the ratio between adjacent levels for a three-level system is
(Goldsmith et al. 2015; Goldsmith 2019):

n2

n1
=

C12 (C01 +C02) +C02 (A10 +C10)
(A21 +C21 +C20) (C01 +C02) −C20C02

, (B.3)

Fig. B.1: Excitation temperature of [O I] 63 µm for a combination of
kinetic temperature and density of the gas. We have added contour levels
for excitation temperatures of 20, 50, 100 and 150 K.

n1

n0
=

(A21 +C21 +C20) (C01 +C02) −C20C02

(A21 +C21 +C20) (A10 +C10) +C20C12
. (B.4)

The excitation temperature of a transition is related to the
ratio of the level population through the Boltzmann equation by:

n j

ni
=
g j

gi
exp

[
−

(
E j − Ei

)
/kbTexi j

]
, (B.5)

with g the statistical weight and E energy of a level. Upward
and downward collision rates are related by:

C ji = Ci j
gi

g j
exp

(
−hνi j/kbTkin

)
. (B.6)

Here, we selected molecular hydrogen as main collision part-
ner with an orto-to-para ratio of 3:1. The resulting excitation
temperatures for [O I] 63 µm and [O I] 145 µm as a function of
kinetic temperature and density are shown in Fig. B.1 and B.2,
respectively.

Using these dependencies we can obtain the [O I] 145 µm
excitation temperature from the [O I] 63 µm excitation temper-
ature if we assume either a particular gas density or kinetic
temperature. We can simply look up the parameters in Fig. B.1
that produce the [O I] 63 µm excitation temperature measured in
the first step and go with these parameters into Fig. B.2 to obtain
the [O I] 145 µm excitation temperature. Here, we assumed a
density of 106 cm−3, as an intermediate value given the criti-
cal density of both transitions. A different method would be to
fix the kinetic temperature and then search for a density. The
methods are equivalent and the actual choice of the method or
the value are not significant when it comes to the final output.
Actually, it is not necessary to have a precise value for the [O I]
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Fig. B.2: Excitation temperature of [O I] 145 µm for a combination of
kinetic temperature and density of the gas. We have added contour levels
for excitation temperatures of 100, 150, 200 and 250 K.

145 µm excitation temperature because the quantity entering the
radiative transfer is the emissivity (B(Tex) × τ145) – and not Tex
as such. In Fig. B.3, we plot in colors the [O I] 145 µm emissiv-
ity (B(Tex) × τ145) as a function of the kinetic temperature and
column density on a Rayleigh-Jeans scale. We can see that the
[O I] 145 µm emissivity and the [O I] 63 µm excitation temper-
ature go almost in parallel. Thus, if we have a given Tex,63, we
can read the [O I] 145 µm emissivity with reasonable accuracy.
We do not need to know the exact excitation temperature of the
[O I] 145 µm line and the corresponding gas density and tem-
perature. We see that for a Tex,63 of 75 K and below, the [O I]
145 µm emissivity stays almost constant along the contours, it
is independent of the actual density. Hence, we have no signifi-
cant uncertainty in the background column from the method. At
higher Tex,63 we can conclude that we are still safe against vari-
ations towards higher densities, but that, for example, for Tex,63
= 100 K, we underestimate the emissivity by a factor 2 if the
actual gas density is 105 cm−3 instead of 106 cm−3 so that we
overestimate the background component column by this factor
of two.

Altogether, we have estimated the excitation temperature
in a 3-step process: 1) selection of an excitation temperature
from [O I] 63 µm main beam temperature peak, 2) estimation
of the kinetic temperature of oxygen from Fig. B.1 under the
assumption of a density of 106 cm−3, together with the excitation
temperature from 1), 3) estimate of the excitation temperature for
[O I] 145 µm from Fig. B.2. The derived excitation temperatures
for both transitions and the kinetic ones are shown in Table 3.

Fig. B.3: [O I] 145 µm emissivity in colors for a given column density.
The contours are the [O I] 63 µm excitation temperature as in Fig. B.1.

Appendix C: Variation of parameters for
background and foreground

C.1. Effects of varying the density of the background layer

In this subsection, we analyze the dependency of the derived
physical parameters on the assumed value for the density of the
background layer. As the default, we have considered a density
of 106 cm−3 for deriving the upper transition excitation temper-
ature from the lower transition excitation temperature, estimated
from the peak brightness of the [O I] 63 µm line. Figure C.1
shows how changes in the assumed collision partner density of
the background, and hence different values for the derived Tex,145
(derived from the analytic solution of the three-level system in
Appendix B), result in different best-fit results for the back-
ground (dashed line) and foreground column density (solid line).
We have selected two positions for each source to be analyzed in
exploring the boundaries of our solutions. The other positions
are affected in the same way.

The analysis shows that an increase in density leads to a cor-
responding increase in the estimated background column density
and vice versa. This proportionality can be explained according
to Fig. B.2, which illustrates the effect that the upper [O I] line
shows a regime of population inversion. Any increase in density
results in a decrease in the [O I] 145 µm excitation temperature
(and vice versa) and, consequently, an increase in the [O I] col-
umn density necessary to maintain the observed intensity. In
comparison, the [O I] 63 µm excitation temperature remains con-
stant. Note that M17 SW position 4 can only be fitted with
densities higher than 105 cm−3. For lower densities, the [O I]
145 µm peak intensity cannot be reached. It is worth noting that
position 4 has the highest [O I] 145 µm intensity and is located at
the [O I] peak, suggesting that the density here should be much
higher than the other positions.

The foreground column density necessary for the deep
absorption features depends very little on the background layer’s
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Fig. C.1: Best-fit column densities compared for selected positions
against a range in the assumed density. The background is indicated
by dashed lines and the foreground in solid ones.

density variation, as is illustrated in Fig C.1. This insensibility is
evident as the [O I] 63 µm absorption is highly optically thick so
that the increase in the background intensity to be absorbed does
not need to be compensated by an enhanced foreground absorp-
tion. The modest variations visible in the fit result originate in
second-order effects. Depending on the details of the line pro-
files, the optically thinner wings of the absorbing layers are more
or less sensitive to an increase or decrease in the background
intensity resulting from the density variations.

C.2. Effects of varying the kinetic temperature of the
background layer

Now, let us continue analyzing the sensitivity of the derived
background and foreground column densities against the second
physical parameter, the kinetic temperature of the background,
keeping the density fixed at 106cm−3. Above, we have assumed
the kinetic temperature derived from the upward Rayleigh-Jeans
corrected peak brightness temperature of the [O I] 63 µm emis-
sion shining through between the absorption dips, giving a lower
limit to the excitation temperature. As the kinetic temperature is
always larger than the excitation temperature (see Fig. B.2) for
any density, this is also a lower limit to the kinetic temperature
of the background. We now vary the kinetic temperature of the
background from this minimum value up to higher values. We
calculate the excitation temperatures for both [O I] lines from
the analytic formulas at the given temperature and density (see
Appendix B) and perform the least-squares fit of the line profiles
with these parameters.

We stop increasing the kinetic temperature of the background
once the background column density drops to the level of the
foreground, breaking our initial assumption of having most of
the material concentrated in the warm background layer. This
upper limit gives the maximum kinetic temperature used in the
fitting, roughly 50 K above our minimum value. Therefore, we

Fig. C.2: Best fit column densities compared for selected positions
against a range in the assumed kinetic temperatures.

have a reduced range of about 50 K for valid kinetic temperatures
where our assumptions remain accurate.

Figure C.2 shows the thus fitted column densities for both
layers against the range of background kinetic temperatures for
selected positions fitted in Mon R2 and M17 SW. The figure
shows that to fit the observed brightness of the background
emission; the necessary background column density is roughly
inversely proportional to the excitation temperature and, hence,
the kinetic temperature.

The foreground column density is only slightly affected by
the changes in the background. Increases in the background
kinetic temperature lead to a rise in the background excitation
and main beam temperatures, reducing the optical depth due to
the severe reduction in column density. Then, the higher back-
ground intensity requires more foreground material to absorb the
background emission and obtain the observed self-absorbed pro-
file. In any case, the range of variation is lower than an order of
magnitude, keeping the foreground density well-constrained.

C.3. Effect of variations in the foreground excitation
temperature

We now analyze how changes in the foreground excitation tem-
perature assumed for the [O I] 63 µm line affect the foreground
column density. For the previous analysis, we have assumed a
temperature of 20 K. Figure C.3 shows how the foreground col-
umn density derived from the line profile changes when the
foreground’s excitation temperature varies. We varied the fore-
ground excitation temperature from 15 K to 45 K and selected
15 K as a lower limit because this value is the lowest possible
for [C II] from the energy balance (Kabanovic et al. 2022), a rea-
sonable assumption where both atoms should coexist. There is
insufficient material to absorb the background in some positions
for lower values than this, establishing a lower limit to the fore-
ground excitation temperature. The upper value of 45 K is an
appropriate upper limit for the foreground gas to produce visi-
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Fig. C.3: Best fit foreground column densities compared for selected
positions against a range in the assumed foreground excitation tempera-
tures.

ble absorption nodges still; higher values come too close to the
background values.
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