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A B S T R A C T

This work provides an investigation of the influence of low temperature heat treatments on the fatigue behavior
of a PBF-LB AlSi10Mg alloy. Fatigue specimens are produced in form of round bars on a build platform preheated
at 200 ◦C. The specimens have been tested in three different conditions: as-built, and after heat treatments at
265 ◦C for 1 h and 300 ◦C for 2 h. Prior to the fatigue testing, the defect distribution is analyzed by means of
micro computed tomography. Subsequently, the peak over threshold method is successfully applied to provide a
prediction of the size of killer defect. The defect population was of gas porosity type. No clear improvement of the
fatigue performance is observed after the heat treatments. The fatigue strength predicted using fracture
mechanics-based approaches is in good agreement with the experimental data. Among the studied approaches,
short crack models provided the most conservative predictions.

1. Introduction

Laser Powder Bed Fusion (PBF-LB/M) is an additive manufacturing
(AM) technique that has gathered enormous amount of momentum
thanks to its unprecedented possibilities of topology optimization and
reduction of material waste [1,2]. Al-Si-Mg alloys, such as AlSi10Mg,
have found extensive application in PBF-LB/M due to their good weld-
ability, favorable mechanical properties, high heat conductivity, light-
weight, corrosion resistance, and ductility improvement through heat
treatment [3,4]. While the quasi-static mechanical properties of AM
metallic components have been extensively studied and optimized, fa-
tigue design and assessment remain significant challenges [5–8]. The
inherent features of AM materials, such as microstructure in-
homogeneity, defects, surface roughness, and residual stresses
contribute to the complexity of assessing their fatigue behavior.
The as-built microstructure has received a lot of attention because it

imparts a yield strength comparable to what can be achieved using the
conventional T6 scheme (σy > 200 MPa). Moreover, the 3D network of
fine α-Al cells surrounded by eutectic silicon promote a cage-effect that
limits the accumulation of damage, for the case of a defect-free material

[9]. Numerous studies have reported in the last years that
manufacturing defects, including surface roughness in case of as-built
surfaces, are the main factor influencing the fatigue performance of
AMed metallic materials [10,11]. Furthermore, the statistical defect
distribution, defect type/shape (gas pores/rounded or lack of fusion/
sharp and elongated), together with the defect location (surface or in-
ternal) are the main source of scatter in the fatigue data.
Considerable modelling efforts have been also undertaken to be able

to predict the influence of key features (i.e., defects and residual stress
profiles) on the fatigue life [12–15]. Most of the proposed models are
based on existing ones and repurposed to consider the specificities of
AMed materials. Specifically, fracture mechanics-based approaches
yield good agreements when compared to the experimental data. Inci-
dentally, the robustness of these approaches requires a detailed deter-
mination of the crack propagation rates and threshold.
In spite of all the aforementioned experimental and modelling ef-

forts, it is still unclear which heat treatment post-processing scheme is
more effective to obtain an optimal fatigue performance of defective
PBF-LB AlSi10Mg materials. Early studies by Brandl et al. [16] and
Domfang Ngnekou et al. [17] showed the potential benefit of the con-
ventional T6 heat treatment on the fatigue properties of PBF-LB
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AlSi10Mg alloys. The authors argued that the homogenization of the
microstructure and, in particular, the spheroidization of the eutectic Si-
particles, could reduce both crack initiation and growth. Kempf et al.
[18] also reported an improvement of the fatigue strength after T6 heat
treatment for specimens tested at different stress ratios. On the contrary,
Zhang et al. [19] concluded that T6, as well as annealing, have detri-
mental impact on the fatigue behavior compared to the as-built state.
More recently, Tridello et al. [20] reported contrasting effects on the
fatigue performance in the very high fatigue cycle regime, when
applying different annealing treatments. In particular, they obtained an
improved fatigue strength after annealing at 244 ◦C for 2 h, while the
opposite trend was observed after annealing at 320 ◦C for 2 h. Note that
the references introduced above are a small selection among the
numerous studies available in the literature. For a broader view on all
the studies published on the topic, the reader is referred to reviews such
as [6–8,21].
The present study is aimed at investigating the influence of post-

process low temperature heat treatments (< 320◦C) on HCF behavior,
in order to provide an in-depth understanding of the process-
microstructure-performance relationship. The potential of different
fracture mechanics approaches is also explored, including the Kitagawa-
Takahashi diagram obtained by the El-Haddad model, Murakami’s

̅̅̅̅̅̅̅̅̅̅
area

√
approach, and cyclic R-curve analysis.

2. Materials and methods

2.1. Fabrication of the specimens and heat treatments

The full description of the process and process parameters, as well as
the thorough characterization of the microstructure and residual
stresses, have been presented in previous studies by the authors
[22,23,50]. Therefore, this section is intended to provide a concise
summary of the main material information for the sake of
understanding.

Nomenclature

Symbols
a crack length
aN notch depth
a0 El Haddad parameter in terms of crack length and

considering the boundary correction factor
̅̅̅̅̅̅̅̅̅̅
area

√
Murakami’s parameter

̅̅̅̅̅̅̅̅̅̅
area

√
0 El Haddad parameter in terms of

̅̅̅̅̅̅̅̅̅̅
area

√
and considering

the boundary correction factor
C constant in the Basquin’s equation
dg diameter of the gauge volume
F cumulative probability
Fmax,Vc distribution of the largest defect in the volume Vc
h thickness of the tubular surface volume
HV Vickers’ hardness
k exponent in the Basquin’s equation
l1 length parameter in the cyclic R-curve equation
lg length of the gauge volume
M(u) Mean Excess function
N number of fatigue cycles
Nf number of fatigue cycles to failure
ns number of exceedances in the volume scanned by means of

μCT
Pf probability of failure
rd average radius of the killer defects measured in the fatigue

samples
R stress ratio
Rm ultimate strength
Rp0.2 yield strength
T return period
Tσ scatter index in terms of applied stress
u threshold in the Peak Over Threshold method
Vc volume considered for the determination of the maximum

defect distribution
Vs volume scanned by means of μCT
Vsurf surface volume considered for the estimation of the killer

defects distribution
Wγ,u,σ Generalized Pareto Distribution

xmax,Vc modal value of the largest defect in the volume Vc
δ scale parameter of the Largest Extreme Value Distribution
γ shape parameter of the Generalized Pareto Distribution
Φ boundary correction factor
λ location parameter of the Largest Extreme Value

Distribution
ν1 coefficient in the cyclic R-curve equation
σ scale parameter of the Generalized Pareto Distribution
σ applied stress
σe fatigue limit for a general stress ratio
σmax maximum applied stress in a fatigue cycle
σth threshold stress
σw fatigue limit for complete reverse loading
Δa crack extension
ΔK stress intensity factor range
ΔKp plasticity-corrected stress intensity factor range
ΔKth fatigue crack propagation threshold
ΔKth,eff effective fatigue crack propagation threshold
ΔKth,LC long crack fatigue crack propagation threshold
ΔKth,op extrinsic part of the fatigue crack propagation threshold
Δσ applied stress range
Δσe fatigue limit range for a general stress ratio
Δσexp experimental fatigue limit range
ΔσSC fatigue limit range predicted by short crack models
Δσth threshold stress range

Abbreviations
AB As-Built
AM Additive Manufacturing
GPD Generalized Pareto Distribution
HCF High Cycle Fatigue
HT1 Heat Treatment 1 (265 ◦C for 1 h)
HT2 Heat Treatment 2 (300 ◦C for 2 h)
LEVD Largest Extreme Value Distribution
ME Mean Excess
μCT micro-Computed Tomography
POF Probability Of Failure
POT Peak Over Threshold

Table 1
Process parameters.

Present work [22,23] Beretta et al. [15]

PBF-LB/M Machine Concept Laser M2 EOS M280
Power, W 380 370
Hatch space, mm 0.1 0.19
Scan speed, mm/s 1500 1300
Layer thickness, μm 30 30
Temperature of the build plate, ◦C 200 100
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The PBF-LB/M process parameters are reported in Table 1. As the
fatigue data obtained in this work will be compared to those from a
benchmark activity by Beretta et al. [15], also the process parameters
from [15] are reported in Table 1. In fact, most of the parameters are
very close to each other. Nevertheless, it must be enphasized that the
preheating temperature of the build plate was significantly different. A
build plate temperature of 100 ◦C is considered to lead to a minor
reduction of the residual stress [24], whereas preheating at 200 ◦C
provides almost full relaxation [23,25]. In general, a meaningful miti-
gation of residual stresses is reached by using a preheating temperature
of 150 ◦C, at least.
Cylindrical bars with a diameter of 13 mm and a length of 134 mm

were fabricated with their axes parallel to the build direction (Fig. 1a). A
total of 36 pieces were produced in the same batch. Before machining
the specimens to the final shape for the fatigue testing (Fig. 1b), post-
process heat treatments were conducted.
We already reported the effectiveness of two low-temperature heat

treatments (265 ◦C for 1 h and 300 ◦C for 2 h) on improving the crack
growth resistance of the PBF-LB/M AlSi10Mg compared to the as-built
state [22]. This is believed to be related to the microstructural
changes, which lead to improvement in ductility, and development of
extrinsic resistance mechanisms, such as crack closure. A summary of
the microstructural evolution occurring in the alloy upon each heat
treatment is schematically depicted in Fig. 2. In the as-built condition
the microstructure consists of α-Al cells decorated by an ultra-fine
eutectic Si-network. Potentially, part of the Si can be found as excess
(supersaturated condition), as well as in the form of nano-sized Si par-
ticles in the α-Al cells [26]. The main microstructural change observed
upon heating at 265 ◦C for 1 h (named HT1 in the following) is the
precipitation of the Si excess and the enlargement of the size of the α-Al
cells. This scheme is selected because it is thought to provide the
maximum stress relaxation before the silicon network starts disaggre-
gation. The second heat treatment carried out at 300 ◦C for 2 h (HT2) is
characterized by the disaggregation of the Si-network into micrometric
particles. This scheme is typically used for stress relief. Finally, heating
at temperatures higher than about 450 ◦C leads to the further coarsening
of the Si particles, thermally induced porosity, and the formation of Fe-
intermetallics [27,28].
The heat treatments were performed using 24 out of 36 specimens,

12 for HT1 and 12 for HT2 respectively. The specimens were polished

after the heat treatments, according to the standard ISO 1099 [29]. A
longitudinal mechanical polishing was applied using a pad with abrasive
diamond paste to minimize the surface roughness.

2.2. Characterization of the defect distribution

The Murakami’s
̅̅̅̅̅̅̅̅̅̅
area

√
parameter, i.e., the square root of the pro-

jected area of the defect onto the plane perpendicular to the maximum
principal stress, is often used as an effective quantitative measure of the
defect size [30]. This parameter has been successfully used for the
definition of the size of any kind of defect type in AMed materials
[15,31,32].
The characterization of the defect distribution was conducted by

performing micro–Computed Tomography (µCT) scans of the gauge
volume of the specimens prior to fatigue testing (Fig. 3a). The voxel size
was 8 μm, which therefore defined the resolution limit of the dataset.
The software VGSTUDIOMAX 3.0 [33] was used to process and visualize
the datasets. Preliminary analyses of the μCT scans revealed the high
density of the specimens (99.95 %) and the predominant presence of gas
porosity (94 %) compared to lack of fusion (LOF, 6 %). It is important to
remind at this stage that the latter are “pancake-shaped” defects which
are more detrimental to fatigue strength than spherical gas pores,
assumed that the equivalent size is equal [34].
The statistical analysis of the defect distribution was based on the

Peak Over Threshold (POT) methodology [35] because (i) it cuts-off the
values close to the resolution of μCT device and (ii) it provides a correct
representation of the upper tail of the defect distribution, which is the
most meaningful to the fatigue limit, defined as non-propagating con-
dition of the largest defect. The method considers the defect sizes (in
terms of

̅̅̅̅̅̅̅̅̅̅
area

√
) above a defined threshold u, which are therefore defined

as exceedances. The value
̅̅̅̅̅̅̅̅̅̅
area

√
− u defines the excesses. The General-

ized Pareto Distribution (GPD) Wγ,u,σ is appropriate to describe the sta-
tistical distribution of the excesses, where γ and σ are the shape and scale
parameter, respectively. In this study, it was assumed γ→0, therefore the
GPD reduces to an exponential distribution (Wγ,u,σ→W0,u,σ):

W0,u,σ = 1 − exp
(

−

̅̅̅̅̅̅̅̅̅̅
area

√
− u

σ

)

(1)

The choice of the threshold u where the GPD provides a correct

Fig. 1. Fabrication of the fatigue specimens: a) Schematic of the PBF-LB/M sample arrangement within the build chamber; b) Final shape of the fatigue specimens
after machining.
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approximation of the excess distribution is crucial in the POT method. A
graphical representation using a probability plot of the exponential
distribution is usually enough to get a rough estimate (Fig. 3b). A more
rigorous methodology is based on the evaluation of statistical estimators
such as the mean excess (ME) function [36] defined as:

M(u) =

∑n
i=1(

̅̅̅̅̅̅̅̅̅̅
area

√
i − u)I[ ̅̅̅̅̅̅area

√
i>u]

∑n
i=1I[ ̅̅̅̅̅̅area

√
i>u]

(2)

The value, above which the mean excess plot is linear, defines the cor-
rect estimate for u. The estimations carried out in this study showed that
a minimum threshold u = 30 μm is already enough to get an accurate

estimation of the upper tale of the defect distribution. The choice of
higher thresholds has just a minimal effect on the asymptotic distribu-
tion, as showed by the probability plot reported in Fig. 3b, where the
GPD has been determined for u = 30 μm (scale parameter σ = 11 μm)
and u = 50 μm (scale parameter σ = 10.8 μm). The probability plot of
the excesses for a threshold u = 50 μm is depicted in Fig. 3c, where
almost all experimental values fall within the 95 % confidence band.
The approximation of the upper tale of the defect distribution ob-

tained by the POT analysis is very useful to estimate the distribution of
the killer defects [26,30]. Given the number of exceedances ns in the
scanned volume Vs, the return period T of the maximum defect in a
volume Vc is defined as:

Fig. 2. Influence of different heat treatments on the microstructural evolution of the investigated PBF-LB/M AlSi10Mg.

Fig. 3. Determination of the statistical distribution of defects: a) µCT scan of a gauge volume of a fatigue specimen; b) exponential distribution probability plot for
the dataset, where 2 distributions for 2 threshold values are plotted together with the experimental data; c) probability plot of the excesses

̅̅̅̅̅̅̅̅̅
area

√
− u, where u = 50

μm and the dashed lines represent the lower and the upper bound of the 95 % confidence band.
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T =
ns
Vs

• Vc (3)

assuming a constant defect density. Applying the rules of the extreme
values statistics, and considering that the excesses are well-described by
an exponential distribution, the distribution of the largest defect in Vc
can be approximated by a Gumbel distribution:

Fmax,Vc ≈ exp
[

− exp
(

−

̅̅̅̅̅̅̅̅̅̅
area

√
− xmax,Vc
σ

)]

(4)

where xmax,Vc is the modal value of the maximum defect in the volume
Vc:

xmax,Vc = u+ σ • ln(T) (5)

A crucial issue for the application of the method to the estimation of the
killer defects distribution is the correct definition of the volume Vc. It is
common knowledge, that most of the fatigue failures in AMed materials
originate from surface defects, unless large bulk defects are present.
Therefore, the authors in [26] and [30] proposed that the size of the
killer defect should be estimated as the maximum defect in a surface
volume Vsurf . In case of cylindrical specimens, Vsurf is a tubular volume
given by

Vsurf =
π
4
• lg •

[
d2g −

(
dg − 2 • h

)2
]

(6)

where lg and dg are respectively the length and the diameter of the gauge
volume, and h is the thickness of the tubular volume. The latter is
calculated as rd/0.8, where rd is the average radius of the killer defects
measured in the fatigue samples.

2.3. Experimental determination of the fatigue properties

High cycle fatigue (HCF) tests were performed using a uniaxial ser-
vohydraulic Schenck 25kN testing machine at a load ratio of R = 0.1 and
a frequency of 30 Hz in force-control mode, according to the standard
ISO 1099 [29]. Stress amplitudes between 35 and 105 MPa were
investigated, which correspond to a fatigue life range between 103 – 107

cycles. The specimens that survived at 107 cycles were considered run-
out (operational definition of the fatigue limit) and retested at the
highest stress level, namely at a load which gave a failure in the range of
103 – 104 cycles to minimize the influence of accumulated damage
(assumed to be negligible, see [37]). About seven specimens were tested
for each material condition (AB, HT1 and HT2). Further three specimens
per each material state were used to perform strain-controlled fatigue
tests to determine the cyclic stress strain curve (not reported here).
Finally, the Basquin model was fitted to the data in the finite life regime:

N • Δσk = C (7)

No tests were conducted to determine the fatigue limits for the investi-
gated material conditions because it is not possible to determine values
for flawless AMed materials. Instead, the fatigue limits were estimated
from the basic quasi-static mechanical properties of the materials re-
ported in [22]. First, the fatigue limit for complete load reversal (R =

− 1) was derived from the Vickers hardness according to the following
relationship:

σw = (1.6± 0.1) • HV (8)

This relationship is generally used for steels and its accuracy for non-
ferrous metals is claimed to be questionable, also because non-ferrous
metals such as aluminum alloys do not have a defined fatigue limit.
Nevertheless, Murakami demonstrated in [30] that Eq. (8) can be
applicable to some non-ferrous metals, claiming that the hardness of the
microstructure is the crucial factor controlling the fatigue strength of
non-ferrous metals, as well as of steel.

Then, a mean stress correction based of a Goodman-Haigh diagram
was used to obtain the values of the fatigue limits σe at R = 0.1. In
particular, the modified Goodman line and the yield envelope were
considered. The mean values of the basic mechanical properties and the
estimated fatigue limits are reported in Table 2.
As the fatigue resistance and the associated scatter are strictly

dependent on the propagating/non-propagating condition of the largest
defect in the material (the so-called killer defects), the fracture surface of
every tested specimen was analyzed.

2.4. Prediction of the fatigue limit based on short crack models

The prediction of the fatigue limit in presence of defects is essential
for the qualification of safety relevant components. Murakami demon-
strated that the fatigue limit is the threshold stress σth of non-
propagating cracks generated at the tip of defects [30]. This concept
holds true even in the definition of the intrinsic material fatigue limit for
smooth fatigue specimens, as demonstrated in [38]. The relationship
between the fatigue limit and defect size is usually represented by the
Kitagawa-Takahashi Diagram [39]. In their original proposal, Kitagawa
and Takahashi defined the region of infinite life (or region of non-
propagating cracks) as the area below the threshold conditions given
by the material endurance limit Δσe, and the fatigue crack growth
threshold ΔKth,LC, which rewritten in terms of the threshold stress range
Δσth gives:

Δσth =

⎧
⎪⎨

⎪⎩

Δσe fora < a0
ΔKth,LC

Φ •
̅̅̅̅̅̅
πa

√ fora ≥ a0
(9)

where Φ is the boundary correction factor and a0 = 1/π •
[
ΔKth,LC/(Φ • Δσe)

]2 defines the sharp transition between short and
long cracks. A graphical representation of the threshold stress according
to Kitagawa-Takahashi is shown in Fig. 4. To avoid a sharp transition in
the short crack regime, which is not representative of the real material
behavior, El Haddad et al. proposed a relationship to ensure a smooth
transition between the region of microstructural short cracks (intrinsic
endurance limit) and the region of long cracks [40,41]:

Δσth = Δσe •
̅̅̅̅̅̅̅̅̅̅̅̅̅
a0

a+ a0

√

(10)

A comparison between the El Haddad model and the original one by
Kitagawa-Takahashi is presented in Fig. 4. Note, that the relationships
given in Eqs. (9) and (10) can be modified by substituting the crack
length a with the Murakami’s

̅̅̅̅̅̅̅̅̅̅
area

√
parameter [30].

Although the approximation provided by the El Haddad model
proved to work very well also for AMedmaterials [42], the model suffers
from weak points, namely it does not consider the mechanisms which
lead to crack arrest/propagation (correct definition of the fatigue limit),
and it has a predefined shape. In contrast, the use of short crack models
enables the correct consideration of extrinsic toughening mechanisms
which are developed during crack propagation, already from the stage of
mechanically-physically short cracks [43]. This feature, together with
the possibility of considering nearly every stress distribution (e.g., stress
at notches), yields the benefit of extending the range of use of short crack
models to the prediction of the component fatigue limit.
Most of the short crack models are based on the so-called cyclic R-

Table 2
Basic mechanical properties according to [22] and estimated fatigue limits.

Condition Rp0.2(MPa) Rm(MPa) HV(kgf/mm2) σw(MPa) σe(MPa)

AB 178 338 86 138 80
HT1 158 297 80 128 71
HT2 123 217 69 110 55

I. Roveda et al.
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curve (see [44–46] for reference), which describes the dependence of the
crack propagation threshold ΔKth on crack extension Δa in the
mechanically-physically short crack regime [47]:

ΔKth(Δa) = ΔKth,eff +ΔKth,op(Δa) (11)

where ΔKth,eff is the intrinsic crack propagation threshold and ΔKth,op is
the opening or extrinsic part of the fatigue crack propagation threshold,
which incorporates the effect of extrinsic toughening mechanisms (e.g.,
closure effects) and depends on the crack extension Δa.
Two different methods based on short crack models were considered

in this work: (i) the method byMaierhofer et al. [48], which accounts for
the finite crack-like notch depth in a modified formulation of the
Kitagawa-Takahashi diagram; and (ii) the cyclic R-curve method first
proposed by Tanaka and Akiniwa [44], which is based on the compar-
ison of the crack driving and resistance force for the determination of the
non-propagating condition for short cracks. A brief description of the

models is given in the following for the sake of comprehension.
Maierhofer et al. questioned the approximation of the threshold

stress range in the El Haddad model, as it does not consider the build-up
of closure in the short crack regime, thus providing non-conservative
estimates. Another crucial weak point is the non-consideration of the
influence of the depth of pre-existing flaws, which is also a problem in
the approach by Chapetti [46]. The authors in [48] proposed a modifi-
cation of the threshold stress range which incorporates the gradual
build-up of the crack closure (cyclic R-curve) and the notch depth aN:

Δσth(aN,Δa) = min

(
ΔKth(Δa)

Φ •
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
π(aN + Δa)

√ ,Δσe

)

(12)

which is limited by the endurance limit for very short total crack lengths.
Note that this formulation can be applied just to sharp or crack-like
notches. The function Δσth(aN,Δa) provides limiting curves for non-
propagating cracks for different notch depths as shown in Fig. 5a.
Each limiting curve starts at Δσth = ΔKth,eff/

(
Φ •

̅̅̅̅̅̅̅̅πaN
√ )

, which corre-
sponds to the initial closure-free condition. As the crack grows, the
closure builds up and the deeper the notch, the steeper is the initial
increase of the limiting curve. As the crack grows away from the notch, it
approaches the long crack regime (ΔKth,LC) asymptotically. The fatigue
limit for a given notch aN is given by the maximum allowable threshold
stress in the corresponding limiting curve:

max({Δσth(aN,Δa) : Δa = 0→∞ } ) (13)

represented by the green circles in Fig. 5a. The maximum non-
propagating crack length is obtained as well.
The principle of the resistance curve method introduced by Tanaka

and Akiniwa is schematically depicted in Fig. 5b. It is assumed that a
short stage II crack growing from a notch is closure free, which means
that its initial crack propagation threshold is equal to ΔKth,eff . As the
crack grows out of the notch, crack closure effects are built up and the
fatigue crack growth resistance increases according to the cyclic R-
curve. The crack driving force of the growing crack is plotted in the same
diagram, as reported in Fig. 5b. Note that two important aspects must be
considered when comparing the cyclic R-curve method by Tanaka and
Akiniwa, and the method by Maierhofer et al. First, the proper

Fig. 4. Kitagawa-Takahashi diagram. Comparison of the fatigue limit predic-
tion given by different models. Short crack models (i.e., R-curve analysis)
provide the most conservative estimations.

Fig. 5. Determination of the Kitagawa-Takahashi diagram by short crack models: a) Method by Maierhofer et al. [48] (modified from and applied to the AMed
AlSi10Mg investigated in this study); b) Resistance curve (cyclic R-curve) method introduced by Tanaka and Akiniwa (modified from [44]).

I. Roveda et al.
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calculation of the crack driving force for mechanically-physically short
crack should be carried out considering an elastic–plastic fracture me-
chanic parameter like the plasticity corrected stress intensity factor ΔKp
[43], as shown in Fig. 5b. Nevertheless, to ensure the comparison with
the methodology by Maierhofer et al., the linear elastic fracture me-
chanics parameter ΔK was used in this work. Secondly, the cyclic R-
curve method is not limited to sharp notches, as the crack driving force
can be calculated even for cracks emanating from blunt notches. Finally,
the fatigue limit for a given notch is given by the stress at which the
largest crack emanating from the notch-tip still arrests (Δσ2 in Fig. 5b),
thus defining the maximum allowable non-propagating crack. This
means that the Kitagawa-Takashi diagram, as depicted in Fig. 5a, can be
obtained from the estimation of the fatigue limits and non-propagating
crack lengths by applying the resistance curve method for increasing
notch depths.
Given the assumptions of considering sharp notches and linear

elastic fracture mechanics parameters, it is believed that both methods
should provide the same results in terms of fatigue limits and non-
propagating crack lengths.

3. Results and discussion

3.1. Fatigue tests

The results of the whole fatigue tests conducted on the PBF-LB/M
AlSi10Mg are presented in Fig. 6. Here, the failed specimens are
marked by full points, while the runouts at 107 cycles are depicted with
open circles. Unlike the fatigue crack propagation tests reported in [22],
the fatigue tests did not show a clear trend among the datasets related to
the different material conditions. The material in the heat-treated con-
ditions clearly did not outperform the ABmaterial state. The fatigue data
seem to fall well within a scatter band calculated for a failure probability
(Pf ) between 10 % and 90 % (Tσ = σ90%/σ10% = 1.26), therefore just
one Basquin line was fitted to the whole fatigue data.
It is important to notice that the data for HT1 and HT2 in the upper

part of the finite life regime are characterized by a maximum applied
stress σmax = Δσ/(1 − R), which lies above the yield strength. This is
believed to be one of the main reasons for the poor fatigue performance

of HT1 and HT2 at higher stresses. The further reason for the scatter in
the fatigue data is related to the values of the killer defects found in each
specimen at the fracture origin. Every specimen failed because of a crack
starting at a gas pore located at the surface of the specimens. Fig. 6
points out clearly that specimens tested at the same stress level could
have very different fatigue lives if the killer defects had different sizes.
Larger defects resulted in shorter lives. Nevertheless, it must be noted
that just one specimen per stress level for each material condition has
been tested in this work, so that the influence of the microstructure
cannot be ruled out at this stage. This issue will be clarified in Section
3.2 based on the analysis of the scatter of fatigue data. The data shown in
Fig. 6 are reported in Table 4 of Section 3.2.
Furthermore, the results were compared to the ones obtained by

Beretta et al. [15], whereby only the fatigue tests on AB and machined
specimens were considered. Fig. 6 shows that the results in [15] slightly
outperform the fatigue data obtained in this work. The possible reason
could reside either in a different population of killer defects, or in the
influence of residual stress and/or microstructure. Therefore, to prove
the first hypothesis, the killer defect sizes were measured by fracto-
graphic analyses of the fracture surfaces of the fatigue specimens
examined by means of a digital microscope Keyence VHX-7000 N. Some
examples of killer defects are depicted in Fig. 7. The Largest Extreme
Value Distribution (LEVD) was fitted to the experimental data and
compared to the distribution reported in [15]:

F = exp
[

− exp
(

−

̅̅̅̅̅̅̅̅̅̅
area

√
− λ

δ

)]

(14)

The probability plot is given in Fig. 7, while the LEVD parameters λ and δ
are provided in Table 3. First, the killer defects are well represented by a
LEVD, being all experimental points well within the 95 % confidence
band. Secondly, there is nearly no difference between the LEVD fitted to
the data obtained in this work and the LEVD determined by Beretta et al.
[15], thus demonstrating that it is unlikely that the difference in fatigue
performance stemmed from different populations of defects. Fig. 7 also
shows the killer defect distribution estimated by means of the extreme
value statistics reported in the Section 2.2. The POT estimates were
obtained considering a surface volume Vsurf ≈ 19.7 mm3, being the
average killer defect radius rd ≈ 40 μm, the diameter of the gauge

Fig. 6. Results of the fatigue tests conducted on the AMed AlSi10Mg alloy. The results of three different datasets corresponding to the three material conditions
considered in this study (AB, HT1 and HT2) are presented (failures correspond to full points, while runouts are represented by circles with arrows). The sizes of
selected killer defects for specimens tested at different stress levels are provided. The results of the fatigue tests carried out by Beretta et al. [15] on smooth specimens
are shown for comparison.
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volume dg = 7.93 mm and the length of the gauge volume lg = 16 mm.
While a good approximation of the scale parameter of the distribution
was obtained, the location parameter (modal value of the largest de-
fects) was slightly overestimated, so that the estimated distribution was
conservative compared to the experimental distribution of the killer
defects.
The second hypothesis, namely the influence of residual stress and/

or microstructure, could explain this difference. Beretta et al. [15] re-
ported surface compressive residual stress as high as − 76 MPa for the
machined specimens, whereas Sausto et al. [49] reported surface re-
sidual stress values between − 50 and − 100 MPa for specimens
machined by lathe and subsequently finished by emery paper. Within
the frame of our study, surface residual stress measurements performed
in single edge notch bending (SENB) specimens using the same
machining process as the one used for the HCF samples also yield
compressive residual stresses at the surface/subsurface (average of − 75
MPa). Furthermore, no significant differences in magnitudes are
observed between the three investigated conditions (i.e., as-built, HT1,
and HT2 [50]). Therefore, the most plausible hypothesis for the slight
increase in fatigue life reported in [15], when compared to our study,
would be the slight difference in the as-built microstructure: higher
cooling rates resulting from a lower build temperature (100 ◦C against
200 ◦C) leads to smaller average size of the α-Al cells and increased yield
strength (258.4 MPa [15] against 178 MPa for the as-built condition of
our study). In other words, microstructural changes of the as-built would
have a higher influence in fatigue life than changes induced by low
temperature heat treatments.

3.2. Normalized S-N curves

It has been already stated that the presence of manufacturing defects
is the major source of scatter in fatigue data of AMed materials. Mur-
akami showed that, in case of materials containing defects, the correct
driving force is not the absolute value of the applied stress σ, but rather
its value relative to the threshold stress (or fatigue limit) σth of the killer
defect contained in the specimen [30,51]. Therefore, this methodology
was applied to the data given in Fig. 6 and the results are presented in
Fig. 8 and Table 4. It is important to mention that the threshold stress
range Δσth for every killer defect and material condition was estimated
according to the El Haddad expression, also reported in Fig. 8. Here, the
boundary correction factor Φ = 0.65 was selected according to Mur-
akami [30], because all killer defects were surface defects. A clear trend
can be seen by the data plotted in Fig. 8, where the datasets of HT1 and
HT2 fall in the same narrow scatter band (Tσ = 1.12), thus confirming
that the scatter of fatigue data can be attributed predominantly to the
scatter of manufacturing defects. Note that the normalization worked
well also for the upper part of the finite life regime of HT1 and HT2
conditions, whereby the maximum applied stress was higher than the
yield strength of the material. The AB data show a better fatigue per-
formance in the normalized plot, which means that the ratio between
fatigue strength and threshold stress is higher for AB material compared
to HT1 and HT2, considering an equivalent defect size. This result might
be an indicator of the influence of microstructure on crack initiation.
Future work is needed to confirm this preliminary hypothesis.
The same type of analysis was conducted for the data within the same

set (i.e., specimens with the samematerial condition) to demonstrate the
influence of process defects on the fatigue scatter when the micro-
structural variation is ruled out. The values given in Table 5 show a
reduction of the scatter (Tσ) for normalized data, where the threshold
stress for each killer defect is considered.

Fig. 7. Statistical distribution of the killer defects determined by fractographic observation of the fracture surface of the broken fatigue specimens. As expected, all
the defects were gas round pores and were located at the surface of the specimens in the gauge length. The comparison of the LEVD (Largest Extreme Value Dis-
tribution) fitted to the experimental killer defect distribution with the distribution published by Beretta et al. [15] shows good agreement. The POT provided a
conservative estimate of the largest defects in the surface volume.

Table 3
LEVD parameters.

Present work Beretta et al. [15]

λ(μm) 64.7 65.7
δ(μm) 9.8 8.3
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3.3. Prediction of the fatigue limit

Short crack models were applied to the prediction of the fatigue
strength. The models rely on the determination of the fatigue crack
propagation threshold in the regime of the mechanically-physically
short cracks, which is well defined by the cyclic R-curve. The experi-
mental determination of the cyclic R-curve for the material conditions
presented in this work was explained extensively in [22]. Nevertheless,
the mathematical formulation of the cyclic R-curve was simplified to the
following expression in this work:

ΔKth(Δa) = ΔKth,eff +
(
ΔKth,LC − ΔKth,eff

)
•

⎛

⎝1 − ν1 • e
−

Δa
l1

⎞

⎠ (15)

where the material parameters for each condition are given in Fig. 9.
Here, even the simplified formulation of the cyclic R-curve can capture
the fatigue resistance behavior of the three investigated conditions in
the short crack regime. Further, the cyclic R-curve gives the gradual
build-up of the closure effect in terms of crack extensionΔa, whereas the
defect size is defined in terms of the Murakami’s

̅̅̅̅̅̅̅̅̅̅
area

√
parameter.

Therefore, it is assumed that a crack emanating from a surface pore
evolves as a semi-circular crack (

̅̅̅̅̅̅̅̅̅̅
area

√
=

̅̅̅̅̅̅̅̅
π/2

√
• a), resulting in the

following expression for the applied crack driving force:

ΔK = 0.65 • Δσ •

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

π •
̅̅̅̅̅̅̅̅̅̅
area

√
√

= 0.728 • Δσ •
̅̅̅̅̅̅̅̅̅̅
π • a

√
(16)

Many authors demonstrated the applicability of Eq. (16) to defects in
AMed materials (see [15,31,32]).
The results of the application of the short crack models are presented

in Fig. 10. In general, all the models work well for the dataset related to
the different material conditions. As expected, short crack models pro-
vide a more conservative estimate of the region of non-propagating
cracks, which is clearly shown by the comparison of the predicted fa-
tigue limits reported in Table 6. The comparison between the short crack
models shows that these are fully equivalent and provide the same re-
sults both in terms of fatigue limit and non-propagating crack size.
All in all, it is shown that the size of non-propagating defects is below

30 µm, which is in line with some other findings reported for the as-built
condition [32,52,53]. The focus is now on the optimization of the as-
built microstructure to improve the trade-off between residual stress
mitigation and tensile strength [54,55]. The gain in strength obtained by
applying direct ageing (DA, T>160 ◦C, see for e.g., [56]) seems to
overcome the deleterious effect of not fully alleviating tensile residual
stress at the surface [57,58]. This fact is even more relevant when the
material would be subjected to further surface post-processing, such as
machining [59–61]. In addition, using the DA in comparison to con-
ventional T6 heat treatments has the advantage of avoiding the devel-
opment of thermally induced porosity [62].

Fig. 8. Normalized S-N diagram: When the applied stress range Δσ is normalized by the fatigue limit of the corresponding killer defect Δσth, the scatter is signif-
icantly reduced.

Table 4
Summary of the fatigue test results.

Δσ(MPa) Nf
̅̅̅̅̅̅̅̅̅̅
area

√
(µm) Δσth(MPa) Δσ/Δσth

AB 200 43,700 62.0 102.0 1.962
180 67,316 68.0 99.1 1.816
160 120,482 82.5 93.2 1.717
140 706,175 61.2 102.3 1.368
130 1,532,958 66.4 99.9 1.302
130 10,000,000 62.0 102.0 1.275

HT1 210 3874 85.4 108.7 1.931
200 10,281 72.6 112.3 1.782
180 76,004 72.6 112.3 1.603
160 193,641 64.4 114.7 1.395
140 327,412 96.1 106.0 1.320
130 1,174,921 74.5 111.7 1.164
120 10,000,000 72.6 112.3 1.069

HT2 180 6637 93.0 98.0 1.836
170 26,039 84.5 99.0 1.718
160 137,131 79.0 99.6 1.607
140 396,002 88.8 98.5 1.422
120 1,589,833 77.3 99.8 1.203
110 5,336,296 72.5 100.3 1.096
100 10,000,000 84.5 99.0 1.010

Table 5
Scatter index for original (Δσ) and normalized (Δσ/Δσth) data.

Tσ
Δσ Δσ/Δσth

AB 1.110 1.045
HT1 1.128 1.079
HT2 1.115 1.112
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4. Conclusions

This work provides an investigation of the influence of low temper-
ature heat treatments on the fatigue behavior of a PBF-LB/M AlSi10Mg
alloy. Fatigue specimens were produced in the form of vertical round
bars on a build platform preheated at 200 ◦C. Some of the specimens
were exposed to two different heat treatments: 265 ◦C for 1 h and 300 ◦C
for 2 h. The round bars in as-built and heat-treated conditions were
machined to the final shape of fatigue specimens. The defect population
was determined by μCT scans, showing the presence of mainly spherical
gas pores.
Unlike the fatigue crack propagation resistance results previously

published by the authors in [22], no significant improvement of the
fatigue performance has been observed after heat treatment. The whole

fatigue data from the different material conditions fall well within a
single scatter band. This is believed to depend on the size of the
manufacturing defects, that are much larger than the microstructural
features affected by the heat treatments (i.e., the disaggregation of the
nanometric Si-network).
A better understanding of the fatigue data has been obtained by

normalizing the applied stress range Δσ by the threshold stress range
Δσth correspondent to the killer defect fromwhich the failure originated.
The fatigue data for HT1 and HT2, plotted in terms of Δσ/Δσth − N,
showed a narrower scatter band. The AB specimens showed a superior
fatigue strength, which is believed to be an indicator of the influence of
microstructure on crack initiation.
The fatigue strength could be predicted well by different models,

with short crack models (which consider the development of crack

Fig. 9. Cyclic R-curves determined for the different material conditions: As-built (left), after HT1 (center) and after HT2 (right). The black circles refer to the
experimental dataset, whereas the curves are obtained by fitting the Eq. (11) to the experimental points.

Fig. 10. Kitagawa-Takahashi diagrams for the different material conditions: As-built (left), after HT1 (center) and after HT2 (right). All the models presented in this
work give satisfactory predictions of the threshold stress, whereby short crack models are the most conservative.

Table 6
Prediction of the fatigue limit by the El Haddad model (Δσth) and short crack models (ΔσSC). As expected, short crack models provide more conservative estimates of
the fatigue limit.

̅̅̅̅̅̅̅̅̅̅
area

√
(µm) Δσexp(MPa) Δσth(MPa) ΔσSC(MPa) Δσth − Δσexp

Δσexp
• 100

ΔσSC − Δσexp
Δσexp

• 100

AB 62.0 130 102.0 93.7 –22 − 28
HT1 72.6 120 112.3 92.7 − 6 –23
HT2 84.5 100 99.0 98.2 − 1 − 2
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closure with crack extension) providing the most conservative pre-
dictions. The equivalence to the method by Maierhofer et al. [48] and
the resistance curve method proposed by Tanaka and Akiniwa [44] is
demonstrated.
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