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A Low Mach Preconditioned
Harmonic Balance Solver for
Cavity Flutter Computations
Labyrinth seal flutter is a critical phenomenon in turbomachinery, as it can lead to
severe structural vibrations and potential component damage. Accurate prediction and
mitigation of flutter are paramount to ensuring the reliability and performance of modern
turbomachinery systems. This paper explores the numerical computation of a labyrinth
seal flutter test case using a low Mach preconditioned harmonic Balance (HB) solver
and investigates how this approach can improve the accuracy and response time of flutter
computations.

HB solvers have gained prominence in turbomachinery computations for their ability
to efficiently capture unsteady flow phenomena and significantly reduce computational
time compared to time-domain analyses. In labyrinth seals, however, the flow is often
characterized by low Mach numbers, and preconditioning for these conditions has been
shown to significantly improve convergence and accuracy. The goal of this paper is to
demonstrate how to implement low Mach preconditioning in a HB solver in the frequency
domain.

We employ iterative preconditioning to alleviate the stiffness associated with density-
based solvers under low Mach conditions and analyze the effect of the preconditioning
parameters on the convergence rate. Furthermore, we address inaccuracies linked to the
classical Roe solver in low Mach scenarios by adapting it to the low Mach preconditioned
governing equations. Through the combined utilization of iterative preconditioning and a
preconditioned Roe solver, this study aims to improve convergence rates and the overall
quality of flutter predictions.

We demonstrate the method with an academic labyrinth seal test case originally pre-
sented by Corral et al. [1]. While previous investigations have primarily relied on lin-
earized frequency domain solvers and reduce-order models, in this research a precondi-
tioned HB solver is applied to this test case.

Keywords: Harmonic Balance, Low Mach Preconditioning, Labyrinth Seal Flutter

1 Introduction1

Controlling leakage flow in turbomachinery is crucial for opti-2
mizing the machine’s performance. Labyrinth seals limit leakage3
flow between rotating and non-rotating components by dissipating4
kinetic energy through a series of fins and cavities [2]. These seals,5
however, are susceptible to aeroelastic instabilities, which can lead6
to structural damage and critical engine failure [3]. Therefore, it is7
essential to make precise and reliable predictions of the aeroelastic8
stability of labyrinth seals.9

Alford [4] investigated aeroelastic instabilities in labyrinth seals,10
emphasizing the significance of the support side and the tangential11
velocity in reducing self-excited vibrations. Ehrich [5] highlighted12
the sensitivity of seal stability to the fin clearance, and derived the13
first analytical model for seal flutter predictions. Abbott [6] pointed14
out that, in addition to the support side, the ratio of the acoustic15
frequency to the seal’s natural frequency determined its stability16
and developed an analytical model based on these two criteria.17

With advances in modern numerical methods, computational18
fluid dynamics (CFD) has become a viable tool for comprehensive19
aeroelastic stability analysis of labyrinth seals. Hirano et al. [7]20
used a steady-state solver to compute rotor dynamic forces in a21
five-finned straight labyrinth seal. They found that analytical mod-22
els produced pessimistic predictions of the forces within the seal.23
Phibel et al. [8], Di Mare et al. [9] and, more recently, Miura and24
Sakai [10] conducted comprehensive stability analysis of realis-25
tic four finned labyrinth seals, identifying relevant parameters and26

1Corresponding Author.

methods to suppress seal flutter. Miura and Sakai [10] confirmed 27
their results and demonstrated good agreement with experimen- 28
tal data. These studies demonstrate the potential of using CFD 29
to improve our understanding of labyrinth seal flutter. However, 30
unsteady time-domain CFD simulations require considerable com- 31
putational resources. 32

In recent years, Corral and Vega [11, 12], proposed a model to 33
predict flutter in labyrinth seals, based on an analytical formula- 34
tion of the work per cycle inside the cavity. To validate this model, 35
Greco and Corral [13] computed an academic two-finned labyrinth 36
seal using a linearized frequency-domain CFD solver. Linearized 37
computations are an efficient alternative to unsteady-time domain 38
simulations. However, they are limited to small displacement am- 39
plitudes to avoid nonlinear effects. 40

HB solvers [14, 15] are an efficient approach to reduce the cost of 41
non-linear unsteady CFD computations. Here, the temporal peri- 42
odicity is used to express the solution in terms of truncated Fourier 43
series about the system’s fundamental frequency. This yields a non- 44
linear system of equations for the solution’s harmonics, that can be 45
solved directly in the frequency domain with efficient steady-state 46
methods. This significantly reduces the computational cost com- 47
pared to conventional unsteady time-domain methods. 48

However, an additional challenge in the computation of labyrinth 49
seals is the low Mach numbers that dominate the flow within the 50
seal’s cavities. In density-based solvers, low Mach numbers tend to 51
cause degraded convergence rates and inaccurate solutions [16–18]. 52
both problems can be overcome using low Mach preconditioning 53
techniques. 54
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The slow convergence at low Mach numbers results from the55
discrepancy between the acoustic and convective timescales. To56
equalize the timescales of the system, iterative preconditioning ar-57
tificially reduces the acoustic speed in the pseudo-time. this method58
was first introduced by Chorin [19] for incompressible solvers and59
later adapted for steady-state compressible solvers by Turkel [16].60
Used in combination with a dual-time stepping scheme, it pre-61
serves temporal accuracy in unsteady computations. However,62
Venkateswaran and Merkle [20] found that for unsteady simula-63
tions, the optimal preconditioning parameter depends on the phys-64
ical time step size. They proposed a new preconditioner for un-65
steady time-domain simulations. This method has since been ap-66
plied by Campobasso and Baba-Ahmadi [21] and Djeddi et al. [18]67
in a HB solver, which solves the HB system of equations in the68
time-domain.69

The standard Roe scheme [22], produces excessive dissipation70
at low Mach numbers, leading to inaccurate solutions [23]. To71
address this issue, Godfrey et al. [24] proposed an adapted ver-72
sion of the Roe scheme, known as the preconditioned Roe scheme73
(P-Roe). In P-Roe, the artificial dissipation is derived based on the74
preconditioned convective fluxes and retrieves the proper dissipa-75
tion for convective low Mach flows. However, Potsdam et al. [25]76
showed, that using P-Roe excessively dampens acoustic waves and77
is therefore not suitable for unsteady computations. Potsdam et78
al. [25] proposed an adaptation of the preconditioned Roe dissi-79
pation, which blends the preconditioned dissipation based on a80
steady preconditioner [16] and an unsteady preconditioner [20].81
This method achieves proper dissipation for convective flows, while82
maintaining good accuracy for acoustic waves.83

The main goal of this paper is to present an accurate and efficient84
low Mach preconditioned HB solver for labyrinth seal flutter pre-85
dictions. To achieve this goal, we convert the time step dependency86
of the unsteady preconditioner by Venkateswaran and Merkle [20]87
into a dependency of the system’s frequency. We apply the iterative88
preconditioner to the two-finned academic labyrinth seal presented89
by Greco and Corral [13] and perform a parameter analysis to op-90
timize the preconditioning parameters. Additionally, the results for91
two academic test cases are reported: the steady lid driven cavity92
and an acoustic wave propagation test case. These results demon-93
strate the shortcomings of the classical Roe scheme and P-Roe94
schemes compared to Potsdam’s Roe scheme. Finally, a stability95
analysis of the labyrinth seal is performed using the HB solver96
with iterative preconditioning in combination with Potsdam’s Roe97
scheme.98

2 Harmonic Balance99

The unsteady governing equations are defined as100

𝜕𝑞

𝜕𝑡
+ 𝑅 (𝑞) = 0 (1)101

where, 𝑡 represents the physical time, 𝑞 represents the state vector102
and 𝑅 represents the nonlinear residual. For time-periodic solu-103
tions, the state is expressed in terms of Fourier series about the104
frequency 𝜔105

𝑞 (𝑡, 𝑥, 𝑦, 𝑧) = Re

(︄ ∞∑︂
𝑘=0

ˆ︁𝑞𝑘 (𝑥, 𝑦, 𝑧) 𝑒𝑖𝑘𝜔𝑡

)︄
. (2)106

Here, �̂�𝑘 is the Fourier coefficient of the 𝑘-th harmonic of 𝜔. The107
state is approximated by a finite number of harmonics 𝐾 and is108
inserted in the governing Equations (1), leading to the nonlinear109
HB system of equations110

𝑖𝑘𝜔ˆ︁𝑞𝑘 + ˆ︁𝑅𝑘 (𝑞) = 0, for 𝑘 = 0, . . . , 𝐾. (3)111

Because the time-domain residual 𝑅 is nonlinear, its Fourier coef-112
ficients ˆ︁𝑅𝑘 (𝑞) depend on all harmonics of the state ˆ︁𝑞𝑘 . To solve113

the system of equations, we use a mixed frequency-domain time- 114
domain method. In each iteration, the state is reconstructed at 115
equidistant sampling points in time. Then at each sampling point, 116
the nonlinear residual is computed and the harmonics of the resid- 117
ual are computed using of a Fourier transform. The system of 118
Equations (3) is solved in the frequency domain using pseudo-time 119
marching [26]. 120

3 Low Mach Preconditioning 121

3.1 Iterative Preconditioning. The main goal of iterative pre- 122
conditioning is to improve the convergence of low Mach simula- 123
tions by artificially reducing the acoustic velocity to the same order 124
as the local convective velocity. This is achieved by multiplying the 125
time derivative of the governing equations with the precondition- 126
ing matrix 𝑃−1, which alters the characteristics of the computed 127
system [16]. For the steady-state governing equations solved using 128
a pseudo-time marching scheme, the preconditioned equations are 129

130

𝑃−1 𝜕𝑞

𝜕𝜏
+ 𝑅 (𝑞) = 0 (4) 131

where 𝜏 is the pseudo-time. In this work, we use the precondition- 132
ing matrix proposed by Turkel [27]. In conservative variables it is 133
defined as 134135

𝑃−1 = 𝐼 +

(︂
1
𝛽2 − 1

)︂
(𝛾 − 1)

𝑎2 136

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

‖𝑈‖2 − 𝐸 −𝑢 −𝑣 −𝑤 1
𝑢

(︂
‖𝑈‖2 − 𝐸

)︂
−𝑢2 −𝑣𝑢 −𝑤𝑢 𝑢

𝑣

(︂
‖𝑈‖2 − 𝐸

)︂
−𝑢𝑣 −𝑣2 −𝑤𝑣 𝑣

𝑤

(︂
‖𝑈‖2 − 𝐸

)︂
−𝑢𝑤 −𝑣𝑤 −𝑤2 𝑤

𝐻

(︂
‖𝑈‖2 − 𝐸

)︂
−𝑢𝐻 −𝑣𝐻 −𝑤𝐻 𝐻

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (5) 137

Here, 𝐼 is the identity matrix, 𝑎 is the speed of sound, 𝛾 is the 138
specific heat ratio, 𝑈 = (𝑢, 𝑣, 𝑤) is the vector of cartesian velocity 139
components, 𝐻 is the specific total enthalpy and 𝐸 is the specific 140
total energy [27]. the preconditioner is controlled by the precon- 141
ditioning parameter 𝛽2. The appropriate definition of 𝛽2 is crucial 142
to guarantee an efficient but stable computation. For steady com- 143
putations, it is defined as 144

𝛽2 = min
(︃
1,max

(︃
𝑘𝛽𝑀

2,
Δ𝑝

𝜌𝑎2 ,
(︂ 𝜈

𝑎Δℎ

)︂2
, 𝛽2

min

)︃)︃
(6) 145

where 𝑀 is the local Mach number, Δ𝑝 is the maximum pressure 146
difference between neighboring cells, 𝜈 is the dynamic viscosity 147
and Δℎ is a characteristic cell length. This definition consists of 148
the following terms: 149

- 𝑘𝛽𝑀2: Definition for the optimal equalization of the 150
timescales [16]. 𝑘𝛽 ≥ 1 is a stabilization parameter. 151

-
(︂

𝜈
𝑎Δℎ

)︂2
: Equalization of the acoustic and diffusive timescales 152

for very low Reynolds numbers [28]. 153

- Δ𝑝

𝜌𝑎2 : Stabilization for large local pressure fluctuations [29]. 154

- 𝛽2
min: User-defined lower limit, to avoid singular precondi- 155

tioning matrix [16]. 156

For 𝛽2 = 1, the preconditioning matrix becomes the identity matrix 157
and the non-preconditioned system is retrieved. The preconditioner 158
is disabled in the supersonic regime by ensuring 𝛽2 ≤ 1. In the 159
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Fig. 1 2D representation of the academic two-finned labyrinth seal test case with measurements

following sections, the definition in Eq. (6) of the preconditioning160
parameter will be called “steady preconditioning”.161

In unsteady time-domain computations, a dual-time stepping162
scheme is used to prevent the loss of temporal accuracy caused by163
preconditioning164

𝑃−1 𝜕𝑞

𝜕𝜏
+ 𝜕𝑞
𝜕𝑡

+ 𝑅 (𝑞) = 0. (7)165

For very large physical time steps Δ𝑡, the steady precondi-166
tioner greatly improves the convergence of the pseudo-time iter-167
ations. However, for very small physical time steps Δ𝑡, the non-168
preconditioned system already converges optimally and steady pre-169
conditioning tends to worsen the convergence [20]. Therefore,170
Venkateswaran and Merkle [20] introduced an unsteady Mach171
number 𝑀2

u as an additional lower limit for the preconditioning172
parameter173

𝛽2
u = min

(︃
1,max

(︃
𝑘𝛽𝑀

2,
Δ𝑝

𝜌𝑎2 ,
(︂ 𝜈

𝑎Δℎ

)︂2
, 𝛽2

min, 𝑀
2
u

)︃)︃
, (8)174

with175

𝑀2
u =

(︃
𝐿

𝜋Δ𝑡𝑎

)︃2
. (9)176

Here, the time step Δ𝑡 represents the largest resolved frequency and177
𝐿 is a characteristic length of the computation, which represents178
the largest resolved wave length. 𝐿 is typically set to the size of179
the computational domain [20, 25].180

In this paper, we apply iterative preconditioning to the HB equa-181
tions analogously to Eq. (7)182

𝑃−1
𝑘

𝜕ˆ︁𝑞𝑘
𝜕𝜏

+ 𝑖𝑘𝜔ˆ︁𝑞𝑘 + ˆ︁𝑅𝑘 (𝑞) = 0, for 𝑘 = 0, . . . , 𝐾. (10)183

For the HB system, the frequencies of the solution are part of the184
problem setup. It is thus natural to replace the definition of the185
unsteady Mach number in Eq. (9) with186

𝑀2
hb,𝑘 =

(︃
𝐿𝜔𝑘

2𝜋2𝑎

)︃2
(11)187

where 𝜔𝑘 is a frequency defined in the following. Then, the188
preconditioning parameter and the preconditioning matrix 𝑃𝑘 are189
computed according to Eq. (8).190

As for the definition of 𝜔𝑘 , we differentiate between two types191
of preconditioning. The first setup employs a single definition for192
the unsteady Mach number (cf. Eq. (11)) for all harmonics and will193
be called “unsteady preconditioning” below. Here, 𝑀2

hb,𝑘 is based194

on the frequency of the first harmonic, i.e., 𝜔𝑘 = 𝜔. The second195
setup (“individual preconditioning”) uses an individual unsteady196

Mach number (cf. Eq. (11)) for each harmonic, i.e., 𝜔𝑘 = 𝑘𝜔. In 197
particular, the mean flow is preconditioned with the steady precon- 198
ditioning. 199

It should be noted, that, since iterative preconditioning alters 200
the pseudo-time characteristics of the computed system, boundary 201
conditions that are formulated in terms of characteristics need to 202
be adjusted. The non-reflecting boundary conditions used in the 203
following computations are formulated in the frequency domain. 204
The boundary conditions for each harmonic employ the precondi- 205
tioned characteristic matrix for the corresponding preconditioning 206
parameter [30]. 207

3.2 Preconditioned Dissipation. The artificial dissipation of 208
the standard Roe scheme [22] is 209

𝐹d,Roe = −1
2
|˜︁𝐷 |Δ𝑞 (12) 210

where 𝐷 = 𝜕𝐹
𝜕𝑞

+ 𝜕𝐺
𝜕𝑞

+ 𝜕𝐻
𝜕𝑞

, 𝐹, 𝐺 and 𝐻 are the convective fluxes in 211

each cartesian direction and Δ𝑞 denotes the difference between the 212
left and right face states. The tilde denotes quantities based on the 213
Roe-averaged state [22]. The Roe matrix |�̃� | is computed based 214
on the eigenvectors 𝑅 and the absolute values of the eigenvalues 215
𝜆i of the flux Jacobian �̃� 216

|˜︁𝐷 | = 𝑅 |Λ|𝑅−1 (13) 217

where 𝑅 is the right eigenvector matrix and 218
|Λ| = diag ( |𝜆1 |, |𝜆2 |, |𝜆3 |, |𝜆4 |, |𝜆5 |). 219

At low Mach numbers, the classical Roe scheme exhibits poor 220
scaling of the artificial dissipation resulting in inaccurate prediction 221
of convective flows [23]. A commonly used approach to retrieve 222
proper scaling is to redefine the Roe matrix based on the low Mach 223
preconditioned convective fluxes [24, 31]. This yields the so-called 224
P-Roe scheme with the artificial dissipation 225

𝐹d,P-Roe = −1
2
˜︁𝑃−1 |˜︁𝑃˜︁𝐷 |Δ𝑞. (14) 226

Although this method is derived from iterative preconditioning, it 227
can be used independently [31]. Therefore, when using P-Roe, we 228
will always apply the steady preconditioning parameter (cf. Eq. (6)) 229
for the corrected dissipation in Eq. (14) regardless of whether un- 230
steady, individual, or no preconditioning is applied for the iterative 231
preconditioning. 232

P-Roe does greatly improve the accuracy of convective low 233
Mach simulations, but in unsteady computations, it excessively 234
dampens acoustic waves [21]. To maintain the accuracy of P-Roe, 235
while simultaneously reducing the damping of acoustic waves, 236
Potsdam et al. [25] proposed a novel Roe scheme, which blends the 237
preconditioned dissipation based on the steady preconditioner (cf. 238
Eq. (6)) with the preconditioned dissipation based on the unsteady 239
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Fig. 2 Mean distribution of the Mach number inside the
labyrinth seal

preconditioner in Eq. (8). Here, the definition of the unsteady240
Mach number in Eq. (9) is used based on the frequency of the first241
harmonic. The resulting artificial dissipation reads242

𝐹d,Potsdam = −1
2
˜︁𝑃−1

u

(︂
|˜︁𝑃u ˜︁𝐷 |𝐿u + |˜︁𝑃s ˜︁𝐷 |𝐿s

)︂
Δ𝑞. (15)243

The subscripts u and s described the use of the steady and unsteady244
preconditioners respectively and 𝐿u/s are the blending matrices,245
which are described in the appendix.246

4 Test Case247

This study applies the low Mach preconditioned HB solver to the248
academic two-finned straight labyrinth seal, which was investigated249
by Greco and Corral [13] using a linearized frequency domain250
solver. Figure 1 presents the test case’s geometry along with all251
relevant measurements. The original publications [1, 13] provided252
the cavity radius, the cavity height, the seal clearance and the inter-253
fin distance. Missing geometrical parameters were extracted from254
the illustrations in those publications and might differ slightly from255
the original test case.256

Figure 2 depicts the Mach number distribution within the seal’s257
inter-fin cavity. Mach numbers up to 0.65 are observed at the seal’s258
fin clearance, while the Mach number is 0.001 in the corners of259
the cavity. To ensure uniform pressure at the inlet and outlet of the260
seal, two large relaxation chambers are positioned at each end of261
the seal [13]. In these chambers, the Mach number does not ex-262
ceed 0.005 and 0.05 in the inlet and outlet chambers, respectively,263
which poses a major challenge for classical density-based solvers.264
Therefore, this test case is ideal to test the capabilities of the low265
Mach preconditioned HB solver.266

The computations are performed using the HB solver of the hy-267
brid finite volume multi-block solver TRACE [15], developed at268
the German Aerospace Center (DLR). The iterative precondition-269
ing techniques used in these computations were presented in sec-270
tion 3.1. The convective fluxes are discretized using one of the Roe271
schemes presented in section 3.2, which are elevated to second-272
order accuracy using the MUSCL reconstruction [32]. The vis-273
cous fluxes are discretized using a central scheme. The turbulence274
is modeled using the log-𝜔 Menter-SST turbulence model [33]275
in combination with the Kato Launder stagnation point anomaly276
fix [34]. Higher harmonics of the turbulent quantities resolving277
the unsteadiness of turbulence are not included in the computa-278
tions. Transitional effects are neglected, therefore, no transition279
model is used. An implicit Euler backward pseudo-time marching280
scheme is employed to solve both the steady and HB equations.281
The local pseudo-time step is calculated for each cell and each har-282
monic based on the local solution and the iterative preconditioning283
parameter, using a CFL number of 10 for all simulations.284

The entire computational grid is composed of 291 680 cells,285
with 10 cells in pitch-wise direction, resolving a pitch segment of286

10°. Without the relaxation chambers, the mesh for the labyrinth 287
seal comprises 137 800 cells. The domain is periodic in pitch-wise 288
direction. All wall boundary layers are resolved with 𝑦+ < 1, using 289
a low-Reynolds no-slip boundary condition. The inlet and outlet in- 290
terfaces of the domain are modeled using low Mach preconditioned 291
non-reflecting boundary conditions (NRBC) [30]. At the inlet, the 292
stagnation temperature and the pressure, as well as the flow angles 293
are prescribed, whereas at the outlet, the static pressure is pre- 294
scribed. The pressure ratio of the seal is 𝜋T = 𝑝t, inlet/𝑝outlet = 1.5 295
and the Reynolds number based on the fin clearance and the inlet 296
velocity is Re = 25 320. All HB computations are initialized with 297
a steady-state solution. 298

For the flutter analysis, torsion modes are prescribed on the bot- 299
tom wall of the seal (depicted in red in Fig. 1). The torsion center is 300
positioned at the same radius as the bottom of the inter-fin cavity, at 301
three different axial positions, 𝑟 = −0.069 m, 𝑟 = 0.0087 m and 302
𝑟 = 0.122 m (see Fig. 1). For each torsion radius, the prescribed 303
torsion amplitude is adapted to ensure a maximum displacement at 304
the fin tip of 0.1% of the fin clearance. The unsteady flow gener- 305
ated by the motion of the seal is resolved with only one harmonic, 306
since nonlinear effects are not expected at these amplitudes. Five 307
equidistant sampling points in time are used for the reconstruction 308
of the HB system’s non-linear residual. 309

For the iterative preconditioning and the preconditioned dis- 310
sipation, the lower limit of the preconditioning parameter is 311
𝛽2

min = 10−20 and the stabilization parameter is 𝑘𝛽 = 10. The 312
characteristic length 𝐿 is given for each computation in the follow- 313
ing section. 314

5 Iterative Preconditioning 315

The labyrinth seal test case is computed without precondition- 316
ing, with the steady preconditioner, with the unsteady precondi- 317
tioner and with the individual preconditioner. In a first step, to 318
isolate the effect of the iterative preconditioner, the classical Roe 319
scheme is applied for the artificial dissipation. The results pre- 320
sented in this section focus on the torsion mode with the frequency 321
𝑓 = 423.6 Hz, which matches the non-dimensional frequency from 322
the computations performed by Greco and Corral [13]. The nodal 323
diameter is set to ND = 6 and the torsion radius to 𝑟 = 0.0087 m. 324
The convergence of other nodal diameters and torsion radii was 325
similar. For the unsteady and individual preconditioners, the char- 326
acteristic length is 𝐿 = 0.142 m, which corresponds to the length 327
of the domain in axial direction. 328

Figure 3 compares the convergence history of the L1-residuals of 329
the zeroth and first harmonics for each preconditioner. For the ze- 330
roth harmonic, the individual and the steady preconditioners yield 331
the fastest computations, reaching a converged state after approx- 332
imately 80 000 iterations. The unsteady preconditioner and the 333
non-preconditioned computations did not reach a fully converged 334
state after 200 000 iterations. However, the final residual using the 335
unsteady preconditioner is three orders of magnitude smaller than 336
the non-preconditioned residual. For the first harmonic, the non- 337
preconditioned computation yields by far the fastest convergence, 338
reaching a reduction of the initial residual by seven orders of mag- 339
nitude in 200 000 iterations. The steady preconditioner resulted in 340
the worst convergence, reducing the residual by only two orders of 341
magnitude over 200 000 iterations. The individual and unsteady 342
preconditioners yield the exact same convergence, showing only 343
a slightly improved convergence rate compared to the steady pre- 344
conditioner. Even though the individual preconditioner does not 345
yield the overall fastest convergence for both harmonics, these re- 346
sults demonstrate that, indeed, it does combine the behavior of the 347
steady preconditioner for the zeroth harmonic and the unsteady 348
preconditioner for the first harmonic. 349

To find a better setup for the convergence of the individual pre- 350
conditioner in the first harmonic, a parameter analysis for the char- 351
acteristic length is performed. The resulting convergence history of 352
the residual of the first harmonic is depicted in Fig. 4(a). Increas- 353
ing 𝐿 and, therefore, 𝑀2

hb,1 continuously improves the convergence 354
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Fig. 3 Convergence history of the L1-residuals of the harmonics for f = 423.6 Hz, r = 0.0087 m and ND = 6, with L = 0.142 m
(M 2

hb,1 ≈ 1e − 3)
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Fig. 4 Convergence History of the L1-residuals of the first harmonic using individual preconditioning for r = 0.0087 m and
ND = 6 for varying L
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Fig. 5 Convergence History of the L1-residuals of the harmonics for f = 423.6 Hz, r = 0.0087 m and ND = 6, with L = 4.5 m
(M 2

hb,1 = 1).
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Fig. 6 Velocity profiles through the center of the lid driven cavity for Re = 1000
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Fig. 7 Real part of the density of an acoustic wave with an
amplitude of 10 Pa at M = 0.01.

rate of the simulation, until 𝑀2
hb,1 = 1 is reached and the precon-355

ditioner is disabled. At this point, the convergence rate is at its356
highest. This means that for this specific frequency, any form of357
preconditioning for the first harmonic will harm the convergence.358

One might suspect that preconditioning the first harmonic will359
always have a negative impact on its convergence. Therefore, the360
same parameter study as above is performed for a significantly361
lower frequency of 𝑓 = 1.2 Hz and the results are presented in362
Fig. 4(b). For the small frequency, all 𝐿 leading to 𝑀2

hb,1 < 1 yield363

a faster convergence than not preconditioning the first harmonic at364
all (𝑀2

hb,1 > 1). This means that deactivating the preconditioner365

is not always the optimal approach for the higher harmonics. Fur-366
thermore, the results for the two frequencies indicate that a much367
greater value for 𝐿 than the domain length is necessary to improve368
the convergence.369

Figure 5 compares the convergence history of simulations using370
the individual preconditioner, the steady preconditioner and the371
non-preconditioned with a value of 𝐿 = 4.5 m, effectively deacti-372
vating the preconditioning of the first harmonic. Compared to the373
previous runs, adapting the individual preconditioner for the first374
harmonic did not influence the convergence of the zeroth harmonic.375
However, even though both the non-preconditioned computation376
and the individual preconditioner have the same preconditioning377
parameters, with the individual preconditioner, the first harmonic378
reaches a converged state after approximately 120 000 iterations.379
Supposedly, the improved convergence of the zeroth harmonic con-380

tributes to a faster convergence of the first harmonic. In con- 381
trast, the non-preconditioned computation requires approximately 382
1 000 000 iterations to fully converge both harmonics to machine 383
precision. Therefore, the individual preconditioner reduces the 384
number of iterations by approximately 88%. 385

6 Preconditioned Dissipation 386

Before applying P-Roe and Potsdam’s Roe scheme to the 387
labyrinth seal test case, the shortcomings of the classical Roe 388
scheme and P-Roe are demonstrated using two additional academic 389
test cases. For the computation of the academic test case, the it- 390
erative preconditioner is deactivated to isolate the effect of the 391
artificial dissipation on the computations. 392

The first test case is the steady-state lid driven cavity, which con- 393
sists of a 2D squared domain enclosed in four solid walls. The up- 394
per wall of the domain moves at a constant speed of 𝑢wall = 1 m/s, 395
driving the flow inside the cavity. This simplified labyrinth seal 396
cavity imitates the vortex structure inside labyrinth seal cavities. 397
With a domain length of 𝑙 = 0.014 81 m, the initial conditions are 398
defined, such that a Reynolds number based on the wall veloc- 399
ity of 1000 is attained. The Mach number in the domain ranges 400
between 𝑀 = 10−3 and 10−8. The test case is computed with 401
the standard Roe scheme, the P-Roe scheme and with Potsdam’s 402
blended Roe scheme. Since this is a steady state computation, the 403
unsteady Mach number for Potsdam’s scheme is set to 𝑀2

hb,1 = 1. 404

The simulations are performed on a 81x81 grid, and the results 405
are compared with the reference computed by Erturk [35] on a 406
601x601 grid using an incompressible solver. 407

The 𝑥-velocity and 𝑦-velocity profiles along 𝑥 = 𝑙/2 and 𝑦 = 𝑙/2, 408
respectively, are presented in Fig. 6 for each artificial dissipation. 409
The standard Roe scheme fails to predict the correct strength and 410
position of the vortex inside the cavity, leading to a strong disparity 411
to the reference. P-Roe and Potsdam’s scheme are both in very 412
good agreement with the reference. This demonstrates that the 413
two adapted dissipation formulations should be preferred over the 414
standard Roe scheme to accurately predict low-speed convective 415
flows in labyrinth seal cavities. 416

Next, an inviscid acoustic wave propagation test case is com- 417
puted with the HB solver. The domain is 0.0125 m long and peri- 418
odic in 𝑦-direction. At the entry of the domain, an acoustic wave 419
is prescribed with a frequency of 78 531.4 Hz and an amplitude of 420
10 Pa. The domain is discretized by a 64x64 grid. The background 421
mach number is 0.01. For Potsdam’s scheme 𝐿 is set to the domain 422
length. 423

Figure 7 shows the real part of the density of the acoustic wave 424
propagating through the domain. The Roe scheme and Potsdam’s 425
scheme both yield similar results, with a reduction of the wave 426
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Fig. 8 Streamlines of the zeroth harmonic inside the inter-fin cavity for f = 423.6 Hz, r = 0.0087 m and ND = 6
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(c) r = 0.122 m

Fig. 9 Work per cycle over the nodal diameter for three different locations of the torsion center for f = 423.6 Hz
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Fig. 10 Comparison of the convergence History of the L1-norm of the residuals for Potsdam’s scheme with and without iterative
preconditioning with f = 423.6 Hz, r = 0.0087 m and ND = 6
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Fig. 11 Convergence history of the work per cycle for f =
423.6 Hz,r = 0.0087 m and ND = 6 using Potsdam’s scheme
with and without iterative preconditioning

amplitude by 6.3 % over the domain length. P-Roe, however, atten-427
uates the acoustic wave significantly more, resulting in a reduction428
of the amplitude by 31.2 %, demonstrating the limited applicability429
of P-Roe for unsteady computations.430

We infer from the results of the academic test cases that, out431
of the three presented schemes, only Potsdam’s scheme is able to432
accurately predict both convective and acoustic effects in the low433
Mach regime. Therefore, for the stability analysis of the labyrinth434
seal, we only compare Potsdam’s scheme with the original clas-435
sical Roe. For this analysis, we apply the optimized individual436
preconditioner with 𝑀2

hb,1 = 1 for the first harmonic and steady437

preconditioning for the zeroth harmonic, as described in section 5.438
𝑀2

hb,1 = 1 is chosen for Potsdam’s scheme to be consistent with439

the iterative preconditioner. The stability analysis is performed for440
the constant torsion frequency of 𝑓 = 423.6 Hz, nodal diameters 0441
to 10 and the three torsion radii: 𝑟 = −0.069 m, 𝑟 = 0.0087 m and442
𝑟 = 0.122 m. These parameters correspond to a seal supported on443
the high-pressure side, on the low-pressure side close to the cav-444
ity center, and on the low-pressure side far from the cavity center,445
respectively.446

Figure 8 depicts the streamlines of the mean flow on a 2D-slice447
at a constant pitch angle of 0° for 𝑟 = 0.0087 m and ND = 6.448
The overall structure of the flow inside the cavity is very similar449
for Roe and for Potsdam’s scheme. However, the vortices forming450
in the corners and at the entry of the cavity are predicted to be451
larger when Potsdam’s scheme is used. The improvement of the452
solution is not as significant as for the lid driven cavity test case,453
which may result from the Mach number in the labyrinth seal being454
several orders of magnitude larger. Still, it should be noted that the455
discrepancies between the two solutions are most dominant where456
the Mach number is the smallest (see Fig. 2).457

In Figure 9, we compare the predicted work per cycle computed458
with both methods and the resulting seal stability predictions for459
all three torsion radii. The results predicted by both schemes are460
in good agreement with the literature [1, 13]. The seal supported461
far on the low-pressure side (cf. Fig. 9(c)) is predicted to be stable462
for all nodal diameters. However, when the torsion center is close463
to the cavity center on the low-pressure side (cf. Fig. 9(b)), it464
becomes unstable at large nodal diameters. If the seal is supported465
on the high-pressure side (cf. Fig. 9(a)), it remains stable for large466
nodal diameter and becomes unstable for small nodal diameters.467
Overall, Potsdam’s scheme does not change the predicted stability468
compared with the standard Roe scheme. For the torsion center469
close to the cavity center at 𝑟 = 0.0087 m, the work per cycle is470
consistent between both schemes, only varying by 0.1% to 1%.471
The discrepancy in the computed work per cycle increases with472

increasing torsion radius. At 𝑟 = 0.069 m and 𝑟 = 0.122 m, results 473
computed using Potsdam’s scheme deviate from the Roe scheme’s 474
prediction by 1.7% to 11%. 475

Figure 10 presents the convergence history of the labyrinth seal 476
computations using Potsdam’s scheme with and without individual 477
preconditioning for 𝑓 = 423.6 Hz, 𝑟 = 0.0087 m and ND = 6. 478
Comparing the convergence of the labyrinth seal computed with 479
Potsdam’s scheme and with Roe scheme (cf. Fig. 3) showcases 480
that the improved accuracy of Potsdam’s scheme comes at the cost 481
of a reduced convergence level and convergence rate. Further, 482
the originally optimized individual preconditioner does not yield 483
a faster convergence than the non-preconditioned case anymore 484
when used in combination with Potsdam’s scheme. It should be 485
noted that, even though the computations do not converge down to 486
machine precision, the convergence of the work per cycle is quite 487
satisfactory (cf. Fig. 11). 488

The two academic test cases indicate that Potsdam’s scheme 489
should be used to ensure high-quality HB computations. Addi- 490
tional analysis of the iterative preconditioner combined with pre- 491
conditioned dissipation will be necessary to improve the conver- 492
gence while guaranteeing the best possible accuracy of the HB 493
solver at low Mach numbers. 494

7 Conclusions 495

This paper has presented the implementation of low Mach pre- 496
conditioning techniques for HB solvers, combining iterative pre- 497
conditioning and preconditioning of the artificial dissipation. The 498
methods were applied and optimized on an academic labyrinth seal 499
flutter test case. The main results of this study were: 500

• Optimal convergence requires individual preconditioning for 501
each harmonic. Special attention must be paid to the unsteady 502
Mach number 𝑀2

hb,1, since choosing an ill-suited value can 503

hinder convergence. 504

• The classical Roe scheme is inadequate for convective low 505
Mach flows, while P-Roe excessively attenuates acoustic 506
waves. To ensure accurate HB computations in the low Mach 507
regime, it is recommended to use Potsdam’s Roe scheme. 508

• The combination of iterative preconditioning with Potsdam’s 509
scheme unexpectedly hinders the convergence. This indicates 510
the need for further optimization of the preconditioner with 511
respect to this particular combination. 512

These conclusions highlight the potential of low Mach precondi- 513
tioning techniques to improve both the quality of the solution and 514
to reduce the computational cost of labyrinth seal flutter analysis 515
using HB solvers. Moving forward, future research should delve 516
deeper into the optimization of the combination of iterative pre- 517
conditioning with Potsdam’s Roe scheme. 518

Nomenclature 519

𝑎 = Speed of sound (m s−1) 520
𝐷 = Convective flux Jacobian (-) 521

𝐸, 𝐹, 𝐺 = Convective flux Jacobian in cartesian directions (-) 522
𝐸 = Specific total energy (J kg−1) 523
𝑓 = frequency (s−1) 524
𝐹d = Artificial dissipation vector (-) 525
ℎr = Relaxation chamber height (m) 526
𝐻 = Fin cleanrance (m) 527
𝐻 = Specific total enthalpy (J kg−1) 528
𝐼 = Identity matrix (-) 529

𝑘𝛽 = Stabilization constant (-) 530
𝑙 = Computational domain length (m) 531
𝑙c = Cavity length (m) 532
𝑙r = Relaxation chamber length (m) 533
𝑙t = Fin tip width (m) 534
𝐿 = Inter-fin distance (m) 535
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𝐿𝑢/𝑠 = Blending matrix (Potsdam) (-)536
𝐿 = Characteristic Length (m)537
𝑀 = Mach number (-)538
𝑀u = Unsteady Mach number (time-domain) (-)539
𝑀hb = Unsteady Mach number (harmonic balance) (-)540
ND = Nodal diameter (-)541
𝑝 = Static pressure (Pa)542
𝑝t = Stagnation pressure (Pa)543
𝑃 = Preconditioning matrix (-)544
𝑞 = State vector (-)545 ˆ︁𝑞 = Fourier coefficient of the state vector (-)546
𝑟 = Torsion radius (m)547
𝑟f = Fillet radius (m)548
𝑅 = Nonlinear time domain residual (-)549
𝑅 = Cavity radius (m)550 ˆ︁𝑅 = Fourier coefficient of the residual (-)551

Re = Reynolds number (-)552
𝑠 = Cavity height (m)553
𝑡 = Physical time (s)554
𝑈 = Velocity vector (m s−1)555

𝑢, 𝑣, 𝑤 = Cartesian velocities (m s−1)556
𝑥, 𝑦, 𝑧 = Cartesian coordinates (m)557
𝑦+ = non-dimensional cell size in normal direction (-)558

Greek Letters559

𝛼 = Fin wall angle (°)560
𝛽2 = Preconditioning parameter (-)561

𝛽2
min = Lower limit for the preconditioning parameter (-)562
𝛾 = Isentropic heat ratio (-)563
𝜋T = Pressure ratio (-)564
𝜆i = Convective flux eigenvalue (m s−1)565
Λ = Convective flux eigenvalue matrix (m s−1)566
𝜈 = Kinematic viscosity (m s−2)567
𝜌 = Density (kg m3)568
𝜏 = Pseudo-time (s)569
𝜔 = Angular frequency (rad s−1)570

Superscripts and Subscripts571 ˜︁= Roe-averaged572
HB = Harmonic balance573
𝑘 = 𝑘-th harmonic574
s = Steady575
u = Unsteady576

Appendix A: POTSDAM’S BLENDING MATRICES577

The goal of the blending matrices is to apply the artificial dis-578
sipation either only on the pressure field or on the velocity and579
temperature field. Therefore, in primitive temperature variables580
𝑞𝑇 = (𝑝, 𝑢, 𝑣, 𝑤, 𝑇), the matrices are581

𝐿u = diag (1, 0, 0, 0, 0) (A1)582

and583

𝐿s = diag (0, 1, 1, 1, 1) . (A2)584

Since the implementation of the Roe scheme is in conservative585
variables 𝑞 = (𝜌, 𝜌𝑢, 𝜌𝑣, 𝜌𝑤, 𝜌𝐸), they can be transformed to con-586
servative variables via587

𝐿u/s,cons =
𝜕𝑞

𝜕𝑞𝑇
𝐿𝑢/𝑠

𝜕𝑞𝑇

𝜕𝑞
. (A3)588

This results in the following conservative matrices:589
590

𝐿u,cons =591

⎛⎜⎜⎜⎜⎝
𝑎1 + 1 𝑎2 𝑎3 𝑎4 𝑎5
𝑎1𝑢 𝑎2𝑢 + 1 𝑎3𝑢 𝑎4𝑢 𝑎5𝑢
𝑎1𝑣 𝑎2𝑣 𝑎3𝑣 + 1 𝑎4𝑣 𝑎5𝑣
𝑎1𝑤 𝑎2𝑤 𝑎3𝑤 𝑎4𝑤 + 1 𝑎5𝑤
𝑎1𝐻 𝑎2𝐻 𝑎3𝐻 𝑎4𝐻 𝑎5𝐻 + 1

⎞⎟⎟⎟⎟⎠
, (A4) 592

and 593
594

𝐿s,cons = 595

⎛⎜⎜⎜⎜⎝
−𝑎1 + 1 −𝑎2 −𝑎3 −𝑎4 −𝑎5
−𝑎1𝑢 −𝑎2𝑢 + 1 −𝑎3𝑢 −𝑎4𝑢 −𝑎5𝑢
−𝑎1𝑣 −𝑎2𝑣 −𝑎3𝑣 + 1 −𝑎4𝑣 −𝑎5𝑣
−𝑎1𝑤 −𝑎2𝑤 −𝑎3𝑤 −𝑎4𝑤 + 1 −𝑎5𝑤
−𝑎1𝐻 −𝑎2𝐻 −𝑎3𝐻 −𝑎4𝐻 −𝑎5𝐻 + 1

⎞⎟⎟⎟⎟⎠
,

(A5)

596

with the parameters 597

𝑎1 =
𝛾

2𝑎2 (𝛾 − 1)
(︂
𝑢2 + 𝑣2 + 𝑤2

)︂
(A6) 598

𝑎2 = − 𝛾

2𝑎2 (𝛾 − 1) 𝑢 (A7) 599

𝑎3 = − 𝛾

2𝑎2 (𝛾 − 1) 𝑣 (A8) 600

𝑎4 = − 𝛾

2𝑎2 (𝛾 − 1) 𝑤 (A9) 601

𝑎5 =
𝛾

2𝑎2 (𝛾 − 1) . (A10) 602

References 603

[1] Corral, R., Greco, M., and Vega, A., 2021, “Higher Order Conceptual Model 604
for Labyrinth Seal Flutter,” Journal of Turbomachinery, 143(7). 605

[2] Chupp, R. E., Hendricks, R. C., Lattime, S. B., and Steinmetz, B. M., 2006, 606
“Sealing in Turbomachinery,” NASA. 607

[3] Lewis, D., Platt, C., and Smith, E., 1978, “Aeroelastic Instability in F100 608
Labyrinth Air Seals,” 14th Joint Propulsion Conference, American Institute 609
of Aeronautics and Astronautics, doi: 10.2514/6.1978-1087. 610

[4] Alford, J. S., 1964, “Protection of Labyrinth Seals From Flexural Vibration,” 611
Journal of Engineering for Power, 86(2), pp. 141–147. 612

[5] Ehrich, F., 1968, “Aeroelastic Instability in Labyrinth Seals,” Journal of Engi- 613
neering for Power, 90(4), pp. 369–374. 614

[6] Abbott, D. R., 1981, “Advances in Labyrinth Seal Aeroelastic Instability Predic- 615
tion and Prevention,” Journal of Engineering for Power, 103(2), pp. 308–312. 616

[7] Hirano, T., Guo, Z., and Kirk, R. G., 2003, “Application of CFD Analysis 617
for Rotating Machinery: Part 2 - Labyrinth Seal Analysis,” Proceedings of the 618
ASME Turbo Expo 2003, ASMEDC, doi: 10.1115/gt2003-38984. 619

[8] Phibel, R., di Mare, L., Green, J. S., and Imregun, M., 2009, “Numerical 620
Investigation of Labyrinth Seal Aeroelastic Stability,” Proceedings of the ASME 621
Turbo Expo 2009, ASMEDC, doi: 10.1115/gt2009-60017. 622

[9] Di Mare, L., Imregun, M., Green, J. S., and Sayma, A. I., 2010, “A Numerical 623
Study of Labyrinth Seal Flutter,” Journal of Tribology, 132(2). 624

[10] Miura, T. and Sakai, N., 2019, “Numerical and Experimental Studies of 625
Labyrinth Seal Aeroelastic Instability,” Journal of Engineering for Gas Turbines 626
and Power, 141(11). 627

[11] Corral, R. and Vega, A., 2018, “Conceptual Flutter Analysis of Labyrinth Seals 628
Using Analytical Models-Part I: Theoretical Support,” Journal of Turbomachin- 629
ery, 140(12). 630

[12] Vega, A. and Corral, R., 2018, “Conceptual Flutter Analysis of Labyrinth Seals 631
Using Analytical Models-Part II: Physical Interpretation,” Journal of Turboma- 632
chinery, 140(12). 633

[13] Greco, M. and Corral, R., 2021, “Numerical Validation of an Analytical Seal 634
Flutter Model,” Journal of the Global Power and Propulsion Society, 5, pp. 635
191–201. 636

[14] Hall, K. C., Thomas, J. P., and Clark, W. S., 2002, “Computation of Unsteady 637
Nonlinear Flows in Cascades Using a Harmonic Balance Technique,” AIAA 638
Journal, 40(5), pp. 879–886. 639

[15] Frey, C., Ashcroft, G., Kersken, H.-P., and Schlüß, D., 2019, “Flutter Analysis 640
of a Transonic Steam Turbine Blade with Frequency and Time-Domain Solvers,” 641
International Journal of Turbomachinery, Propulsion and Power, 4(2), p. 15. 642

[16] Turkel, E., 1999, “Preconditioning Techniques in Computational Fluid Dynam- 643
ics,” Annual Review of Fluid Mechanics, 31(1), pp. 385–416. 644

Journal of Engineering for Gas Turbines and Power GTP-24-1511 - Sivel, ASME ©; CC-BY / 9

https://doi.org/10.1115/1.4050334
https://doi.org/10.2514/6.1978-1087
https://doi.org/10.1115/1.3677564
https://doi.org/10.1115/1.3609221
https://doi.org/10.1115/1.3609221
https://doi.org/10.1115/1.3609221
https://doi.org/10.1115/1.3230721
https://doi.org/10.1115/gt2003-38984
https://doi.org/10.1115/gt2009-60017
https://doi.org/10.1115/1.3204774
https://doi.org/10.1115/1.4044353
https://doi.org/10.1115/1.4044353
https://doi.org/10.1115/1.4044353
https://doi.org/10.1115/1.4041373
https://doi.org/10.1115/1.4041373
https://doi.org/10.1115/1.4041373
https://doi.org/10.1115/1.4041377
https://doi.org/10.1115/1.4041377
https://doi.org/10.1115/1.4041377
https://doi.org/10.33737/jgpps/141210
https://doi.org/10.2514/2.1754
https://doi.org/10.2514/2.1754
https://doi.org/10.2514/2.1754
https://doi.org/10.3390/ijtpp4020015
https://doi.org/10.1146/annurev.fluid.31.1.385


[17] Howison, J. and Ekici, K., 2013, “Unsteady Analysis of Wind Turbine Flows645
Using the Harmonic Balance Method,” 51st AIAA Aerospace Sciences Meet-646
ing including the New Horizons Forum and Aerospace Exposition, American647
Institute of Aeronautics and Astronautics, doi: 10.2514/6.2013-1107.648

[18] Djeddi, R., Howison, J., and Ekici, K., 2016, “A Fully Coupled Turbulent Low-649
Speed Preconditioner for Harmonic Balance Applications,” Aerospace Science650
and Technology, 53, pp. 22–37.651

[19] Chorin, A. J., 1967, “A Numerical Method for Solving Incompressible Viscous652
Flow Problems,” Journal of Computational Physics, 2(1), pp. 12–26.653

[20] Venkateswaran, S. and Merkle, C., 1995, “Dual Time-Stepping and Precondi-654
tioning for Unsteady Computations,” 33rd Aerospace Sciences Meeting and Ex-655
hibit, American Institute of Aeronautics and Astronautics, doi: 10.2514/6.1995-656
78.657

[21] Campobasso, M. S. and Baba-Ahmadi, M. H., 2012, “Analysis of Unsteady658
Flows Past Horizontal Axis Wind Turbine Airfoils Based on Harmonic Bal-659
ance Compressible Navier-Stokes Equations With Low-Speed Preconditioning,”660
Journal of Turbomachinery, 134(6).661

[22] Roe, P. L., 1981, “Approximate Riemann Solvers, Parameter Vectors, and Dif-662
ference Schemes,” Journal of Computational Physics, 43(2), pp. 357–372.663

[23] Hope-Collins, J. and di Mare, L., 2023, “Artificial Diffusion for Convective and664
Acoustic Low Mach Number Flows I: Analysis of the Modified Equations, and665
Application to Roe-Type Schemes,” Journal of Computational Physics, 475, p.666
111858.667

[24] Godfrey, A., Walters, R., and van Leer, B., 1993, “Preconditioning for668
the Navier-Stokes Equations with Finite-Rate Chemistry,” 31st Aerospace669
Sciences Meeting, American Institute of Aeronautics and Astronautics,670
doi: 10.2514/6.1993-535.671

[25] Potsdam, M., Sankaran, V., and Pandya, S., 2007, “Unsteady Low Mach Pre-672
conditioning with Application to Rotorcraft Flows,” doi: 10.2514/6.2007-4473.673

[26] Frey, C., Ashcroft, G., Kersken, H.-P., and Voigt, C., 2014, “A Harmonic Bal-674
ance Technique for Multistage Turbomachinery Applications,” Proceedings of675
the ASME Turbo Expo 2014, Paper No. 45615, p. V02BT39A005.676

[27] Turkel, E., 1987, “Preconditioned Methods for Solving the Incompressible and677
Low Speed Compressible Equations,” Journal of Computational Physics, 72(2),678
pp. 277–298.679

[28] Weiss, J. M. and Smith, W. A., 1995, “Preconditioning Applied to Variable and680
Constant Density Flows,” AIAA Journal, 33(11), pp. 2050–2057.681

[29] Darmofal, D. and Siu, K., 1999, “A Robust Multigrid Algorithm for the Euler682
Equations with Local Preconditioning and Semi-coarsening,” Journal of Com-683
putational Physics, 151(2), pp. 728–756.684

[30] Sivel, P. and Frey, C., 2022, “Low Mach Preconditioned Non-Reflecting Bound-685
ary Conditions for the Harmonic Balance Solver,” 8th European Congress686
on Computational Methods in Applied Sciences and Engineering, CIMNE,687
doi: 10.23967/eccomas.2022.170.688

[31] Viozat, C., 1997, “Implicit Upwind Schemes for Low Mach Number Compress-689
ible Flows,” INRIA, Tech. Rep. RR-3084.690

[32] van Leer, B., 1979, “Towards the Ultimate Conservative Difference Scheme.691
V. A Second-Order Sequel to Godunovś Method,” Journal of Computational692
Physics, 32(1), pp. 101–136.693

[33] Müller, M., Kersken, H.-P., and Frey, C., 2022, “A Log-w Turbulence Model694
Formulation for Flutter Analysis with Harmonic Balance,” 16th International695
Symposium on Unsteady Aerodynamics, Aeroacoustics & Aeroelasticity of Tur-696
bomachines (ISUAAAT16).697

[34] Kato, M., 1993, “The Modeling of Turbulent Flow Around Stationary and Vi-698
brating Square Cylinders,” 9th Symposium on Turbulent Shear Flows.699

[35] Erturk, E., 2009, “Discussions on Driven Cavity Flow,” International Journal700
for Numerical Methods in Fluids, 60(3), pp. 275–294.701

10 / GTP-24-1511 - Sivel, ASME ©; CC-BY Transactions of the ASME

https://doi.org/10.2514/6.2013-1107
https://doi.org/10.1016/j.ast.2016.02.037
https://doi.org/10.1016/j.ast.2016.02.037
https://doi.org/10.1016/j.ast.2016.02.037
https://doi.org/10.1016/0021-9991(67)90037-x
https://doi.org/10.2514/6.1995-78
https://doi.org/10.2514/6.1995-78
https://doi.org/10.2514/6.1995-78
https://doi.org/10.1115/1.4006293
https://doi.org/10.1016/0021-9991(81)90128-5
https://doi.org/10.1016/j.jcp.2022.111858
https://doi.org/10.2514/6.1993-535
https://doi.org/10.2514/6.2007-4473
https://doi.org/10.1115/gt2014-25230
https://doi.org/10.1016/0021-9991(87)90084-2
https://doi.org/10.2514/3.12946
https://doi.org/10.1006/jcph.1999.6216
https://doi.org/10.1006/jcph.1999.6216
https://doi.org/10.1006/jcph.1999.6216
https://doi.org/10.23967/eccomas.2022.170
https://doi.org/10.1016/0021-9991(79)90145-1
https://doi.org/10.1016/0021-9991(79)90145-1
https://doi.org/10.1016/0021-9991(79)90145-1
https://doi.org/10.1002/fld.1887
https://doi.org/10.1002/fld.1887
https://doi.org/10.1002/fld.1887


List of Figures
1 2D representation of the academic two-finned labyrinth seal test case with measurements . . . . . . . . . . . . . . . . . 3
2 Mean distribution of the Mach number inside the labyrinth seal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3 Convergence history of the L1-residuals of the harmonics for 𝑓 = 423.6 Hz, 𝑟 = 0.0087 m and ND = 6, with

𝐿 = 0.142 m (𝑀2
hb,1 ≈ 1𝑒 − 3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

(a) 0th harmonic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
(b) 1st harmonic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

4 Convergence History of the L1-residuals of the first harmonic using individual preconditioning for 𝑟 = 0.0087 m and
ND = 6 for varying 𝐿 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
(a) 𝑓 = 423.6 Hz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
(b) 𝑓 = 1.2 Hz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

5 Convergence History of the L1-residuals of the harmonics for 𝑓 = 423.6 Hz, 𝑟 = 0.0087 m and ND = 6, with 𝐿 = 4.5 m
(𝑀2

hb,1 = 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
(a) 0th-harmonic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
(b) 1st-harmonic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

6 Velocity profiles through the center of the lid driven cavity for Re = 1000 . . . . . . . . . . . . . . . . . . . . . . . . . . 6
(a) Vertical velocity profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
(b) Horizontal velocity profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

7 Real part of the density of an acoustic wave with an amplitude of 10 Pa at 𝑀 = 0.01. . . . . . . . . . . . . . . . . . . . 6
8 Streamlines of the zeroth harmonic inside the inter-fin cavity for 𝑓 = 423.6 Hz, 𝑟 = 0.0087 m and ND = 6 . . . . . . . . 7

(a) non-preconditioned . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
(b) preconditioned . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

9 Work per cycle over the nodal diameter for three different locations of the torsion center for 𝑓 = 423.6 Hz . . . . . . . . 7
(a) 𝑟 = −0.069 m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
(b) 𝑟 = 0.0087 m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
(c) 𝑟 = 0.122 m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

10 Comparison of the convergence History of the L1-norm of the residuals for Potsdam’s scheme with and without iterative
preconditioning with 𝑓 = 423.6 Hz, 𝑟 = 0.0087 m and ND = 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
(a) 0th harmonic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
(b) 1st harmonic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

11 Convergence history of the work per cycle for 𝑓 = 423.6 Hz,𝑟 = 0.0087 m and ND = 6 using Potsdam’s scheme with
and without iterative preconditioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

List of Tables

Journal of Engineering for Gas Turbines and Power GTP-24-1511 - Sivel, ASME ©; CC-BY / 11


