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Abstract. The concept of Digital Twin (DT) has gained enormous
momentum over the past years in many fields with a variety of pur-
poses. We investigated the usage of DTs for the development and testing
of automated driving functions. In this context, we wanted to train an
agent to challenge the automated driving function of a vehicle via rein-
forcement learning (RL). For this, we build both, a miniature Vehicle in
a loop (ViL) testbed and its digital shadow. The idea is to use the digital
shadow as the training environment for the agent resulting in reduced
cost and time for training. We decided specifically to build a miniature
version of a testbed to accelerate development, reduce resource consump-
tion and increase adaptability.

This paper contributed to the engineering of DTs by reporting our
approach regarding the development of a digital shadow of a miniature
ViL testbed and the lessons learned. First, we motivate the decision for a
miniature testbed. Secondly, we describe the high-level architecture and
the technical implementation including both the digital shadow and its
physical counterpart. Third, we describe the application of the DT for
RL and the experiments enabled by our setup. We conclude with the
lessons learned. The main takeaway is that DTs are an excellent means
to develop, disseminate and present new methods for the validation of
automated vehicles. Here the benefits outweigh the effort of DT con-
struction.

Keywords: Digital Twin · Digital Twin Development · Experience
report · Miniature testbed · Vehicle-in-the-loop

1 Introduction

In the last decade, the topic of Digital Twin (DT) has been attracted by many
fields [15,19]. DTs are a digital replica of a physical asset (the so-called physical
twin (PT)) [13,15] or even the link between the digital and physical world [44].
They are regarded as a solution to reduce both, the time-to-revenue as well as
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the costs for development, deployment, and operation [29]. This is because the
impacts of changes on products can be analysed without bringing them into the
actual operation. Even better, different changes can be analysed in a parallel and
automated way (see “Experimental Digital Twin” in [37]). This allows us to find
the best configuration efficiently. As the approach can also handle variants of
products a configuration can even be customer-specific and consider individual
preferences, requirements, and country-specific regulations.

Cyber-physical systems (CPSs) are often complex and costly to operate.
On one hand, this makes automated optimization of their configuration expen-
sive and challenging. On the other hand, manual optimization is typically slow
and error-prone. Examples are electron microscopes or x-ray machines in hos-
pitals, assembly lines in factories, transport systems, and automotive testbeds
in research or certification facilities. In this paper, we focus on the operation of
such automotive testbeds for the certification of automated vehicles. The app-
roach to increase the efficiency of the testbed operation is to combine DT and
reinforcement learning (RL).

In essence, we build a testbed and its digital shadow (DS), combining both
with an RL agent to tackle the following research question:

How to build a digital shadow applicable to train, understand and evaluate RL
for an agent operating the physical system?

In this paper, the targeted application of the agent is to operate an automo-
tive testbed in a way that challenges an automated vehicle. This challenger will
operate a testbed – the physical system – for automated vehicles but is trained
on the DS of the testbed as shown in Fig. 1. The physical twin consists of the real
system and the agent as (part of) its control software. Note that we apply the
concept of various integration levels as proposed by [1], where different stages
exist, progressing from a basic digital model to a comprehensive DT. In conse-
quence, the software system developed and described in this paper is primarily
the DS of the testbed with direct physical-to-digital twinning. A full feedback
(digital-to-physical twinning) is given by the RL agent’s addition by transferring
its configuration such as weights (see Fig. 1).

With this paper, we share our experience in creating a physical test setup
and its DS: how an adequate subject was identified, how it was implemented
and synchronized, how it was applied to RL-based optimization for automated
vehicle testing and what we learned along the way. In particular, we describe
the decision process for selecting the right system for the respective use case
in Sect. 2 and the high-level functionalities and identify the DS in Sect. 4. A
literature review on comparable setups can be found in Sect. 3. The PT and DT
development and technical implementation are described in Sect. 5 and Sect. 6,
respectively. Finally, we give a small overview of the applications enabled by this
setup in Sect. 7, describe the performed experiments in Sect. 8 and discuss the
learnings in Sect. 9.
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Fig. 1. Simplified twinning interaction of the DT and PT.

2 Requirements and System Selection

To create a DS, a physical system is needed. We call the combination of the DS
and physical system a setup. In this section, we describe how we selected the
setup for our application. First, the purpose that this setup (i.e., the physical
system and its DS) shall provide is considered. Our target application is DT-
based RL. In particular, we are interested in investigating methods for DT-
based RL. For this, we need a setup that allows us to understand, test and
evaluate RL methods. To obtain a suitable setup, we (I) followed the development
process of DTs including the identification of relevant parameters, (II) developed
a DT architecture in the RL training context and (III) applied methods of DT
validation. Our desired setup had to satisfy the following minimal requirements.

1. Adaptability The setup must be highly configurable and expandable
w.r.t. functionality to enable easy prototyping and adaptability to changing
researchers’ needs.

2. Explainability The system must be non-intractable i.e., it must be decom-
posable into clearly distinguishable functionalities. These need to be easily
understandable as well as the interaction between them. The goal is to mini-
mize the time for others to grasp the concept.

3. Relevancy The setup must provide a behaviour that is representative of
the use case i.e., to a real testbed. Otherwise, the transfer and alignment of
derived methods to the use case are hindered.

4. Accessibility The used software and hardware to implement the setup shall
be off-the-shelf, freely available and low in complexity to enable faster devel-
opment and a shallow learning curve for new users.

5. Efficiency The setup must be resource efficient. This means the construction
and running costs in terms of time, personnel and finances.

6. Reproducibility For easier testing (e.g., generating data for validation),
tests must be reproducible.
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There are multiple options for selecting a suitable reference system as the
physical system (see Fig. 2) to satisfy the requirements. Instead of replicating a
vehicle on a street or a proving ground which would be out of scope, we were
inspired by vehicle-in-the-loop (ViL) testbeds (see [4]). ViL testbeds possess
the advantage of having a simulated environment and scenario play-out which
enables repeatability of tests. They consist of a full-scale vehicle whose sensors
are stimulated using inputs from a virtual environment. The test vehicle’s output
on steering and acceleration are measured at the wheels and fed back into the
simulation. This makes it possible to run virtual scenarios with real hardware.
Testbeds already play a vital part in testing and validation of (highly-)automated
vehicles in the industry [28,32]. Here, the application of the DT concept comes
naturally. That is, instead of having a real, full-scale vehicle and testbed which
are resource-intensive and slow (only testing in real-time is possible), a DT could
be created. Using this DT allows faster software and hardware configuration
testing in earlier development stages as well as using multiple DTs in parallel. It
would close the gap between Software-in-the-loop and Hardware-in-the-loop or
ViL testing.

Fig. 2. Conceptual diagram showcasing the order of increasing realism for a vehicle
representation. The DT (left) needs to be validated against a representation that has
a higher degree of realism (further right).

However, for the creation and especially validation of a DT, access and a
detailed understanding of the reference system is needed. Having a full-scale
system (see two elements on the right in Fig. 2) as the reference presents multiple
problems. First and foremost, due to limited resources like space, budget, and
expertise, and also for simplicity and practicality, the usage of a full-scale vehicle
in any environment is not viable in our case. In addition, the assessment of
whether the virtual environment and scenario in SBT can be seen as valid is still
an open research topic [2,26,39] and is out of scope.

One alternative solution to fulfil these requirements for testing e.g., meth-
ods for validation of a DT w.r.t. another model is the manufactured universe
approach as presented in [41]. The manufactured universe approach argues that
validation methods (and extending to development methods as well) can be eval-
uated even though a real system does not exist but another model serves as the
“ground-truth”. The applicability of the validation method can then be verified
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but no conclusion can be made on the validity of the DT. For the development
process, however, this approach is abstract and requires building another model
of the system. Due to assumptions that are made during the development of the
two models, it is easy to commit systematic errors in terms of omitting phe-
nomena that a researcher might not be familiar with but are obvious to system
experts.

Thus, we decided to use a miniature version of a testbed as the physical
system because it avoids many of the mentioned drawbacks. One does not face
the construction and running cost and effort w.r.t. handling and adaption to
changing requirements that the full-scale system may require. However, it gives
enough realism to test and evaluate methods related to DT research even though
the proof-of-concept DS is not valid in relation to the full-scale vehicle. The sec-
ondary benefit of selecting a testbed is that most of the components from the
real system are already in digital form, i.e. software, such as the environment
simulation and the automated driving function which can be directly reused as
part of the DS. This, greatly reduces development time and validation is not
required. Furthermore, as it will be later described in detail (see Sect. 4), the
actual DS modelling will concentrate on modelling the perception of an auto-
mated vehicle. In the context of highly automated driving, perception (especially
testing of perception) is a very challenging topic and currently highly relevant
for research. Therefore, the third benefit is that our DS may be used for testing
methods for validating the perception chain (e.g., RGB camera) in the future.
Using the same environmental simulation, scenarios, driving function and vehicle
dynamics in both systems, improves controllability and tractability.

3 Related Work

A DT is characterized as a virtual replica of a system created through a combi-
nation of models and data [44]. The fundamental purpose of a DT is to mirror
the behaviour of a real system by frequently1 adapting (i.e., synchronizing) to
real-time conditions, distinguishing it from a mere digital model [3,13,40,44].
DT research is predominantly application-focused in a wide range of fields. For
example, a literature review on DT architectures [12] found 86% of scientific
contributions to be solution proposals i.e., studies that are domain-specific solu-
tions to the realisation of DTs. Further, [12] states that 50% of the publications
are validated on simplified use cases or prototypes i.e., full-scale versions but
reduced in scope. For evaluating DT methodologies, the authors are only aware
of two instances of using scaled-down implementations of a given use case. First,
Fraunhofer IESE constructed a setup using a miniature version of a factory to
showcase the Basyx-Middleware2. Secondly, [16] validated their predictive DT
approach using a scaled-down aircraft.

1 What is considered as “frequent” is however not specified in the literature (see e.g.,
[15]).

2 See https://eclipse.dev/basyx/about/.

https://eclipse.dev/basyx/about/
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As for every software system, during and after the development of highly
automated driving functions for road vehicles, testing is necessary. There are
several approaches available to perform this. As testing environments, [32] dis-
tinguishes between Model-, Software-, Hardware- and Vehicle-in-the-Loop as well
as proving ground testing and public road testing with increasing integration of
software and hardware components. While currently, validation and homologa-
tion are done on public roads and proving grounds, with higher levels of vehicle
automation, there is a consensus that these tasks can only be achieved mean-
ingfully by pushing it more towards simulation-based testing [32]. A main focus
in this field is the validation of such testing environments [9,11,32,33,43]. For a
further push towards meaningful, high-fidelity modelling of the virtual compo-
nents in Software-in-the-Loop (SiL), researchers have provided a number of mod-
elling methodologies [36] and their exemplary implementation tested in proving
grounds [31], or with real-world images [7]. In the automotive context, minia-
ture ViL testbeds for evaluating methodologies are uncommon and to the authors
best knowledge there are no comparable setups. Focussing just on a sub-system,
the perception for highly automated vehicles, [38] created a camera stimulation
setup as a testbed also including a camera in front of a monitor as described in
more detail in Sect. 4. However, it is limited to perception without a full-feedback
loop and is centred on camera model validation. Furthermore, the potential of
integrating DTs into vehicle testing has already been investigated by scholars
such as [21,34,47]. They argue the benefits of tailor-made virtual testing, and
off-loading to the simulation. However, these works only offer a high-level, lim-
ited exploration of such a system. In general, the automotive testing domain is
not an active field for DT research yet which is more focussed on manufacturing
[19].

A review of the related work highlights that using a miniature evaluation sys-
tem for methods related to DTs and/or automotive testing has not yet received
much attention. This is despite the potential the concept offers. Thus, we want
to share our experience and achieved benefits.

4 Concept of the Setup’s Functional Architecture

In general, the testbed shall work as follows, illustrated in Fig. 3. The vehicle’s
perception is solely camera-based. Within the virtual environment a camera pic-
ture is generated. While it has a position and focal length defined, its image can
be seen as “perfect” by not having any deficiencies. It is then shown on a monitor
to which the camera is directed. The camera captures an image representing the
displayed scene but also naturally includes the impurities of the camera. The
image is then processed by the driving function namely a lane-keeping assistant
(LKA). Its output is a desired goal steering angle which is then fed back as con-
trol input to the virtual vehicle representation within the virtual environment.
Both the driving function and the virtual environment of the testbed are soft-
ware which can be directly reused for the DS (see left side in Figre 3). Hence,
the interaction between the screen and the camera needs to be modelled and
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parametrized or “twinned” to fit the physical reference (see Fig. 3). Thus, the
DS is composed of a virtual environment, camera model, and driving function
and can be defined as a parametrizable model of the testbed which can play
out scenarios resulting in similar behaviour and results as the actual testbed.
Note that, while it would be possible to also create a DS of the vehicle dynamics
which, instead of taking desired speed and steering angle, would use a measured
actual speed and angle, we decided to focus on screen and camera because of
the following reasons.

1. An additional parametrizable model would add complexity to the twinning
process as vehicle dynamic models need test scenarios (e.g., for performing
step functions) to calculate the parameters of the underlying physics.

2. Realistic force feedback to emulate road conditions on the model car’s scale
is infeasible due to its complexity and therefore out of scope.

3. For the proof of concept, one DS of one component is sufficient to evaluate
and prove our methods.

4. Choosing between a DS of the vehicle dynamics, and a DS of the screen with
the camera, the latter is easier to understand by humans and visualizable.
This also simplifies presenting the results to an external audience.

Fig. 3. Information flow through the DS and physical system highlighting the two
instances where components are not virtual and which part shall be twinned.
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To clarify, the setup follows the notion of [23] for hierarchical DTs: a DT
may consist of other DTs and models. In this case, the DT consist of a DS of the
testbed as shown in Fig. 1. Further, the DS consists of several models such as
the driving function and the virtual environment, but also of a DS of the camera
(seen in Fig. 3 as “Camera Model”). In the following, we will refer to the DS of
the testbed as “the DS”.

5 Technical Implementation Physical System

The general setup of the ViL demonstrator is a miniature vehicle based on the
f1tenth-challenge3 model car adapted and set into a virtual environment by
running in front of a monitor and on top of a dynamometer as seen in Fig. 4.
The vehicle can move and turn its wheels while only the previous can be captured
by the dynamometer. As the scope of this setup has been expanded beyond DT
development and is used in multiple projects as a demonstrator, it was given
the name AMDEV-bed (abbreviation for “Automotive Model Demonstration
Evaluation and Verification Bed”.

It must be mentioned that mounting the necessary hardware on a miniature
vehicle with actuators does not directly contribute to the fidelity of the setup
with respect to a real testbed. In this context, a straightforward camera and
monitor configuration may be equally effective in achieving the desired outcome.
Here a simple camera and monitor setup may have achieved the same purpose.
However, the benefit of doing so is two-fold. First, it improves the adaptability
for future demonstrations and reuse of the setup. Second, due to a visually
analogous configuration to its full-scale counterpart, it facilitates comprehension
and familiarity among observers due to its similarity in appearance. This visual
resemblance enables an intuitive understanding of the system’s operation and
functionality.

In the following, only the functionality relevant to developing DT-based RL-
related methods is outlined and described.

On a technical level, the setup consists of a simulation computer and the
miniature vehicle platform as it can be seen in Fig. 5. While the computer is
an off-the-shelf desktop PC, the vehicle’s computing is done on a Nvidia Jetson
TX1. Both run on Ubuntu 20.04 LTS. We have developed the software stack
in such a way that ROS 2 Foxy4 [20] is used as the communication middleware
between components wherever possible. The reason is that retrieving data at each
step for their analysis is straightforward by subscribing to ROS topics. Also, the
components’ interfaces are standardized in that way, so easy replacement (like a
new driving function) is made possible as well as deployment on different devices.
As shown in Fig. 5, the PC has to run three main tasks:

CARLA Server. This component is the virtual environment represented by
the open-source simulator CARLA [10] in the version 0.9.135. It is based on

3 See https://f1tenth.org/.
4 See https://www.ros.org/.
5 See https://carla.readthedocs.io/en/0.9.13/.

https://f1tenth.org/
https://www.ros.org/
https://carla.readthedocs.io/en/0.9.13/
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Fig. 4. Image of the miniature ViL testbed setup called AMDEV-bed in an early stage
of development. It shows the model car on a roll stand in front of a monitor.

Unreal Engine 4 and has some special features such as pre-build vehicle mod-
els and dynamics, street maps, etc. ideal for academic prototyping. CARLA
adopted the server-client structure where one can connect through a Python
API to a running server instance and is capable of controlling any aspect of
the simulation while also retrieving data. The virtual vehicle has a POV cam-
era, and its output is projected onto a monitor which is positioned in front of
the physical vehicle, thus mimicking the RGB camera’s stimulation as if the
vehicle would be driving in the environment itself. The virtual camera within
CARLA has the possibility of adjustments6 the camera configurations and
positioning with respect to the origin of the car. However, these settings are
left untouched.

ROS 2-CARLA bridge. We created a bridge between the CARLA API and
ROS 2 to translate information between the two mediums as a CARLA-client
instance. This component receives control inputs via ROS 2 from the vehicle
as well as sends out the camera footage from the virtual camera created
in CARLA. In addition, the bridge also serves as the simulation control by
setting up the simulation (loading maps and configurations) as requested e.g.,
by keyboard inputs (not shown in Fig. 5).

Camera rendering. As the ROS 2-CARLA bridge published the virtual cam-
era footage via ROS 2, an additional Python script simply displays it on a
monitor connected to the PC for it to be captured by the camera of the
AMDEV-bed.

6 see https://carla.readthedocs.io/en/latest/ref_sensors/#rgb-camera.

https://carla.readthedocs.io/en/latest/ref_sensors/#rgb-camera
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Fig. 5. High-level architecture of the AMDEV-bed. Communication is mainly through
the ROS 2 middleware if possible to keep components modular and data reusable.

The vehicle of the AMDEV-bed is composed by three main software components:

LKA. The camera footage that is obtained via the USB webcam connected to
the Nvidia Jetson, is processed at the lane-keep assistant (LKA). This driving
function is based on the Python version of OpenCV7 [6]. It consists of four
steps as shown in Fig. 3 and is inspired by the work of [18]. First, the lane
markings are isolated by using a brightness threshold within a region of inter-
est. This region of interest is situated on the lower part of the footage to only
capture the street in front of the vehicle. As the camera’s perspective shrinks
the dimensions of parts of the lane further away, the image is geometrically
transformed to account for this. Next, 2nd-order polynomial curves are fitted
through each of the markings using a sliding window algorithm (see [14]) and
a fitting function8. The middle of the lane further in front of the vehicle can
be estimated and a steering angle calculated to reach this point continuously.
If one lane is not detected reliably, it falls back to the other with a static off-
set. Otherwise, it sends out a signal to stop the vehicle. While this algorithm
is quite rudimentary, it fulfils its purpose by being able to reliably drive along
the given scenario but remains sensitive to image degradation. The output
of this function is at one hand a steering angle as well as a throttle position
(kept constant unless no markings are detected), both published via ROS 2.

7 See https://opencv.org/.
8 See https://numpy.org/doc/stable/reference/generated/numpy.polyfit.html.

https://opencv.org/
https://numpy.org/doc/stable/reference/generated/numpy.polyfit.html
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Car Control. This software components simply formats and publishes via ROS
2 the output of the LKA to be send to the ROS 2-CARLA bridge on the
simulation computer as well as to the VESC driver.

VESC driver. In order to control the motors of the vehicle, Hardware and
Software from the VESC Project9 has been used. The VESC driver is the
component taking the control inputs via ROS 2 and translating them to the
actuation of the wheels i.e., the drive motor and the steering servo. While at
the current stage of development, this is only for illustration purposes, the
roll stand has been prepared to measure the wheels’ forward motion and send
it via a ROS topic to control the simulation in the future.

6 Technical Implementation Digital Shadow

The DS is a simple software-in-the-loop setup as shown in Fig. 6. It is executed
on the simulation computer and four main software components:

Sensor model. This component is the implementation of the sensor model. It
imports measured configuration parameters from a previously created JSON
file. The Twinning process is not captured in Fig. 6.

LKA. The LKA is a copy of the driving function deployed on the PT and is
integrated as a function in the “Simulation main script”.

Simulation main script This is a script that executes the simulation by start-
ing and configuring the simulation as well as importing the sensor model and
LKA to execute the control loop.

CARLA Server. The CARLA server is simply another instance of the simu-
lation environment on the physical system.

It has to be noted, that the AMDEV-bed’s sensor stimulation and vehicle
dynamics are imperfect and approximate the model car on a street or any real
environment only to some certain degree. However, we consider it as the “ground
truth”. As [36] shows, there is a multitude of approaches to sensor modelling to
consider. While low-fidelity and medium-fidelity sensor models consider only geo-
metrical (e.g., obstruction of sight) or physical aspects (detection probabilities),
we opted for a high-fidelity approach. According to [36], these offer the most
realistic output and are based on rendering the surrounding 3D scene. More
specifically, a model is developed based on a post-processing principle where an
ideal camera image (that is retrieved from the CARLA) is altered to look more
like the realistic raw camera data. Examples of similar approaches have been
published in [7,38,46]. Especially [7] structured the model as a pipeline of “fil-
ters” as will be done in the following. For this, a “grey-box” modelling approach
was followed. This means we leveraged data-driven modelling with prior knowl-
edge about the system. While there are physical phenomena that can be observed
and identified in the process, they are not tried to be explained and integrated

9 See https://vesc-project.com/.

https://vesc-project.com/
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Fig. 6. High-level architecture of the DS.

Fig. 7. Side-by-side comparison of the camera feed’s and DS’s output to a test picture.

as first-principle models, but algorithms are put into place which replicate the
resulting behaviour.

To identify static phenomena, first a test picture (see Fig. 7) is displayed on
the monitor and a frame of the camera feed is taken for comparison (see Fig. 7a).
In continuation, the captured image is processed and a configuration file (json-
file in Fig. 6) is created. In the following, the identified phenomena and their
quantization are explained.

Perspective
Due to the imperfect alignment of the camera with the monitor, a shift, scaling
and warping effect can be seen. The camera can be both off-axis and at an angle
to the monitor. In addition, the monitor only occupies part of the camera’s frame
(scaling). These phenomena are addressed by first identifying the four corners
of the monitor by searching for the closest pixel to the corner of the test frame
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which is above a certain brightness threshold. Then, a perspective warp function
can be applied to the test picture (see OpenCV’s function “warpPerspective”10)
for it to match the sample test frame. This method can replicate the found
perspective phenomena. The limitations are that it is sensitive to finding the
right pixel representing the corners of the screen which needs to be visible. It
also assumes that they are linear e.g., no barrel or pincushion distortion, which
has not been observed in the test frame.

Brightness
When observing the grey grid on the test picture in Fig. 7a an obvious shift in
brightness from top to bottom (increasing brightness) can be seen. This is due
to the polarization of the monitor where with increasing viewing angle, higher
brightness distortion is induced. In addition, the shift can be seen from left
to right due to the same reason. To adjust the original test picture in such a
way that the brightness mimics the one from the test frame, the test picture is
sliced vertically along the grid of grey boxes. It is estimated that the brightness
within one box does not change significantly. Thus, for each slice i of n = 21
total slices, the brightness of the topmost Gu[i] and undermost box Gl[i] is mea-
sured. From the test picture the true brightness Btrue is known. The necessary
brightness adjustment in each slice for each pixel row of the test picture is then
linearly interpolated between the aforementioned topmost and undermost boxes.
Let I(x, y) represent the pixel brightness value at position (x, y) in the already
perspective-adjusted input image and I ′(x, y) for the respective output image.
In this case, the origin is the upper-left corner. Si is the set of pixel coordinates
in the i-th slice, defined by the slice boundaries. Hl and Hu are the upper and
lower measurement height of the brightness, respectively. For each slice i (where
0 ≤ i < n), the slice boundaries are x ∈ [Bi, Bi+1), where Bi and Bi+1 are the
slice boundaries. For each pixel row y within the slice, the interpolated brightness
adjustment ΔB(y, i) is calculated as follows:

I ′(x, y) = clip (I(x, y) + ΔB(y, i), 0, 255) , if x ∈ [Bi, Bi+1) for each slice i (1)

where

ΔB(y, i) =
(Gl[i] − Btrue) − (Gu[i] − Btrue)

Hl − Hu
(y − Hu) + (Gl[i] − Btrue) (2)

Blur
Due to the monitor and camera imperfections, blur is induced, requiring its
modelling. The direct measurement of blur is not possible. However, there are
methods of measurement for sharpness which is directly reverse related to blur
like the calculation of the variance of the picture’s Laplacian11. In short, a high
value of the Laplacian is given where sharp edges between pixel brightness are
detected which can be understood as high sharpness and low blur. The overall

10 See https://docs.opencv.org/3.4/da/d54/group__imgproc__transform.html#gaf
73673a7e8e18ec6963e3774e6a94b87.

11 See https://pyimagesearch.com/2015/09/07/blur-detection-with-opencv/.

https://docs.opencv.org/3.4/da/d54/group__imgproc__transform.html#gaf73673a7e8e18ec6963e3774e6a94b87
https://docs.opencv.org/3.4/da/d54/group__imgproc__transform.html#gaf73673a7e8e18ec6963e3774e6a94b87
https://pyimagesearch.com/2015/09/07/blur-detection-with-opencv/
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variance gives a reliable metric. However, for reproducible results, the underlying
image must be (almost) identical and a link between its Laplacian’s variance and
Gaussian blur needs to be established. For this, a lookup table is created. The
original test picture is iteratively blurred with increasing levels of Gaussian blur
in the function of sigma. The sharpness according to the above-mentioned process
is calculated and the sigma-sharpness data points are stored. The resulting data
can be seen in Fig. 8.

Fig. 8. Gaussian blur’s sigma to sharpness relation for the given test image. Increasing
sigmas mean increased blurriness of the image.

To reverse the calculation, the test frame from the camera is “reverse-warped”
(the test frame looks now like the test picture) according to the already men-
tioned perspective change and sharpness is measured. Using the sigma-sharpness
data as a lookup function, the respective sigma can be calculated and applied
to the test picture.

When blur, brightness and perspective adjustments are applied to the test
picture, the resulting image is shown in Fig. 7b. It can be seen that the image
looks subjectively similar to the Fig. 7a, thus it works as designed. However,
slight differences can still be identified. On one hand, there is a difference in
colour saturation and effects from outside the screen are not accounted for.
However, as validation is one of the research topics the setup shall address,
slight but easy-to-identify differences are seen as advantageous.

7 Application

To test and demonstrate the RL environment toolchain for the optimization
of CPSs, the setup can now be used. As already stated, the goal of the RL
agent’s optimization is the alternation of the virtual environment towards critical
scenarios given the properties of a vehicle and its testbed.
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The use of scenarios is motivated by the fact that it is a major challenge
to test and later validate and certify vehicles with highly automated driving
functions given the open world they need to navigate in [17]. One solution is
the concept of Scenario-based Testing (SBT) (see [5]) with a lengthy history of
research [8,25,27,35] where the driving function is tested against a suite of sce-
narios which shall provide an argument for the function’s correctness. This kind
of vehicle testing is common and is seen to be promising for the certification of
automated driving systems [4,9]. However, the selection of such scenarios that
are critical for a given automated vehicle’s configuration is more than often cum-
bersome and requires a lot of time for manual tweaking. Thus, the application of
DT-based RL shall optimize concrete testing scenarios derived from an abstract
“blueprint” logical scenario [22] by an RL agent (RLA) to maximize criticality.

This concept is automated using the RLA. On the right of Fig. 9, one can see
the simplified loop for training and RLA. RL algorithms are trained iteratively
as they react to a state the system is in with an action. Based on that action,
the system (or environment as it is called in the RL domain [42]) transfers to a
new state which is evaluated with a resulting reward. Generally, RL algorithms
try to optimize the anticipated cumulated reward. As it can be seen in Fig. 9
on the bottom right, the RL agent proposes a concrete scenario (action) as a
list of parameters. These are then processed and translated by a scenario gen-
erator to a concrete, executable scenario by alternating the simulated world. It
is then loaded into the “environment simulator” ’ which represents the testbed’s
DS (more specifically loaded into the simulation environment) and is executed
there. The scenario results (e.g., time series or tally statistics) need to be pro-
cessed by the “Feature engineering” to become an abstract representation (state)
and reward, feeding them back to the RLA. We see the physical-digital twinning
in line with [15] as the transfer of model configuration parameters to the envi-
ronment simulator and the transfer of an optimized, altered environment for the
scenario for digital-physical twinning.

8 Experiments and Evaluation

With the setup in place, it allows us to perform the experiments to train, under-
stand and evaluate DT-based RL. As the physical system and the DS are entirely
independent of each other, simulations may be done on a different machine at
a different point in time or the twins can be executed simultaneously. This
can be seen in Fig. 10 where both instances are compared regarding a simi-
lar behaviour. This was done by executing the same scenario (e.g., driving in
circles on CARLA’s Town 10). The lower part of Fig. 10 shows the actual cam-
era footage (right) and the sensor model’s output (left) including the detected
lanes highlighted in green and the steering direction in red.
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Fig. 9. Overview of the RL toolchain and interaction with the ViL setup. Blue arrows
show the twinning. (Color figure online)

As mentioned in Sect. 2, the testbed was used for (I) the development pro-
cess of DTs in general including identification of relevant parameters, (II) DT
architecture in the RL context and (III) DT validation.

Regarding the development process for DTs, the chosen setup helped to get
insights into modelling and DT creation. Guidelines for DT development in the
context of DT-based RL are presented in [24]. Here, special attention was given
to the implications the RL context gave to the DT development process. The
modelling process guidelines were successfully validated during the creation of
the setup. Also, the simulation environment including the vehicle’s LKA and
sensor model was used to perform a sensitivity analysis as a method to identify
relevant parameters. However, the sensitivity analysis was solely applied to a
subset of parameters that the RLA can configure as well as fidelity levels of
selected 3D assets. The configuration of the sensor model remained the same
across all iterations.

Another activity investigated the DT architecture for RL. For this, a use-
case agnostic architecture for DTs using four different viewpoints was successfully
developed [23] to fit DT-based RL over the system’s lifecycle. As the architecture
and the setup were developed at the same time, ideas from the DT architecture
could be validated with the help of the setup and the implementation could be
compared with the architecture. This included the successful integration into the
toolchain as described in Sect. 7 (see Sect. 9).



Experience Report for Miniature ViL Testbed DT Development 99

Fig. 10. Footage taken from DS (left) and AMDEV-bed (right). The upper images
show the two representations in their respective virtual environment and the lower
images are the modelled and actual footage, respectively.

The third activity is with respect to DT validation summarized in [45]. As the
purpose of the DS is to enable the training of the agent, its validity is ultimately
linked to the agent’s performance in controlling the physical system which is
beyond the scope of this paper. While only face-validation and rudimentary
comparison of the vehicle’s behaviour were implemented to directly test the DS
for now, the setup sparked the discussion on new ways of validating vehicle and
perception models which will be investigated in the future and evaluated with
the setup.

Describing the results of the performed activities is beyond the scope of this
paper. However, we conclude that the envisioned and implemented setup (phys-
ical system and DS) is well-suited for the desired purpose. The setup enabled
and accelerated the research because it helped us to get insights into DT devel-
opment and use as well as validation tools for DT methods and applications. In
essence, it fulfils the requirements described in Sect. 2.

1. Adaptability Using standardized interfaces in the PT (in our case ROS 2),
the setup has become easily expandable and therefore adaptable to chang-
ing needs. E.g, diagnostic and visualization tools were added in later stages
with low effort. Also, in a prior iteration of the setup to the one presented
in this work, an alternative driving function (emergency braking) and sce-
nario were utilized. The evolution to the current state required minimal to
no modifications.

2. Explainability The PT and therefore also of the DT are composed of
small components with simpler functionalities and clear interfaces. This eases
explaining details of the setup to others and, thus, provides a high level of
explainability.
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3. Relevancy While the behaviour of the setup compared to a full-scale testbed
was not assessed, during the discussions with automotive experts from the
industry, it became clear that the setup and resulting insights allowed in-
depth discussions and further enabled and contributed to enhancements in
the use case.

4. Accessibility The use of well-known and well-documented open-source soft-
ware (like Python, ROS 2, OpenCV and CARLA) significantly reduced the
effort needed to create the setup. This is because of the accessibility and
availability of prior knowledge. Additionally, the physical aspect of the setup
(due to the use of off-the-shelf components and their arrangement) is easy
to grasp and even modify by potential users. This further allows the applica-
tion e.g., for educational purposes in lectures and trainings. Besides this main
advantage, the setup minimizes the time required to get acquainted with the
setup.

5. Efficiency The setup resulted in minimal costs of construction due to freely
available, off-the-shelf hardware and the usage of open-source software. This
also reduced the personnel resources required. Once it was developed, there
are no running costs.

6. Reproducibility Thanks to the virtual environment, scenarios can be
replayed whenever needed with closely similar results. This enables high
reproducibility. However, there are potential sources of non-determinism in
the interaction between the monitor (sensor stimulator) and camera (sensor)
due to external factors in the laboratory where the setup is located (like light).

We conclude, that our setup was able to fulfil the requirements and signifi-
cantly contributes to the application of DT methods and demonstrations of the
proofs of concepts. In our experience choosing a scaled-down version as the phys-
ical system significantly accelerated the development, application of DT methods
and obtention of results.

9 Learnings

In the following, we collected the five main “meta learnings” of the AMDEV-bed
and DS development. These are beyond the knowledge gained in terms of the
methods developed/evaluated with the setup at hand but may be as relevant.

9.1 Understand the System

Understanding the system thoroughly is vital for the development of such a
setup. We achieved this by creating both the testbed and DS simultaneously
step by step. Although we did not implement a fully modular architecture, we
noticed that achieving full understanding can only be accomplished through a
modular approach to setup development. This also enables validation of compo-
nents which helps with finding sources of errors early during development time
and can be used to rate the system’s overall validity (see [30]).
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9.2 Highly Automated Twinning Is Key for Automation and DTs
Should Be Designed as Such

Our overall workflow benefited from the ability to have an automated twinning
process. As the state of the physical system needs to be assumed to change con-
stantly, the additional effort of designing the setup and implementing a twinning
process12 was worth it. Especially when the demonstrator is used for dissemi-
nation purposes, quick on-site synchronization of the DS makes the setup more
convincing as the expected behaviour of third persons is that the physical system
and DS are similar.

9.3 Communicating What a DT Is, Is Still Complicated

At first, it was difficult to communicate what the DT of a testbed is, especially as
the testbed contained major parts that were “simple” simulation models. While
these components are essential to the construct, it has been found that they are
not seen as part of a DT by others. Expressed by the architecture developed in
[23], we adopted the mindset of hierarchical DTs where DTs can consist of models
or software components and DTs of components of the overarching system. This
has been found to be a very robust view on the topic and was confirmed during
the development of the setup.

9.4 Benefit of in-Sourcing the Experimental Setup

The utilization of a small-scale demonstrator offered several advantages, espe-
cially in facilitating on-site experiments which are less resource-intensive in
terms of both time and budgetary requirements. This approach proved to be
greatly beneficial because we were not dependent on access to external systems
or facilities controlled by other stakeholders. It mitigated the risk associated with
scheduling meetings (e.g. due to conflicts), logistical challenges and intellectual
property protection. It is a common issue in research projects that partners who
could provide knowledge may not want to (or can) share their knowledge which
is necessary for the construction of a DT and the execution of experiments with
the actual system. By employing a compact demonstrator, we were able to con-
duct local experiments with greater efficiency and autonomy, thereby minimiz-
ing the need for extensive coordination with external parties. This independence
not only streamlines the evaluation process but also improves the credibility of
research outcomes by ensuring a robust, controlled and most important close to
realistic testing environment.

9.5 Dissemination Enabler

One interesting side effect of the setup is the potential for dissemination activ-
ities. As our miniature testbed is compact, relatively easy to transport and to
12 We regard twinning as “the act of synchronizing the states of the physical and virtual

entity/twin” [15].



102 E. Modrakowski et al.

set up, we identified the opportunity to showcase it as part of our method dis-
semination. While posters and presentations are a well-established medium for
disseminating academic results. Often such results seem to lack a tangible, real-
world application. As DTs inherently have a physical component, a small-scale
demonstrator can bridge the gap between a theoretical concept and a practical
application in an accessible manner. It is simply more convincing and facilitates
understanding and engagement among the audience. Further, it fosters interac-
tive discussions. We noticed during discussions with colleagues that the subject
is easier to understand, critical feedback can be made clearer and, thus, progress
can be made faster. We think that this comes from the simplified, self-contained
problem the miniature test setup portrays.

This also holds for external dissemination of research results. We brought
a live demonstration to the ESI Symposium 2024 including a large monitor to
show live feeds and statistics from the synchronously running DS and testbed (see
Fig. 11). It helped non-domain experts to understand the subject and to quickly
grasp the application and even to transfer it to their respective domains. While
it is an increased effort to bring a live demonstration in terms of preparation
and logistics, the intensified engagement with scholars and non-experts for cross-
domain dissemination is worth it.

Fig. 11. Demonstration setup of the AMDEV-bed on the ESI Symposium 2024. The
setup includes the AMDEV-bed as well as an interactive digital poster containing live
feeds and telemetry from the setup.

10 Conclusion

In this paper, we share our experience in the development and application of a
miniature ViL testbed for investigating methods based on DTs. We document
and discuss our motivation and choice of a miniature setup including require-
ments, the integration into the context of the use case in the ASIMOV project,



Experience Report for Miniature ViL Testbed DT Development 103

we present the modular concept of the chosen setup, how we implemented the
functionality of the individual modules (reusing existing components as well as
building on standardized interfaces) in detail, and how the setup was used. We
report on the overall development and the assessment of the collected require-
ments as well as insights gained during the development.

The setup has been shown to enable training, understanding and evaluat-
ing RL for an agent operating the physical system by fulfilling the requirement
stated and supporting the creation of academic results regarding DT-based RL.
In conclusion, we strongly advocate to use of such scaled-down versions of the
reference system for experimenting, learning, and evaluating. It enables one to
spend limited resources on developing new applications faster and more effi-
ciently. In addition, disseminating research results on the topic of DTs becomes
more intuitive, perceivable and, in turn, effective. It is in line with the idea of
“think big, start small” and makes research more agile and convincing. In our
research institute, we plan to use the developed setup as a demonstrator and,
over time, expand its capabilities to enable other research topics, exploiting the
knowledge and experience we have gained.
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