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A B S T R A C T

Optimization methods are essential to improve the operation of energy conversion systems including energy
storage equipment and fluctuating renewable energy. Modern systems consist of many components, operating
in a wide range of conditions and governed by nonlinear balance equations. Consequently, identifying their
optimal operation (e.g. minimizing operational costs) requires solving challenging optimization problems, with
the global optimum often hidden behind many local ones. In this work, we propose a hybrid method that
advantageously combines Bayesian optimization (BO) and Interior Point OPTimizer (IPOPT). The BO is a
global approach exploiting Gaussian process regression to build a surrogate model of the cost function to be
optimized, while IPOPT is a local approach using quasi-Newton updates. The proposed BO-IPOPT combination
allows leveraging the parameter space exploration of the BO with the quasi-Newton convergence of IPOPT once
solution candidates are in the neighborhood of an optimum. Using a challenging constrained test function, we
test BO-IPOPT in accuracy and computational efficiency. Finally, we showcase the proposed method in the
optimal operation of a renewable steam generation system. The results show that BO-IPOPT combines high
accuracy and computational efficiency, achieving up to 50% better objective function values at the same CPU
time than other state-of-the-art methods.
1. Introduction

Numerical optimization is widely used to define the optimal op-
eration [1–6] of energy conversion systems with many component
combinations. A large number of system components, their interac-
tions and included control parameters such as temperatures, mass
flows or bypasses, combined with their nonlinear response, renders the
optimization of these systems that are usually high dimensional and
nonconvex. Yet, global optimization is required for model predictive
control framework [7–10], where optimization methods with high
accuracy and low computational cost are necessary.

Optimization methods can be classified into local and global, see
e.g. [11,12]. Local methods use the information in the neighborhood of
a candidate solution to propose an update (improvement). Depending
on whether the update relies on the cost function’s gradient computa-
tion, these can be further classified as gradient-free (e.g. Nelder–Mead)
and gradient-based (e.g. quasi-Newton methods). Local methods con-
verge faster (i.e. with fewer cost function evaluations) than global ones
if the starting point is sufficiently close to the optimum or if the cost
function is (at least locally) convex. However, these methods are more
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prone to get stuck in local minima. A simple approach to mitigate this
risk is to use multi-start (MS) algorithms [13], consisting in repeating
the local optimization from multiple starting points. Leveraging the
fast convergence of local methods, this approach can capture a large
distribution of local optima, from which the one with the best objective
function value can be taken as the best guess for the global optimum.

Global methods can be further classified into deterministic and
stochastic. Deterministic global optimization is mainly based on con-
cepts of enumeration, generating cuts, and bounding to feasible regions
that do not contain any optimal solution [12]. Nevertheless, com-
mercial deterministic global solvers, like BARON [14], are extremely
computational expensive especially in nonlinear nonconvex problems,
where the CPU time increases exponentially with the number of vari-
ables and constraints. Common simplifications, which aim to reduce the
complexity of the problem so that a global method like BARON can pro-
vide the global solution in reasonable time, are the linear modeling of
system components [15] and the linearization of nonlinear component
equations [16]. However, the former does not always guarantee a
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Nomenclature

Acronyms

BO Bayesian Optimization
CPU Central Processing Unit
EI Expected Improvement
GP Gaussian Process
GPR Gaussian Process Regression
HTF Heat Transfer Fluid
HTHP High Temperature Heat Pump
HTHX High Temperature Heat Exchanger
IPOPT Interior Point OPTimizer
LS Local Search
LTHX Low Temperature Heat Exchanger
TES Thermal Energy Storage
WT Wind Turbine
Latin symbols
𝑐𝑝,f Heat capacity of thermal oil
𝑐𝑝,s Heat capacity of thermal storage
𝐷 Set of points
𝑑(⋅, ⋅) Euclidean distance
𝑓 Objective function
𝒈 Set of inequality constraints
𝑔grid Electricity price
𝒉 Set of equality constraints
𝑰 Identity matrix
𝐽 Operating costs
𝑲 Kernel matrix
𝐾 Number of outer iterations
𝑘 Kernel function
𝑙 Length scale
𝑚̇III LTHX inlet mass flow
𝑚̇II HTHX outlet mass flow
𝑚̇IV LTHX outlet mass flow
𝑚̇I HTHX inlet mass flow
𝑚s Mass of thermal storage
𝑛 Number of dimensions
𝑁0 Number of initialization points
𝑁bc Number of best candidates selected at each

iteration
𝑁c Number of candidates considering in EI
𝑃grid Electric power of grid
𝑃HTHP Electric power of HTHP
𝑃WT Electric power of wind turbine
𝑄̇s,ch Storage heat flow rate during charge
𝑄̇s,dch Storage heat flow rate during discharge
𝑅 Rotational speed compressor
𝑡 Time
𝑇1 Storage outlet temperature during charge
𝑇2 Inlet temperature steam generator
𝑇3 Outlet temperature steam generator
𝑇4 Storage outlet temperature during dis-

charge
𝑇III LTHX inlet temperature
𝑇II HTHX outlet temperature
b

2 
𝑇IV LTHX outlet temperature
𝑇I HTHX inlet temperature
𝑇s Storage temperature
𝑢̄ Objective value of 𝑢 at 𝒙̄
𝑢̂ GPR model of 𝑢
𝑢 Objective function with penalty terms
𝒙̄ 𝒙-value of sample points
𝒙 𝑛-dimensional decision variable
𝒙⋆ 𝒙-value of the local search
𝑦 Objective value of 𝑓 at 𝒙
𝑦⋆ 𝑦-value of the local search
𝑦min Minimum 𝑦-value
Greek symbols
𝛼 Regularization term
𝛽1, 𝛽2 Fluid bypass for charging and discharging
𝛾 Relaxation parameter
𝛥𝑡 Discrete time step
𝜖ch Effectiveness of charging
𝜖dch Effectiveness of discharging
𝝀, 𝝆 Penalty weight vectors
𝜉 Amount of exploration
𝜮 Covariance function
𝜎 Standard deviation
𝛷 Cumulative distribution function
𝜙 Probability distribution function
𝛺 Set of R𝑛

realistic system behavior, whereas the latter requires an appropriate
linearization technique depending on the model complexity, where a
balance between accuracy and time efficiency must be found for the
definition of the grid fineness.

An alternative to the deterministic global search is the random
search of stochastic global optimization. These can be further classified
into single candidate (e.g. simulated annealing) or population-based
(e.g. genetic algorithms or particle swarms) [17–20] depending on the
umber of solutions that are iterated upon, or into metaheuristics or

surrogate-based depending on the criteria used for the update. Meta-
euristic methods (such as genetic algorithms or particle swarms) use
 bio-inspired heuristic strategy to advance candidate solutions, while
urrogate-based approaches (such as Bayesian optimization [21–24])

build a surrogate model of the function to optimize and use the model
o drive the new evaluations. Global stochastic methods can avoid local
inima, but tend to require a much larger number of cost-function

valuations than local ones.
The complementary advantages of these methods have motivated

arious hybrid approaches combining global and local methods [17,
25,26]; the reader is referred to [27] for an overview of hybridization
strategies. While most hybrid methods have combined metaheuristics

ith local methods, the recent focus seeks to combine surrogate-based
ethods and gradient-based optimization [28–30] to maximize the

ample efficiency of the hybrid formulation. Surrogate-based methods
build successive approximations of the cost function and generally
require less computational resources than metaheuristics approaches,
hence enabling for more sample-efficient hybrid methods.

This work explores the combination of Bayesian optimization and
a quasi-Newton local approach to determine the optimal operation of
energy conversion systems. In particular, we use the classical BO with

aussian process regression (GPR) and expected improvement [21]
together with the Interior Point OPTimizer (IPOPT) [31,32]. Our com-
ination is similar to the one proposed in [30], but differs in how



L. Kyriakidis et al.

v

f

p
a
g
t

w

𝛺
c
f
b

𝒙
w
m

m
u
m
u
a
u

m

n

t

c
G

m
f
p

Energy 312 (2024) 133416 
the local method is integrated with the GPR, as further detailed in
Section 2.3.

The aim of this study is to develop a method combining the ad-
antages of global stochastic and local deterministic algorithms. More

precisely, our hybrid approach profits from the global exploration of
BO and the effective local search of IPOPT. BO explores the entire
input space on a global scale, taking into account smooth variations
and ignoring details. Then, IPOPT focuses on the regions of interest
provided by the BO part. The advantage of this method is, on the
one side, that IPOPT increases the convergence speed of BO (requiring
ewer cost function evaluations). On the other side, BO determines good

starting points for the local solver.
This paper is organized as follows: Section 2 introduces the pro-

osed hybrid method BO-IPOPT. Sections 3 and 4 present the test cases
nalyzed in this work, namely a constrained test function with known
lobal solution and the constrained optimization problem arising from
he operational management of a renewable steam generation system

to test the performance of our proposed method. Finally, Section 5
summarizes the main conclusions and provides perspective for future

orks.

2. Optimization methods

In this work, we consider the general constrained optimization
problem, defined as:

min
𝒙∈𝛺

{

𝑓 (𝒙) s. t. 𝒉(𝒙) = 𝟎, 𝒈(𝒙) ≤ 𝟎
}

(1)

with 𝒙 ∈ 𝛺 ⊆ R𝑛 the 𝑛-dimensional decision variable contained in set
, 𝑓 ∶ R𝑛 → R the objective function, 𝒉 ∶ R𝑛 → R𝑝 the set of equality

onstraints, and 𝒈 ∶ R𝑛 → R𝑞 the set of inequality constraints. The
unctions 𝑓 ,𝒉, 𝒈 can be nonlinear and nonconvex, but are assumed to
e sufficiently smooth.

We aim to develop an optimization method that provides a sequence
of candidate solutions {𝒙𝐾} converging towards the global minimum
𝐾 → 𝒙⋆ with the highest probability and the fewer iterations 𝐾. In
hat follows, we briefly introduce the BO and IPOPT methods and
otivate our interest in their combination.

2.1. Bayesian Optimization (BO)

BO is a global black-box optimization approach, i.e. requiring no
athematical definition of the objective function. The main idea is to
se the sampling at the candidate solutions {𝒙𝐾} to build a surrogate
odel of the cost function. Following [21], the surrogate model is
sually built with GPR, which is a kernel regression method [33,34]
llowing the analytical computation of both the regression and its
ncertainties. The uncertainties of the model can be used to balance

exploitation, i.e. the tendency to sample where the surrogate predicts
best objective values, with exploration, i.e. the tendency to sample
where the surrogate has the highest uncertainty.

An approach to deal with constraints, often used in stochastic
ethods [17], is to augment the objective function as follows:

𝑢(𝒙) = 𝑓 (𝒙) + 𝝆⊤𝒉(𝒙)2 + 𝝀⊤max(𝟎, 𝒈(𝒙))2 (2)

where 𝝆,𝝀 ≥ 𝟎 are penalty weights vectors associated with the mag-
itude of constraint violation. Several authors (see e.g. [35,36]) have

proposed adaptation methods for these vectors, to adjust the weights
for the constraint violation according to the evolution of 𝑓 (𝒙) during
the optimization process. Nevertheless, as we here focus on a first proof
of concept of the hybridization, we leave these adaptation to future
work.

To solve the optimization problem introduced by (1), BO requires
he following two ingredients:
 d

3 
1. GPR: The GPR builds the surrogate model considering it as a
Gaussian process (GP), i.e. a multivariate Gaussian distribution
in the domain 𝛺. This distribution is initialized with a prior
mean 𝑚(𝒙) and covariance defined by a kernel function, usually
taken as a Gaussian 𝑘(𝒙,𝒙′) = exp(−𝑑(𝒙,𝒙′)2∕2𝑙2), with 𝑙 the
length scale of the kernel and 𝑑(⋅, ⋅) the Euclidean distance be-
tween points in 𝛺. As sample points {𝒙̄1,… , 𝒙̄𝑁c} and associated
objective values 𝑢̄𝑛 = 𝑢(𝒙̄𝑛) are collected, the GPR updates
the underlying GP using standard conditioning rules [33,34]
such that the (surrogate) predictions in 𝒙 ∈ 𝛺 become 𝑢̂(𝒙) ∼
GP(𝜇(𝒙),𝜮(𝒙)) with mean 𝜇(𝒙) and covariance 𝜮(𝒙) functions
defined as:

𝜇(𝒙) = 𝑲𝑇
∗
(

𝑲∗∗ + 𝛼𝑰
)−1𝑢(𝒙̄) (3)

𝜮(𝒙) = 𝑲 −𝑲𝑇
∗
(

𝑲∗∗ + 𝛼𝑰
)−1𝑲∗ (4)

where 𝑲 = 𝑘(𝒙,𝒙), 𝑲∗ = 𝑘(𝒙, 𝒙̄), 𝑲∗∗ = 𝑘(𝒙̄, 𝒙̄), 𝑰 is the identity
matrix of appropriate size and 𝛼 is a regularization parameter
that avoids the fully interpolative behavior of the GPR. The main
hyperparameters of the regression are the kernel’s length scale
𝑙 and the regularization 𝛼; the first determines the smoothness
of the function, while the second regularizes the sensitivity of
the regression towards noise in the case of stochastic objective
functions.

2. Acquisition function: This function controls the location of the
new candidate solutions. The common approach, also used in
this work, is to use the expected improvement (EI) function. This
is defined as:

EI(𝒙) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

(𝑢̂(𝒙+) − 𝜇(𝒙) − 𝜉)𝛷(𝑍)

+𝜎(𝒙)𝜙(𝑍), if 𝜎(𝒙) > 0

0, if 𝜎(𝒙) = 0
(5)

with

𝑍 =

⎧

⎪

⎨

⎪

⎩

𝑢̂(𝒙+)−𝜇(𝒙)−𝜉
𝜎(𝒙) , if 𝜎(𝒙) > 0

0, if 𝜎(𝒙) = 0
(6)

where 𝛷 and 𝜙 denote the cumulative distribution function and
the probability distribution function, respectively. The first term
controls the exploitation: this term is large if the new samples are
close to the expected optima according to the surrogate model.
The second term controls exploration: this term is large if the
new samples are in the area of large 𝜎(𝒙) = diag(𝜮). The param-
eter 𝜉 sets a threshold over the minimal expected improvement
that justifies the exploration and is a hyperparameter of the BO;
hence the larger this value, the more exploration is produced. EI
effectively balances exploration and exploitation incorporating
the probability and the magnitude of improvement. On the one
hand, this means that it selects points showing a high predicted
mean, which could improve the current best observation. On
the other hand, it takes into consideration points with higher
uncertainty, where there might be potential for improvement.

In the classical BO, the algorithm begins with a set of randomly
hosen candidate solutions and iterates alternating one update of the
PR and the maximization of EI to define new candidates.

2.2. Interior Point OPTimizer (IPOPT)

The open-source software package IPOPT [32] is a popular tool
for solving large-scale nonlinear optimization problems. The solver is

ainly based on a primal–dual interior-point method combined with a
ilter line-search method [31]. IPOPT can also be applied to nonconvex
roblems, but should be at least once, ideally twice, continuously
ifferentiable.
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Algorithmically, IPOPT transforms any inequality constraints of the
original problem (Eq. (1)) into natural logarithmic barrier terms in the
objective function, including a barrier parameter, thus considering a
arametric problem. Based on this, a sequence of equality-constrained

problems (barrier problems) is solved for decreasing values of the men-
tioned barrier parameter. This approach is repeated until a point sat-
isfies the first-order Karush-Kuhn–Tucker optimality conditions. Note
that also maximizers and saddle points satisfy the latter optimality
conditions, but IPOPT internally uses a Hessian regularization that
avoids obtaining maximizers and saddle points. For each barrier sub-
problem, a Newton-type algorithm with line search is applied, including
the solution of indefinite sparse symmetric linear systems. In particular,
the overall performance (runtime, accuracy and robustness) strongly
depends on the properties of the chosen sparse linear solver.

Overall, IPOPT is a highly efficient solver to find a local solution
of a large-scale nonlinear nonconvex constrained optimization prob-
lem. However, the computed local optimum depends strongly on the
selected starting point. Consequently, the initialization determines the
rate of convergence to a solution and to which optimum the algorithm
onverges. It should be noted that the local optimization method can
lso perform poorly and even fail if the initial guess is unfavorable. To
vercome these challenges, MS algorithms are often used, as already
entioned in Section 1. The idea behind this is to run an optimization

algorithm multiple times from different starting points and the best
objective function value is considered as the best estimate for the global
optimum.

2.3. Hybrid method BO-IPOPT

The proposed BO-IPOPT combination is illustrated in Algorithm 1.
The algorithm starts with a set of initialization points to generate a first
surrogate model via GPR (cf. lines 1–4). In doing so, the evaluation
f the initialization points is possible, since the objective function is

assumed to be known.
The main part of the algorithm consists of alternating steps of BO

and IPOPT until the total number of outer iterations 𝐾 is satisfied
(cf. lines 6–13). More specifically, new candidates for the GPR are
irst selected by evaluating the acquisition function EI. These new
andidates most likely do not fulfill the constraints of the optimization
roblem considered, especially in nonlinear nonconvex problems of
igher dimension with a large number of constraints. However, instead
f updating the surrogate model directly with the newly selected candi-
ates (as in the classical BO), IPOPT then considers the new candidates

as starting points and determines the optimum for each of them, so the
surrogate model is then updated based on these local optima.

It should be noted that the number of best candidates selected at
ach outer iteration should be chosen considering that the GPR scales
ith the cube of the samples involved because of the inversion of

he covariance matrix 𝑲∗∗ via Cholesky factorization. Nevertheless, in
ll the investigated test cases, the computational cost of the objective

function evaluation (local search) significantly outweighs the cost of
the GPR for the selected hyperparameters (small number of samples
involved), as explained in Sections 3 and 4. This happens because the
slope in the CPU time for the local search is larger than the overhead
f the GPR, which shows that the overhead of the GPR is not particu-
arly relevant for these two cases and the hyperparameters considered.
oreover, it should be underlined that the proposed approach uses

nly feasible and numerical stable solutions (in line 9): if the solution
f IPOPT is not feasible or contains numerical issues like NaN or
nf values, the algorithm selects the next best candidate, and IPOPT
roceeds with this.

Finally, our hybrid method returns (line 14) the minimum objective
unction value included in the set of points 𝐷 without considering the

initial set of points 𝐷0, so that 𝑦min always represents at least a local
solution of Eq. (1) or the global minimum in the best case.
4 
Algorithm 1 Hybrid Method BO-IPOPT
Input: length scale 𝑙; regularization term 𝛼 of GPR; amount of explo-

ration 𝜉; number of initialization points 𝑁0; number of candidates
𝑁c considering in EI; number of best candidates 𝑁bc selected
at each iteration; penalty weight vectors 𝝆,𝝀; number of outer
iterations 𝐾;

1: generate a number of points {𝒙1,… ,𝒙𝑁0
} in 𝛺;

2: evaluate 𝑦𝑛 = 𝑢(𝒙𝑛) for 𝑛 = 1:𝑁0;
3: let 𝐷0 = {(𝒙𝑛, 𝑦𝑛)}𝑁0

𝑛=1;
4: construct a GPR model 𝑢̂0 from 𝐷0;
5: 𝑛 = 𝑁0, 𝑗 = 0;
6: while 𝑗 < 𝐾 do
7: generate a new group of points {𝒙̄1,… , 𝒙̄𝑁c} in 𝛺;
8: {𝒙𝑛+1,… ,𝒙𝑛+𝑁bc} = arg max EI(𝒙̄𝑖; 𝑢̂𝑛) for 𝑖 = 1:𝑁c;
9: solve [𝑦⋆𝑘 ,𝒙

⋆
𝑘 ] = IPOPT(𝒙𝑘) for 𝑘 = 𝑛 + 1:𝑛 +𝑁𝑏𝑐 ;

10: 𝐷𝑗+1 = 𝐷𝑗 ∪ {(𝒙⋆𝑛+1, 𝑦⋆𝑛+1),… , (𝒙⋆𝑛+𝑁bc
, 𝑦⋆𝑛+𝑁bc

)}
11: update GPR model 𝑢̂𝑗+1 from 𝐷𝑗+1;
12: 𝑛 = 𝑛 +𝑁bc, 𝑗 = 𝑗 + 1;
13: end while
14: return 𝑦min = min{𝑦⋆𝑗 }

𝐾 𝑁bc
𝑗=1 ;

The advantage of the proposed BO-IPOPT method is that IPOPT
mproves the convergence of the BO by moving some of the candidate
olutions towards optima. When these are local optima, the EI eval-
ation allows for maintaining global exploration and improving the
egression where needed. If any of these is a global optimum, the EI

keeps favoring its sampling in the following iterations. Overall, this
ethod is not only efficient for BO to speed up its convergence but also

or IPOPT, since BO effectively determines good initial points for the
ocal solver at each outer iteration 𝐾 based on the acquisition function
I. It is worth noticing that any local solver could replace IPOPT,
hich was chosen here because of its efficient, robust, open-source

mplementation.
As mentioned in Section 1, the recently proposed approach BOwLS

[30] (cf. corresponding Algorithm 3 in the mentioned article) is similar
o ours. In [30], the BO framework is also used to determine the

local solver’s starting points and thus create a suitable MS formulation.
owever, it should be noted that there are some technical differences

o our version. First, the initial GPR model is built from the results of
he local searches (not random ones); this brings the risk of restricting
he sampling region of the GPR. Second, the initial and updated GPR
odels are based on the value of the objective function from the

ocal optima but on the inputs of the initial points before using the
ocal solver (𝒙 instead of 𝒙⋆). Consequently, the GPR at each iteration

does not approximate the underlying function but another one that
shares the same local minima identified thus far. Finally, BOwLS uses
the conjugate gradient method from the SciPy package as a local
search, thus not accounting for constraints and the feasibility set of the
problem.

Algorithm 2 MS-IPOPT
Input: Number of outer iterations 𝐾;
1: for 𝑖 = 1 ∶ 𝐾 do
2: generate a random point 𝒙𝑖 in 𝛺;
3: solve [𝑦⋆𝑖 ,𝒙

⋆
𝑖 ] = IPOPT(𝒙𝑖);

4: end for
5: return 𝑦min = min{𝑦⋆𝑖 }

𝐾
𝑖=1;

3. Constrained Ackley function

In this section, we showcase the proposed BO-IPOPT approach on
the well-known Ackley function, often used to test optimization algo-
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Energy 312 (2024) 133416 
rithms [37]. The performance of BO-IPOPT is compared with the clas-
sical random-based MS-IPOPT (cf. Algorithm 2) and the BOwLS [30] in
terms of accuracy and CPU time. All algorithms were implemented in
Python 3.8. More specifically, BO was implemented using the sklearn
library [38] for the GPR, while IPOPT is used via the Python Optimiza-
ion Modeling Objects (Pyomo) software package [39]. To provide the

first and second derivative, Pyomo uses the automatic differentiation
features in the Ampl Solver Library.

All computations were carried out on a machine with Intel(R)
Core(TM) i7-8665U CPU. To allow for a fair comparison between
hybrid approaches, we implement IPOPT as the local solver for the
BOwLS since the conjugate gradient method from the SciPy package
used in [30] is not designed to handle constrained problems. Addition-
ally, for consistency, we consider the same parameters for both hybrid
methods, i.e. 𝑁0 = 10, 𝑁c = 1000, 𝑁bc = 2, 𝜉 = 0.01, 𝛼 = 0.1, 𝑙 = 100,
𝝆 = 𝝀 = 𝟏𝟎𝟎, and the same acquisition function EI. Concerning the
random-based MS-IPOPT, we implement it with 𝑁bc = 2 (cf. line 2 in
Algorithm 2), meaning that two random points are generated for each
uter iteration 𝐾 and used as starting points for the IPOPT solver.

The Ackley function is a challenging problem that is nonconvex and
ighly multi-modal with multiple local minima and one global mini-
um, making it difficult for optimization algorithms to find the global

ptimum. The presence of numerous peaks and valleys tests the algo-
ithm’s ability to escape local minima, while its large dimensionality
ests the algorithm’s ability to handle the curse of dimensionality.

Since this function was originally designed as an unconstrained
optimization test case, we add two inequality constraints as proposed
in [37]. These constraints represent two different types of conditions: a
inear inequality and a nonlinear inequality constraint. Their purpose is
o help evaluate how well the optimization algorithms handle different
inds of constraints and they make the problem more realistic, as
eal-world problems typically involve a mix of linear and nonlinear
onstraints. The resulting constrained optimization problem is defined
s follows:

min 𝑓 (𝒙) = −20 exp
⎛

⎜

⎜

⎝

−0.2

√

√

√

√
1
𝑛

𝑛
∑

𝑖=1
𝑥2𝑖
⎞

⎟

⎟

⎠

− exp
(

1
𝑛

𝑛
∑

𝑖=1
cos(2𝜋 𝑥𝑖)

)

+ 20 + 𝑒

(7)

. t.
𝑛
∑

𝑖=1
𝑥𝑖 ≤ 0, ‖𝒙‖2 − 5 ≤ 0, 𝒙 ∈ [−5, 10]𝑛 (8)

where 𝑛 denotes the problem’s dimension, set to 𝑛 = 100 for this
xperimental study. The optimization problem defined in Eqs. (7)–

(8) has a global minimum at 𝒙 = 𝟎 with objective function value 0,
.e. 𝑓 (𝒙) = 0. Since all implemented algorithms are based on a certain
andomness that could lead to a varying optimizer’s performance from
un to run, our numerical experiments were repeated 100 times with
 number of outer iterations 𝐾 = 300. By conducting multiple runs,

we can compute statistical measures such as mean providing a more
eliable assessment of the algorithm’s performance and ensuring that
he results are not overly dependent on a particular starting point.

The optimization results for the three methods are shown in Fig. 1.
The figure compares the averaged minimum objective function value
btained and the averaged CPU time versus the number of outer iter-
tions as well as the corresponding solver performance, i.e. averaged
inimum objective function value versus averaged CPU time. Com-
aring the optimization results obtained using BO-IPOPT, MS-IPOPT,
nd BOwLS in terms of both the minimum objective function value
nd the CPU time is interesting for the following reasons: on the one

hand, the minimum objective function value indicates how well each
optimization algorithm performs in terms of finding the best solution
to the problem. A lower objective function value typically represents
a better solution. On the other hand, the CPU time measures the
computational resources required by each method to reach the solution.
5 
This is crucial in practical applications where time and computational
resources are limited. The results on the right of Fig. 1 help to compare
he minimum objective function value reached by each optimizer at

a certain CPU time. This figure shows that the proposed BO-IPOPT
outperforms the other two optimizers. As expected, MS-IPOPT and
BO-IPOPT start with a higher minimum objective function value than
BOwLS because both methods use a random initialization, while BOwLS
considers local optima as initialization for the initial GP model.

BO-IPOPT converges faster towards the global minimum. More
precisely, the proposed method shows a noteworthy 24% and 47%
improvement in minimum objective function value after ≈40 s as well
as 17% and 36% improvement after ≈80 s compared to MS-IPOPT
and BOwLS, respectively. A more substantial enhancement is achieved
by our hybrid approach after ≈30 s, reaching 28% and 50% com-
pared to MS-IPOPT and BOwLS, respectively. The faster convergence
of BO-IPOPT can be explained as follows: on the one hand, MS-IPOPT
naturally converges more slowly to the global optimum because it
strongly depends on its randomly chosen starting points, while BO
in BO-IPOPT provides good starting points to IPOPT at each outer
iteration and helps the hybrid method to converge faster to the global
minimum than MS-IPOPT. On the other hand, the GPR in BO-IPOPT
has better performance in providing a better surrogate model since the
sampling is more spread (random points for the initial GP model) than
in BOwLS, which narrows the sampling near the local optima (local
minima for the initial GP model).

The selected large value for 𝑙 enables the BO’s GP model to explore
the entire input space on a global scale, taking into account smooth
variations and ignoring details of the function to be optimized. Then,
IPOPT focuses on the regions of interest provided by the BO part as
starting points, ensuring that all constraints are satisfied at each outer
iteration 𝐾. This approach increases the probability that the IPOPT in
the hybrid method will avoid becoming stuck in local minima by lever-
aging the globally informed guidance from the BO part. In addition,
the small number for the initialization points 𝑁0 avoids unreasonable
increase in CPU time due to the correlation matrix inversion in the GPR
of the BO part, especially in high dimensions. Regarding CPU time,
the simplest MS-IPOPT outperforms both hybrid methods, as shown in
Fig. 1; this gives an order of magnitude of the costs for training the
GPR surrogate model in the two hybrid methods.

It should be underlined that an exhaustive comparison of the two
hybrid methods in several benchmark problems should also include
 broader range of hyperparameters; this will be carried out in the
xtended version of this work. For the investigated test case, the
erformance gap appears to depend on the outer iterations 𝐾: as shown
n Fig. 1, at 𝐾 = 100, BO-IPOPT is well ahead in the averaged minimum

objective function value, but BOwLS reaches similar objectives at 𝐾 ≈
170.

The number of initialization points 𝑁0 is a second crucial parameter.
It is expected that larger values will favor BO-IPOPT, since they enable
etter exploration of the solution space, while the local optimization

in BOwLS restricts the exploration of the BO. Moreover, increasing
𝑁0 increases the number of (initial) local searches in the BOwLS and
thus directly leads to higher computational costs in contrast to BO-
POPT. However, a large 𝑁0 increases the computational cost of the
PR, which grows cubically with the number of training data (hence

he size) of matrix 𝑲∗∗ in Eq. (3). Nevertheless, in all the investigated
problems, the cost for the GPR is significantly lower than the cost of
evaluating the objective function and this parameter has thus a minor
impact on the computational costs.

4. Renewable steam generation

The second test case is the operation optimization problem of an
industrial energy conversion system for renewable steam generation.
This power-to-heat system (cf. Fig. 2) was recently proposed in [40] and
is currently used as a practical benchmark to evaluate the algorithms. In
the following, we first briefly describe the test case and the resulting
optimization problem (Section 4.1) and then present and discuss the
results of the optimization (Section 4.2).
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Fig. 1. Optimization results for the constrained Ackley function (Eqs. (7)–(8)): comparison of the averaged minimum objective function value (left), the averaged CPU time (middle)
and the respective solver performance (right) over 100 trials using MS-IPOPT, BOwLS and BO-IPOPT in relation to the number of outer iterations 𝐾. The global minimum is also
visualized.
Fig. 2. Illustration of the investigated industrial energy conversion system for electrified steam generation recently proposed in [40]. The system consists of a HTHP, a TES and a
SG, where the HTHP is powered by electricity from a wind turbine or the power grid. The HTHP uses waste heat air stream as a heat source and enables charging and discharging
of the TES via an intermediate thermal oil stream. Furthermore, constant heat demand for the steam consumer factory must be satisfied.
4.1. Problem description

The considered electrified system shown in Fig. 2 aims to provide
constant process heat in the form of super-heated steam for an indus-
trial process. The multi-component system mainly consists of 4 units:
(i) a wind turbine (WT) to produce renewable electricity driving the
system; (ii) a closed reverse Brayton cycle high-temperature heat pump
(HTHP), powered by electricity from the WT or the power grid, to
generate process heat; (iii) a sensible thermal energy storage (TES)
to store excess thermal energy generated during periods of high wind
power or low electricity prices; (iv) the steam generator (SG) for
providing process steam via an intermediate thermal oil stream and
controllable fluid bypasses.

The HTHP and SG models were created with the process simulation
software Ebsilon [41], with the former being able to simulate part load
behavior. The TES model is developed using a lumped capacitance
approach, while the WT power output is modeled from the specific
power curve at hub height, i.e. the power curve determines the wind
power generated as a function of the wind speed extrapolated to the
corresponding height.

In the system configuration (cf. Fig. 3), the HTHP provides high-
temperature process heat to an intermediate circuit routed through the
TES or directly to the SG via a controllable fluid bypass. Thermal oil is
chosen as heat transfer fluid (HTF) in the intermediate loop due to its
compactness and fluid phase within the temperature range. During the
charging process, the temperature in the TES is heated up by the HTF
6 
before it enters the SG; discharging operation is vice versa. In discharge
mode, the HTHP’s power consumption can be significantly reduced
since less heat has to be supplied to the intermediate loop to ensure
constant steam generation. In idle operation, the TES is completely
bypassed by the HTF. The cold outlet stream is not used for cooling
applications in the current setup. For more details, we refer the reader
to [40].

Optimization aims to determine the cost-optimal operation, i.e. min-
imizing operational costs considering the fluctuating wind energy and
electricity prices. To build an algebraic model problem, the underlying
HTHP and SG models are converted into an algebraic form using
polynomial surrogate models, as described in [40]. This results in an
algebraic nonlinear nonconvex constrained optimization problem that
can be formulated in a discrete setting as:

min 𝐽 (𝑃grid) =
𝑛
∑

𝑘=1
𝑃 𝑘

grid𝑔
𝑘
grid𝛥𝑡 (9)

s. t.
𝑃 𝑘

grid + 𝑃 𝑘
WT = 3𝐹HTHP

(

𝑇 𝑘
I , 𝑚̇𝑘

I , 𝑇 𝑘
III, 𝑅𝑘) (10)

𝑇 𝑘
II = 𝐹HTHX

(

𝑇 𝑘
I , 𝑚̇𝑘

I , 𝑇 𝑘
III, 𝑅𝑘) (11)

𝑇 𝑘
IV = 𝐹LTHX

(

𝑇 𝑘
I , 𝑚̇𝑘

I , 𝑇 𝑘
III, 𝑅𝑘) (12)

𝑇 𝑘
2 = 𝑇 𝑘

II𝛽
𝑘
1 + 𝑇 𝑘

1
(

1 − 𝛽𝑘1
)

(13)

𝑇 𝑘
I = 𝑇 𝑘

3 𝛽
𝑘
2 + 𝑇 𝑘

4
(

1 − 𝛽𝑘2
)

(14)

𝑇 𝑘 = 201.92 + 1819.32
𝑘 (15)
2 3𝑚̇II



L. Kyriakidis et al.

b

a
𝛽

s
p
t
𝐹
i

(
h
t
a

f

m

f
t
s

2
c
p

Energy 312 (2024) 133416 
Fig. 3. Detailed flow chart [40] of studied system (cf. Fig. 2) including HTHP, TES and SG. HTHP and SG are represented by polynomial surrogate models, while TES is modeled
y an effectiveness model. An adjustable fluid bypass 𝛽1 ∈ [0, 1] is used to control the heat input to the TES and SG, conversely the bypass 𝛽2 ∈ [0, 1] regulates the heat input

to the HTHP depending on the thermal state 𝑇s of the TES and SG outlet stream. The solid and dashed lines indicate the charging and discharging mode in a simplified way. In
ddition, simultaneous charging and discharging is not allowed. For example, charge mode is 𝛽1 ∈ [0, 1), 𝛽2 = 1, discharge mode implies 𝛽2 ∈ [0, 1), 𝛽1 = 1, and idle mode represents
= 𝛽 = 1.
1 2

B

S

p
U

r
a

m
s
t

𝑇 𝑘
3 = 196.3 − 188.4

3𝑚̇𝑘
I

(16)

𝑄̇𝑘
s,ch = 3𝑚̇𝑘

II𝑐𝑝,f
(

𝑇 𝑘
II − 𝑇 𝑘

1
)(

1 − 𝛽𝑘1
)

(17)

𝑄̇𝑘
s,dch = 3𝑚̇𝑘

I 𝑐𝑝,f
(

𝑇 𝑘
4 − 𝑇 𝑘

3
)(

1 − 𝛽𝑘2
)

(18)

𝑄̇𝑘
s,ch𝑄̇

𝑘
s,dch ≤ 𝛾 (19)

𝑇 𝑘
1 = 𝑇 𝑘

II − 𝜖ch
(

𝑇 𝑘
II − 𝑇 𝑘−1

s
)

(20)

𝑇 𝑘
4 = 𝑇 𝑘

3 − 𝜖dch
(

𝑇 𝑘
3 − 𝑇 𝑘−1

s
)

(21)

𝑇 𝑘
s = 𝑇 𝑘−1

s +
𝑄̇𝑘

s,ch−𝑄̇
𝑘
s,dch

𝑚s𝑐p,s
𝛥𝑡 (22)

𝑇 0
s = 𝑇0, 𝑇 𝑛

s = 𝑇 0
s (23)

𝑇 𝑘
I ∈ [177, 250], 𝑚̇𝑘

I ∈ [5, 16] (24)

𝑇 𝑘
III ∈ [60, 100], 𝑅𝑘 ∈ [0.8, 1.53] (25)

with a uniformly spaced time grid 𝑡𝑘 = 𝛥𝑡𝑘 for 𝑘 = 1,… , 𝑛, so
that the functions are considered only at the discrete time points,
i.e. 𝑇 𝑘

𝐼 ∶= 𝑇𝐼 (𝑡𝑘). The linear objective function (Eq. (9)) relies on the
ystem’s operating cost that is directly related to the consumed grid
ower of the HTHP. The power balance and outlet temperatures of
he HTHP are described by Eqs. (10)–(12), where 𝐹HTHP, 𝐹HTHX, and
LTHX represent the corresponding surrogate models as a function of

nlet temperatures, mass flow and rotational shaft speed. The bypass
modeling is represented by Eqs. (13) and (14), while Eqs. (15) and
16) reflect the SG surrogate models. The charging and discharging
eat flows (Eqs. (17), (18) and (19)) depend on the HTF mass flow,
he temperature level and the fluid flow bypasses. Moreover, charging
nd discharging at the same time is not allowed.

The constraints in Eqs. (20)–(22) relate to the TES effectiveness
model and the storage temperature change. For a complete set-up,
an initial storage temperature 𝑇0 is required, which is assumed to be
the same at the end of the operating period (Eq. (23)). The simpli-
ied models in Eqs. (10)–(12) are valid within the box constraints in

Eqs. (24) and (25), while other variables are naturally limited by the
system itself. The factor 3 in Eqs. (10) and (15)–(18) arises because
the surrogate models were derived for a single HTHP, but three HTHPs
are operated in parallel to keep the component dimensions within a

oderate scale.

4.2. Optimization results

This section presents the optimization results of the proposed system
or renewable steam generation. We consider a one-day system opera-
ion and set the time step to 𝛥𝑡 = 1h, giving the total number of discrete
teps 𝑛 = 24. The scenario for the WT power production and the grid

electricity price are displayed in Fig. 4 as a function of time during
4 h. The time horizon considered, resulting in 408 decision variables
ontrolling the system, makes this nonlinear nonconvex optimization
roblem with a large number of equality and inequality constraints
7 
(360 in total) unfeasible for a commercial global optimization solver
like BARON.

The optimization results are presented in Fig. 5. As in Section 3, we
compare the averaged minimum objective function value, the averaged
CPU time and the corresponding solver performance of the proposed

O-IPOPT to MS-IPOPT and BOwLS. The same hyperparameters as in
the previous test case are considered. Our numerical experiments are
repeated 20 times for averaging out the stochastic nature of the opti-
mizers. We reduce this number with respect to the previous test case
because this optimization problem requires larger computational time
due to the larger dimension and the large set of equality constraints.
ince the global minimum of this optimization problem is unknown, we

use MS-IPOPT with 10,000 different initialization points to explore the
arameter space and for each point MS-IPOPT determines the optimum.
sing 10,000 starting points ensures a comprehensive exploration of

the parameter space. This large number increases the probability of
finding the global minimum or a solution very close to it. The best
esult, herein considered as an estimate of the global optimum, lies
t 1046.53e. The same optimum is also obtained for BO-IPOPT and

BOwLS with 10,000 different initialization points and is shown in Fig. 5
on the left and the right.

As in the previous test case, BO-IPOPT outperforms the other ap-
proaches in terms of convergence, while both hybrid methods in the
real-world case converge faster towards the best reference solution
than the MS-IPOPT. The same observations made from the previous
test case on the role of the starting points in the initial GPR for BO-
IPOPT and BOwLS apply to this case. Moreover, the same factors as in
the constrained Ackley function contribute to the faster convergence of
BO-IPOPT compared to MS-IPOPT. However, it is worth noticing that
none of the optimizers approach the best known solution (estimated
by the 10,000 IPOPT iterations) within the 𝐾 = 300 outer iterations
on average. This, together with the minor improvements (slower con-
vergence towards optimum compared to constrained Ackley function)
achieved by all optimizers, highlights the complexity of the optimiza-
tion problem, which is nonlinear, nonconvex and high-dimensional
with a large number of constraints. BO-IPOPT shows an improvement in
the minimum objective function value of ≈1% compared to the other
two methods. To address the complexity of the problem, identifying
the best hyperparameters for BO-IPOPT and selecting a higher number
of best candidates (𝑁bc > 2) at each outer iteration, whose IPOPT
evaluations run in parallel to explore different regions of the parameter
space simultaneously, can be incorporated into future optimization
strategies.

In terms of computational cost, Fig. 5 shows a nearly linear trend
for both the hybrid methods and the MS-IPOPT, with the slope being

uch larger than in the previous test case because of the larger dimen-
ionality of the problem. This trend in the computational time remains
he same for two different numbers of best candidates 𝑁bc, as seen in

Fig. 6. The linear trend confirms that the computational cost of the GPR
is negligible compared to the cost function evaluation (local search of
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Fig. 4. Visualization of 24 h reference data 𝑃wt (WT power output) and 𝑔pr,grid (electricity price) to minimize operating cost in Eqs. (9)–(25).
Fig. 5. Optimization results for the use case renewable steam generation (Eqs. (9)–(25)): comparison of the averaged minimum objective function value (left), the averaged CPU
time (middle) and the respective solver performance (right) over 20 trials using MS-IPOPT, BOwLS and BO-IPOPT in relation to the number of outer iterations 𝐾. The best known
solution (computed by 10,000 IPOPT iterations) is also visualized as an estimate of the global optimum.
Fig. 6. Optimization results for the use case renewable steam generation (Eqs. (9)–(25)): comparison of the averaged minimum objective function value (left), the averaged CPU
time (middle) and the respective solver performance (right) over 20 trials using BO-IPOPT with 𝑁bc = 1 and 𝑁bc = 2 in relation to the number of outer iterations 𝐾. The best
known solution (computed by 10,000 IPOPT iterations) is also visualized as an estimate of the global optimum.
BO-IPOPT) for the number of initialization points (𝑁0 = 10) considered.
Therefore, problems of scalability are not observed for the size of the
sampling at hand. Moreover, the success of the hybrid approach and
thus of the BO part implies the success of the GPR even for the overall
limited number of samples involved. Given the large dimensions of
both problems, these results are particularly promising, as it is well
known that BO faces the curse of dimensionality (the exponential
increase of samples required to identify a model as the dimensions
increase). A more comprehensive investigation using a wider range of
benchmark problems is necessary to determine whether the proposed
hybrid formalism can effectively overcome this limitation, and future
work will explore this aspect in greater detail. It is noteworthy that
several advanced strategies have been developed to mitigate the curse
in GPR, including variable selection, additive decomposition, sparse
approximations, and low-dimensional embeddings (see [42,43]). These
techniques can be readily incorporated into our formalism, potentially
leading to further improvements in high-dimensional settings.
8 
The choice of hyperparameters clearly influences the performance
of both hybrid methods. Among these, the number of candidates 𝑁bc
updated via the local solver appears a critical parameter governing
the optimization convergence rate as well as the computational effort.
Fig. 6 shows the impact of this hyperparameter in the optimization
performance. A higher number of 𝑁bc leads to a significant increase
in the computational cost of BO-IPOPT with a simultaneously minor
improvement in its convergence rate. For a better comparison, we
also display the solver performance on the right of Fig. 6, showing
a slightly better performance of our hybrid approach with 𝑁bc =
1 compared to 𝑁bc = 2. Future work will analyze the impact of
various hyperparameters on the optimization performance of the pro-
posed hybrid method in more depth. Moreover, it is of interest to
investigate in future studies the influence of the problem setup (e.g. ini-
tial and boundary conditions, time step 𝛥𝑡) on the performance of
BO-IPOPT.
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5. Conclusion and future work

This work presents a novel method called BO-IPOPT to determine
the optimal operation of energy conversion systems. BO-IPOPT effec-
ively combines Bayesian optimization and Interior Point OPTimizer,
llowing profit from the global exploration of the surrogate modeling
n the BO with the quasi-Newton local convergence of IPOPT. In BO-
POPT, BO is made aware of the constraints via penalty terms in the
bjective function, while IPOPT is naturally aware of the constraints
uring its updates.

We demonstrate the proposed method in a challenging constrained
test case and the optimization of a complex industrial energy conver-
sion system for renewable steam generation. The optimization perfor-
mance is compared to the classical MS-IPOPT with random initializa-
tion and the recently introduced hybrid BOwLS.

In both cases, the proposed hybrid method clearly outperforms
OwLS and MS-IPOPT in convergence rate. On the one hand, a sub-
tantial improvement in objective function value of up to 50% at the
ame CPU time is achieved compared to the other two optimizers in the
onstrained Ackley function. On the other hand, the complexity of the
eal-world use case leads the optimizer to a better objective function
alue of ≈1% in comparison to the other two competing methods. The
erformance gain with respect to BOwLS appears to be linked to the
ifferent initialization criteria and the use of surrogate models that
pproximate the original function.

Regarding the computational cost, the overhead of the hybrid meth-
ods is mostly linked to the construction of the GPR at each iteration.

evertheless, this is found to be negligible in both cases, showing
 linear trend in the CPU time as the number of outer iterations
ncreases. The major increase in the CPU time for both hybrid methods
s primarily due to the additional number of best candidates leading
irectly to more IPOPT evaluations. However, these can be carried out
ndependently and could be easily parallelized. This will be the subject
f future work.

Future work will proceed along three axes. First, it is of interest to
nalyze the performance of BO-IPOPT in a larger number of benchmark
roblems with varying dimension and complexity, considering in the

comparison with state-of-the-art methods also other BO variants from
the literature except for MS-IPOPT and BOwLS. Second, we seek to
improve the handling of the constraints in the BO portion of the
algorithm. Finally, we aim to address hyperparameter optimization for
BO-IPOPT, and consider the sensitivity of its performance to identify
he optimal balance between accuracy and computational cost.
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