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Abstract— The AI for Micro Mobility (μAFM) is the new 

research platform for investigation of novel active and passive 
electronic bicycle assistance control methods within the 
Department of Vehicle System Dynamics at the German 
Aerospace Center (DLR). Autonomous driving and artificial 
intelligence offer completely new possibilities for control systems. 
However, no studies have yet investigated the holistic approach, 
from the perception sensors to the control algorithms, with the aim 
of protecting vulnerable road users, particularly in the context of 
bicycles. The objective of our research is to contribute to this field 
of study. To this end, we equipped a production electric serial 
hybrid power train bicycle with a set of state-of-the-art sensors 
and computational hardware. The hardware and software 
integration of the various sensors as well as the network 
architecture is presented. Paving the path for further research in 
this field. Concluding, two real-word experiments are conducted 
to validate and investigate the performance of the setup for further 
control algorithms studies.  

Keywords— AI-based control methods, e-bike research platform, 
bicycle assistant systems, robotic bicycle, electro-mobility, micro 
mobility platform 

I. INTRODUCTION 

Global warming, a pressuring issue of our times, has 
catalyzed numerous international conferences and agreements 
with the goal to reduce greenhouse gases. The latest agreement 
aims to decrease emissions drastically [1]. However, emissions 
from the transport sector are steadily increasing [2]. To keep up 
with the agreed targets, the European Union needs to reduce an 
estimated 60% of greenhouse gases in the transportation sector. 
One way is the diversification of the transport systems landscape 
[1]. Electric bicycles can be beneficial in this context, especially 
regarding commercial delivery of goods in urban regions, since 
they have up to ten times lower lifecycle emissions than 
commercial vehicles [2], [3]. In addition, they increase the 
radius of activity in comparison to conventional bicycles [4]. 
Therefore, governments around the world are subsidising 
electrical bicycles and vehicles as well as its infrastructure [5], 
[6]. This is one of the reasons why electric bicycles are currently 
leading the market in sales figures, and are constantly rising in 
sales with an annual grow rate up to 10 % [7]. 

Complementary, the increasing numbers of electric bicycles 
participating in traffic lead to more severe accidents and higher 

hospitalization rates [8]. Notably, two-thirds of the accidents are 
single bicycle accidents and 26% are bicycle-vehicle collisions 
[8]. On the contrary, electric bicycles cause three times more 
pedestrian accidents and lead to twice the number of fatalities 
than conventional bicycles [9], [4]. This alarming trend 
emphasizes the need to improve driver safety. This can be 
achieved by supporting the cyclist in the main driving tasks as 
stated in [10]. Contemporary works roughly distinguish between 
perception tasks and control related tasks. The perception 
focuses on the integration of various sensors, mostly to detect 
hazardous situations, while control mainly considers the 
optimization of the power train, vehicle stabilization and path 
planning. 

For instance, the authors of [11] enhance driver safety by 
utilizing a LiDAR sensor to scan the surrounding area and alert 
the driver in dangerous situations through an acoustic signal. 
The authors of [13] developed a novel radar specifically for 
bicycle application, with a broad near detection area. Degen et 
al. [14] use a radar for object detection together with a camera 
and an inertial measurement unit (IMU) for sensor fusion to 
inform the driver in emergency conditions on a mobile device. 
Meanwhile, [15] analyses the ground via camera images to 
create a terrain profile for possible path planning algorithms.  

On the control side, [16] investigates different vehicle model 
depths for motion planning and control algorithms together with 
experimental validation of the controllers. The authors of [17], 
[18] derive equations for steering stabilization and implement 
them on a bicycle robot. Other related work refrain from testing 
on a real-world platform. 

Fig. 1 contextualizes this work within the broader context of 
current research in the field. In contrast to other research 
platforms, which either concentrate on perception [11], [13], 
[14], [15] or control [16], [17], [18] and exclude the combination 
of both systems. Our approach is characterized by an integrated 
assistance system. That combines sophisticated perception 
sensors, vehicle state sensors and bicycle control in a single 
platform. This enables the active and passive protection of 
vulnerable road users and the research for advanced control 
algorithms in combination with the serial hybrid powertrain. 
Furthermore, the perception sensors follow a scalable design of 
the hardware and software for potential future application within 
the departments research vehicle fleet [19]. 
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Fig. 1. Categorization of this work wihin the research field. 

The main contributions of this work are: 
� Design of a novel comprehensive integrated assistance 

system for bicycle application. Further, we present an 
overview of the sensor and actuator network together 
with power train architecture. Following this framework, 
we provide an in-depth analysis of the real time 
middleware software, including the design of the CAN 
driver, the radar driver, the system integration of the 
sensors and the overall software architecture.  

� Validation of the platform, with a particular focus on the 
quality of the perception sensors, vehicle state and 
powertrain signals. The intention is to create a platform 
for further AI-based software research. So, a detailed 
analysis of test drive scenarios for data collection with 
the full sensor and actuator setup is carried out, which 
can be used for further development of AI-based control 
algorithms. It should be noted that this is not a 
production-oriented development, as the hardware has 
been optimized for performance to accommodate the 
latest algorithms and not on cost efficiency. 

II. VEHICLE ARCHITECTURE 

The necessity for an experimental carrier has been identified 
as a key requirement for the introduced investigation of the 
novel integrated assistance system approach. The proposed 
solution is a production electric cargo bicycle with a serial 
hybrid power train, which will support the additional load 
required for the research equipment and enable a high degree of 
manipulation for the control algorithms in the power train. We 
equipped it with a set of state-of-the-art sensors and 
computational hardware. In a holistic approach we designed the 
hardware according to our requirements, for later application 
within our research vehicle fleet. This section presents an 
overview of the vehicle setup, its network architecture and the 
unique power train functionality. 

A. Vehicle Overview 
Fig. 2 shows the developed μAFM research platform with the 
corresponding installation locations for sensors, controllers 
and power supply.  

 

Perception IMU, GPS
CAN 

Interface

Power Supply
Controller

 

Fig. 2: The μAFM research plattform and the corresponding installation 
locations for sensors, controllers and power supply. 

The extensive use of modular profiles on the front and rear 
carrier allows high flexibility and modularity in extending the 
existing setup together with cross-fleet sharing of the sensors 
and the associated software. 

The front carrier of the presented hardware setup contains 
the following perception sensors for the environmental scene 
analysis: 
� High-resolution LiDAR with 64-vertical and up to 2048 

horizontal layers and a 360° field of view. 
� 77 GHz radar sensor with digital-forming scanning 

antenna that offers two different types of data. First, it 
provides Radar Data Images (RDI), e.g. raw data 
detection points of the radar with a resolution of max. 
1104 detections per scan and a latency of < 35 ms. 
Second, it provides an object list containing the 
processed RDI data with a multitrack and multitarget 
Kalman filter.  

� Stereo camera with 2.1 mm lenses and a field of view of 
92°. In addition to the RGB-channels, it delivers a depth 
image of the scenery in a range up to 20 m coupled with 
a three-dimensional AI-based object detection. 

Besides the aforementioned perception sensors, the platform 
is equipped with measurements units for navigation, vehicle 
state monitoring and low-level control interaction of the power 
train. The following instruments are mounted on the rear carrier: 
� Intelligent 9-axis absolute orientations sensor with 

integrated sensor fusion that provides the orientation of 
the device [20].  

� Global navigation satellite system (GNSS) sensor with 
global positioning system (GPS) receiver operating at an 
update rate of 5 Hz and an accuracy of 2.5 m. The unit 
provides a second velocity signal and positioning signals 
for simultaneous localization and mapping (SLAM) 
algorithms. 

� Controller area network (CAN) interface for high speed 
data transfer with up to 1 Mbit/s bandwidth.  

The trailer module completes the overview of the sensor 
hardware. It contains the power supply of the research 
equipment and also contains the main control unit. The real-time 
capable Linux-based computing platform contains an advanced 
graphical processor unit (GPU) and adequate storage capacity 
for AI-driven methods. 
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B. Network Architecture  
After introducing the physical modification and sensor 

integration in the previous chapter, the following section focuses 
on the underlying network depicted in Fig. 3. The illustration 
provides a comprehensive overview of the network architecture. 
It highlights the communication protocols designed to ensure 
robust real time data exchange that facilitates the 
communication lines between the sensors, the actuators and the 
main control unit.  

The network architecture is designed for real-time 
communication, on the basis of data distribution service (DDS). 
DDS is a middleware that facilitates efficient distribution of 
data in a distributed system [21]. In the μAFM, it ensures the 
real-time communication via Ethernet for the LiDAR and the 
radar sensor. Complemented by USB-C for rapid image data 
processing, regarding the stereo camera and USB-A for GPS 
and IMU, ensuring precise navigation input. Finally, the CAN 
interface enables high-speed communication with the power 
train control and human machine interface (HMI) control bus. 

 

 

Fig. 3: Overview of the μAFM network architecture. 

C. Power Train Functionality  
The μAFM is equipped with a unique serial hybrid system, 

referred to as “Bike by wire” [22]. The pedals are mechanically 
decoupled from the drive train, i.e. there is no physical 
connection (e.g. a chain) between the pedals and the motor. The 
alternator is connected to the pedals and constantly induces a 
resistance on the pedal while simultaneously absorbing the 
human pedaling power [23]. This increases the freedom of 
control interventions, from the simulation of a continuous 
variable transmission system over the adaptation of the pedal 
feedback up to the separate control of engine and alternator. 
This provides a smooth transition between a pedal-assist electric 
cycle, also called pedelec, that is characterized by an electric 
motor that assists the driver while pedaling and a power-on-
demand electric bicycle where the bicycle has an electric motor 
activated by a throttle [7].  

III. SOFTWARE ARCHITECTURE  

As the μAFM is equipped with a diverse set of sensors, a 
suitable software stack is needed to meet our requirements. We 
defined them as followed: 

� Real-time computing to enabling advanced control 
algorithms. 

� Simple sensor system integration with a broad use of 
open source software. 

� Straightforward coordinate transformation of the sensor 
data, to enable sensor fusion and data processing from a 
diverse set of sensor inputs.  

� Modularity and scalability so that the algorithms can be 
reused on comparable mobility platforms.  

 Due to the requirements, the open source software library 
Robot Operating System 2 (ROS2) was chosen. It is a state-of-
the-art middleware platform for robotic and autonomous 
driving-systems. ROS2 is efficient and robust in handling data 
processing and communication tasks in comparison with other 
systems and broadly used in research [24]. Furthermore, the 
middleware platform is based on a publisher/subscriber 
structure. In contrast to ROS1, ROS2 uses DDS for 
communication to improve its real time capabilities. A ROS2 
network consists of multiple nodes, which can publish and 
subscribe to topics for data exchange between the nodes. A node 
is a modular functional unit like e.g. a sensor driver or an 
algorithm for processing and fusing sensor data. 
In the following, the developed sensor drivers are explained in 
detail and the necessary coordinate transformation for the sensor 
integration is introduced. The open source ecosystem offers a 
variety of software packages for robot control, autonomous 
driving and development of AI applications [25], [26], [27], 
[28], [29] to advance the development and deployment of 
intelligent and autonomous systems. Together with the sensor 
and computing hardware, the software architecture based on 
ROS2 enables the use of a wide range of AI-based control 
algorithms. Several studies have already shown that a 
comparable setup is suitable for this purpose [30], [31]. 

A. Sensor Drivers 
Due to its extensive open-source community, many sensor 

drivers and algorithms are freely available for ROS2. For a 
subset of our sensors, including the stereo camera [29], the 
LiDAR [32], the IMU [33] and the GPS sensor [34], drivers are 
available. Nevertheless, our project demands further custom 
software development for the CAN and radar driver to achieve 
full operational integration.  

The CAN driver is built on the socketCAN API. This 
enables the driver to be hardware independent and support all 
major CAN chipsets and bus types. The socketCAN API also 
allows the programmers easy access to the CAN sockets on a 
Linux system [35], [36]. The driver comprises two ROS Nodes, 
(cf. Fig. 4). The first node accesses the socketCAN API, reads 
the data and converts it into a ROS messages. The second node 
processes the generated ROS message and decodes it according 
to the CAN data description format (dbc). The CAN messages 
are then published as custom ROS messages. In order to adjust 
this driver to a new CAN-Bus, solely the parser node has to be 
adapted to the new *.dbc- file format.  
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Fig. 4: CAN driver ROS node and message structure. 

In contrast to the CAN driver, there is no preliminary work 
for the radar available. Therefore, a custom driver was 
developed. The radar driver reads the raw ethernet byte stream, 
processes it and integrates it into the ROS2 environment. Fig. 5 
visualizes the data processing by the radar driver. It is separated 
into three functional steps represented by the nodes. It starts 
with byte stream decoding and conversion into ROS2 
messages. This stage is running on a separate thread to avoid 
latency delays caused by the sensor input. It is followed by a 
filtering stage, where invalid data and data with high signal to 
noise ratio is dropped. The last part consists of the data 
preparation for the visualization of the radar output. It is either 
converted into 3D object marker arrays or ROS2 point cloud 
format in terms of the raw reflection for later use in RViz [37] 
visualization software.  
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Fig. 5: Radar driver ROS node and message structure. 

Furthermore, the inclusion of the correct time frames and 
clocking systems play an important role for both drivers, 
enabling a real-time and time-synchronous system. On the one 
hand, a timestamp is generated by reading the received CAN-
Bus message and integrated into the cust_ros2can_msg 
message. On the other hand, the radar already provides 
timestamps at the scan of the RDI data and after the processed 
objected list. These timestamps are included into the ROS2 
messages. This provides the basis for further time 
synchronisation using the precision time protocol (PTP). This 
standard provides a protocol that enables precise 
synchronisation of clocks in measurement and control systems 
[38]. 

B. Coordinate Transformation 
Fusing data from many different sensors with different 

coordinate systems (IMU, GPS, LiDAR, stereo-camera, radar) 
while focusing precisely on the executing frame is a crucial task 

in a robotic system [39]. We are using the integrated tf-library 
in ROS2 to transform all sensor data according to the autosar 
standard [40] to the center of gravity of our bicycle (base_link) 
as seen in Fig. 6. 

base_link

camera lidar

imu

radarradar

gps

 

Fig. 6: Coordinate transformation structure of the μAFM. 

IV. RESULTS 

For the experimental validation of the full equipped μAFM 
setup, two test-drives are conducted. First a static test validating 
the perception sensors according to the following criteria: 
� The coherent coordinate transformation of all sensors, 

achieved by a qualitative analysis of the perception data.  
� The functionality of the developed radar driver, with 

respect to the point cloud and object detection. 
� The detectability of critical urban objects in front of the 

bicycle driver. 

Further, a dynamic test is carried out with the objective to 
analyse the capabilities of the power train performance 
regarding the driver-vehicle interaction and the power train 
observability. 

A. Static Test: Perception Sensors  
For this experiment, the μAFM is positioned in front of our 

laboratory and orientated towards the surrounding road network. 
Two test objects, a pedestrian and a passenger vehicle moved 
across the μAFM field of view. The results are analysed using 
the visualization in RViz. Fig. 7, exemplarily shows the results 
from this experiment. The main panels illustrate the LiDAR and 
radar data in a 3D point cloud visualization together with the 
object detection of the stereo camera.  It shows the radar driver 
capability to detect and render pedestrians as well as road 
vehicles. Additionally, this demonstrates the high resolution of 
the laser sensor, whereas the radar detects the object with less 
rendering precision. Moreover, a deviation of the camera 
detection is seen. This derives from the deep view of the 
camera, which provides decreased resolution on the edges of 
the field of view. The images on the right top corners show the 
two-dimensional view of the camera, correlating the sensor data 
above with real-world visual information in the same time 
instance. This cross-validation confirms the overall sensor 
integration, including the coordinate transformation since all 
sensor data is congruent. 
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Fig. 7: Perception sensor test result with a pedestrian and a passenger vehicle.  

B. Dynamic Test: Vehicle State and Power Train Test 
For the second experiment, we chose a short track on our 

research campus, starting at our laboratory passing 
administration buildings and returning to the starting point. In 
preparation for the test drive, we visualize the GPS data from 
the vehicle with a ROS2 web bridge [41] and an open source 
interactive map1, [42], to obtain a better understanding of the 
test conditions. In Fig 8, the GPS data of the experiment are 
visualized. The signal is a few times off the road. The reason 
for this is the GPS positioning variance of 2.5 m. 

 
Fig. 8: GPS-position of the experiment. 

Complementary, Fig. 9 provides a comprehensive overview 
of the multi-modal sensor and actuator output of the experiment. 
One can observe high ripples in the inertia measurement unit 

                                                           
1 www.openstreetmap.org/ 

coupled with synchronized spikes in the motor torque, human 
torque and battery current around the time of 60 seconds. These 
oscillations stem from the active pedaling of the driver. 

 

Fig. 9: Multi-modal sensor and actuator output of the dynamic experiment with 
the μAFM. 

Moreover, the graph shows that the human power exceeds 
the motor power, resulting in a positive system battery current 
(charging). In addition, the battery is charged through 
recuperation during deceleration intervals, observable around 
50-55 s and 90–95 s of the experiment. Completing the 
observation in Fig. 9, one can see that speed, acceleration and 
power train data is recorded time synchronous. This is essential 
in such a multi-modal system, involving multiple sensors and 
actuators, to ensure that all parts operate in alignment. 

We can summarize that this time synchronized dataset 
enables a detailed examination of the vehicle performance 
regarding sensor sensitivity and observability of the power 
train. In alignment with the GPS-tracked route this allows a 
quantitative validation and implementation of further control 
algorithm research.  

V. CONCLUSION AND OUTLOOK  

This paper presents the μAFM, a novel holistic approach to 
the development of an integrated bicycle assistance research 
platform, which combines perception sensors and bicycle 
control. A commercial hybrid electric bicycle is equipped with 
state-of-the-art sensors and interfaces for low-level power train 
control, creating an advanced platform for AI-based control 
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algorithms. ROS2 is utilized for real-time computing, 
straightforward sensor integration and sophisticated control 
algorithm development, for our platform. 

Additionally, a comprehensive insight into the developed 
CAN and radar driver in ROS2 is provided. Two real-world test 
drives showcasing the platform capabilities to accurately detect 
and process environmental data while effectively managing 
vehicle state and power train performance concluding in a 
successful implementation of the hard- and software 
integration. 

This work paves the way for further on-field experiments, 
simulations in integrated assistance control research. Further 
work will focus on the development of control algorithms for 
safety critical applications. Moreover, it is planned to utilize the 
platform to analyze end-to-end latency, since it is a critical 
factor in the development of real-time control systems and is 
crucial to their performance and reliability.

VI. REFERENCES 

 

[1]  United Nations Climate Change, "United Nations 
Climate Change," 13 December 2023. [Online]. 
Available: https://unfccc.int/news/cop28-agreement-
signals-beginning-of-the-end-of-the-fossil-fuel-era. 
[Accessed 24 03 2024]. 

[2]  B. Blondel, C. Mispelon and J. Ferguson, "Cycle more 
Often 2 Cool Down The Planate, Quantifying CO2 
savings of cycling," 2011. [Online]. Available: 
https://ecf.com/files/wp-
content/uploads/ECF_BROCHURE_EN_planche.pdf. 
[Accessed 24 03 2024]. 

[3]  M. McQueen, P. S. University, J. MacArthur and C. 
Cherry, "The E-bike potential: Estimating the effect of 
E-bikes on person Miles travelled and greenhouse gas 
emissions," Transportation Research and Education 
Center (TREC), 2019. 

[4]  T. Lich, "Are pedelecs dangerous," Bosch, 30 05 2023. 
[Online]. Available: https://www.bosch.com/stories/are-
pedelecs-dangerous/. [Accessed 14 04 2024]. 

[5]  F. Küster, "New EU funding regulation creates cycling 
investment opportunities worth billions of euro," 
European Cyclists Federation, European Cyclists 
Federation, 10 2021. [Online]. Available: 
https://ecf.com/news-and-events/news/new-eu-funding-
regulation-creates-cycling-investment-opportunities-
worth. [Accessed 24 03 2024]. 

[6]  M. Toll, "US tax credits and subsidies for electric bikes 
are growing bigger," Electrek, 10 2023. [Online]. 
Available: https://electrek.co/2023/10/31/us-tax-credits-
and-subsidies-for-electric-bikes-growing/. [Accessed 10 
03 2024]. 

[7]  C. Contò and N. Bianchi, "E-Bike Motor Drive: A 
Review of Configurations and Capabilities," Energies, 
vol. 16, 2023.  

[8]  T. Berk, S. Halvachizadeh, J. Backup, Y. Kalbas, T. 
Rauer, R. Zettl, H.-C. Pape, F. Hess and J. E. Welter, 
"Increased injury severity and hospitalization rates 
following crashes with e-bikes versus conventional 
bicycles: an observational cohort study from a regional 
level II trauma center in Switzerland," Patient Safety in 
Surgery, vol. 16, March 2022.  

[9]  C. J. DiMaggio, M. Bukur, S. P. Wall, S. G. Frangos and 
A. Y. Wen, "Injuries associated with electric-powered 
bikes and scooters: analysis of US consumer product 
data.," Injury prevention : journal of the International 
Society for Child and Adolescent Injury Prevention, vol. 
26, no. 6, pp. 524-528, December 2020.  

[10] N. Mellinger, "Sicherheitsorientierte 
Fahrerassistenzsysteme für Elektrofahrräder," 
Kaiserslautern, TU, 07 2018. [Online]. Available: 
https://docplayer.org/113553852-Sicherheitsorientierte-
fahrerassistenzsysteme-fuer-elektrofahrraeder.html. 
[Accessed 24 03 2024]. 

[11] Z. Xie, W. Jeon and R. Rajamani, "Low-Density Lidar 
Based Estimation System for Bicycle Protection," IEEE 
Transactions on Intelligent Vehicles, vol. 6, p. 67–77, 
March 2021.  

[12] S. Smaldone, C. Tonde, V. Ananthanarayanan, A. 
Elgammal and L. Iftode, "The Cyber-Physical Bike: A 
Step Towards Safer Green Transportation," March 2011. 

[13] M. Hägelen, R. Jetten, J. Kassner and R. Kulke, "Safety 
and Comfort Enhancement with Radar for a Bicycle 
Assistance System," in 2019 20th International Radar 
Symposium (IRS), 2019.  

[14] C. Degen, C. Domnik, A. Kürten, M. Meuleners, M. 
Notz, R. Pohle-Fröhlich and E. Naroska, "Driver 
Assistance System for Pedelecs," in 2019 20th 
International Radar Symposium (IRS), 2019.  

[15] A. Robledo, S. Cossell and J. Guivant, "Outdoor Ride: 
Data Fusion of a 3D Kinect Camera installed in a 
Bicycle".  

[16] A. Turnwald and S. Liu, "Motion Planning and 
Experimental Validation for an Autonomous Bicycle," in 
IECON 2019 - 45th Annual Conference of the IEEE 
Industrial Electronics Society, Lisbon, 2019.  

[17] Y. Tanaka and T. Murakami, "Self sustaining bicycle 
robot with steering controller," in The 8th IEEE 
International Workshop on Advanced Motion Control, 
2004. AMC '04., 2004.  

[18] J. He, M. Zhao and S. Stasinopoulos, "Constant-velocity 
steering control design for unmanned bicycles," in 2015 
IEEE International Conference on Robotics and 
Biomimetics (ROBIO), 2015.  

[19] J. Ruggaber, K. Ahmic, J. Brembeck, D. Baumgartner 
and J. Tobolář, "AI-For-Mobility—A New Research 
Platform for AI-Based Control Methods," Applied 
Sciences, vol. 13, 2023.  

Authorized licensed use limited to: Deutsches Zentrum fuer Luft- und Raumfahrt. Downloaded on January 07,2025 at 11:19:05 UTC from IEEE Xplore.  Restrictions apply. 



 

 

[20] Bosch Sensortec, "Bosch-Sensortec," Oktober 2021. 
[Online]. Available: https://www.bosch-
sensortec.com/media/boschsensortec/downloads/datash
eets/bst-bno055-ds000.pdf. [Accessed 17 04 2024]. 

[21] G. Pardo-Castellote, "{OMG Data-Distribution Service: 
architectural overview," 23rd International Conference 
on Distributed Computing Systems Workshops, 2003. 
Proceedings., pp. 200-206, 2003.  

[22] Schaeffler Austria GmbH, "Flottenstart für den 
kettenlosen Antrieb für E-Cargo-Bikes von Schaeffler," 
Schaeffler , 15 02 2023. [Online]. Available: 
https://www.schaeffler.de/de/news_medien/pressemittei
lungen/pressemitteilungen_detail.jsp?id=87897280. 
[Accessed 23 03 2024]. 

[23] Heinzmann, "Heinzmann-electric-motors || Free Drive 
System," [Online]. Available: https://www.heinzmann-
electric-motors.com/systemloesungen/fahrrad-
antriebssysteme/freedrive. [Accessed 27 03 2024]. 

[24] T. Wu, B. Wu, S. Wang, L. Liu, S. Liu, Y. Bao and W. 
Shi, "Oops! It's Too Late. Your Autonomous Driving 
System Needs a Faster Middleware," IEEE Robotics and 
Automation Letters, vol. 6, pp. 7301-7308, 2021.  

[25] ros2_control Development Team, "ros2_control," 
[Online]. Available: 
https://control.ros.org/rolling/index.html. [Accessed 31 
07 2024]. 

[26] The Autoware Foundation , "Autoware," [Online]. 
Available: 
https://github.com/autowarefoundation/autoware. 
[Accessed 31 07 2024]. 

[27] NVIDIA, "NVIDIA ROS 2 Projects," [Online]. 
Available: https://docs.ros.org/en/foxy/Related-
Projects/Nvidia-ROS2-Projects.html. [Accessed 31 07 
2024]. 

[28] M. Bjelonic, "YOLO ROS: Real-Time Object Detection 
for ROS," 2018. [Online]. Available: 
https://github.com/leggedrobotics/darknet_ros. 
[Accessed 31 07 2024]. 

[29] Stereolabs, "Ros2 wrapper," stereo labs, 15 03 2024. 
[Online]. Available: https://github.com/stereolabs/zed-
ros2-wrapper. [Accessed 23 03 2023]. 

[30] J. Betz, T. Betz, F. Fent, M. Geisslinger, A. Heilmeier, 
L. Hermansdorfer, T. Herrmann, S. Huch, P. Karle, M. 
Lienkamp, B. Lohmann, F. Nobis and L. Ögretmen, 
"TUM autonomous motorsport: An autonomous racing 
software for the Indy Autonomous Challenge," Journal 
of Field Robotics, vol. 4, p. 783 – 809, 2023.  

[31] A. O. Prasad, P. Mishra, U. Jain, A. Pandey, A. Sinha, A. 
S. Yadav, R. Kumar, A. Sharma, G. Kumar, K. Hazim 
Salem, A. Sharma and A. K. Dixit, "Design and 

development of software stack of an autonomous vehicle 
using robot operating system," Robotics and 
Autonomous Systems, 2023.  

[32] Ouster, "ROS2 Ouster Drivers," Ouster, 17 02 2024. 
[Online]. Available: https://github.com/ros-
drivers/ros2_ouster_drivers. [Accessed 24 03 2024]. 

[33] E. Flynn, "A BNO05 ROS2 Package," 03 03 2022. 
[Online]. Available: 
https://github.com/flynneva/bno055. [Accessed 27 03 
2024]. 

[34] ros-drivers, "Nmea Navsat Driver, ROS package 
containing drivers for NMEA devices that can output 
satellite navigation data (e.g. GPS or GLONASS)," 
[Online]. Available: https://github.com/ros-
drivers/nmea_navsat_driver. [Accessed 27 03 2024]. 

[35] K.-B.-B. Marc, Marc and Pengutronix, "Socketcan-the 
official can api of the linux kernel," in Proceedings of the 
13th International CAN Conference (iCC 2012), 
Hambach Castle, Germany CiA, 2012.  

[36] The kernel development community, "SocketCAN - 
Controller Area Network," Kernel, [Online]. Available: 
https://www.kernel.org/doc/html/latest/networking/can.
html. [Accessed 27 03 2024]. 

[37] Open Robotics, "ROS2 Documentation: Humble," 
[Online]. Available: 
https://docs.ros.org/en/humble/Tutorials/Intermediate/R
Viz/RViz-User-Guide/RViz-User-Guide.html. 
[Accessed 27 03 2024]. 

[38] "IEEE Standard for a Precision Clock Synchronization 
Protocol for Networked Measurement and Control 
Systems," IEEE Std 1588-2008 (Revision of IEEE Std 
1588-2002), pp. 1-269, 2008.  

[39] T. Foote, "tf: The transform library," in 2013 IEEE 
Conference on Technologies for Practical Robot 
Applications (TePRA), 2013.  

[40] AUTOSAR, "Explanation of Application Interface of the 
Chassis Domain," Autosar, 25 11 2021. [Online]. 
Available: 
https://www.autosar.org/fileadmin/standards/R21-
11/CP/AUTOSAR_EXP_AIChassis.pdf. [Accessed 17 
04 2024]. 

[41] RobotWebTools, "ROS2 Web Bridge, bridging your 
browser to the ROS 2.0," 25 04 2021. [Online]. 
Available: https://github.com/RobotWebTools/ros2-
web-bridge. [Accessed 10 04 2024]. 

[42] V. Agafonkin, "an open-source JavaScript library," 
Leaflet, 18 03 2023. [Online]. Available: 
https://leafletjs.com. [Accessed 10 04 2024]. 

 
 

 

Authorized licensed use limited to: Deutsches Zentrum fuer Luft- und Raumfahrt. Downloaded on January 07,2025 at 11:19:05 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


