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This paper presents a thorough comparison between RANS simulations performed with
the CFD by ONERA, DLR, AIRBUS (CODA) new generation flow solver and reference legacy
codes TAU (DLR) and elsA (ONERA) for high-speed cruising NASA Common Research Model
(CRM) configurations that were considered in the context of the Sth, 6th and 7th Drag Pre-
diction Workshops (DPW). The solver accuracy is assessed with several meshing strategies,
including block-structured, hybrid structured/unstructured and fully unstructured tetrahe-
dral meshes. This solver features both a cell-centered finite-volume (FV) scheme suited to
arbitrary meshes as well as a modern high-order Discontinuous Galerkin (DG) scheme. We
show that for all cases considered, the FV component recovers an equivalent accuracy com-
pared to elsA (cell-centered FV) on block-structured meshes and TAU (node-centered FV) on
hybrid and unstructured meshes. The high-order DG scheme (third order accurate) is found
to enhance significantly the drag prediction on coarse meshes compared to legacy FV methods,

both for structured and unstructured meshes.

I. Introduction
VER the past decades, aerodynamic characterization and design activities have benefited from progress in the
Oﬁeld of CFD (Computational Fluid Dynamics) simulations and their widespread implementation combined with
traditional ground and flight testing. Today, CFD techniques have become mature and indispensable, contributing both
to the reduction of overall aircraft design turnaround time and to an ever more exhaustive exploration of aircraft concepts
and configurations at a controlled cost. This momentum will certainly continue in the future, supported by technical

advances to come, see [1]. Since the introduction of CFD methods in the 1980s, Airbus has continuously implemented
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a series of flow solver codes developed by DLR and ONERA to support the design of all its aircraft families. Today,
the rationalization and modernization of the portfolio of legacy simulation software currently in operation associated
with an ever more demanding verification and validation (V&V) approach has become an absolute necessity, certainly
with an obvious concern for simplification, but also to benefit from synergies in activities such as upstream research,
software development, industrialization and operational use as well as in technical skills. In this spirit, the CFD by
ONERA, DLR, AIRBUS (CODA) new generation flow solver has been developed as part of a collaboration between the
French Aerospace Lab ONERA, the German Aerospace Center (DLR), Airbus, and their European research partners
with the ambition to cover all their respective needs. This software is jointly owned by ONERA, DLR and Airbus.

The Drag Prediction Workshop (DPW) database provides an impartial environment for evaluating the effectiveness
of existing computer codes and modeling techniques using Navier-Stokes solvers. The NASA Common Research Model
(CRM) has been used in many workshops and is a well-documented test-case to assess the accuracy of numerical
methods in the prediction of aircraft forces and moments. The CRM arrangement was initially designed by Boeing and
fabricated and tested by NASA [2]] and is representative of existing airliners configurations. Experiments of the CRM
have been performed in several research facilities [3HS]]. Data from various wind tunnels indicate that the wing pressure
distribution is well retrieved between teams. However, force and moment data exhibit some discrepancies. To represent
free air flight condition, wind tunnel corrections must be applied to the “raw” measured data. These adjustments
help to account for wind tunnel walls, mounting system, nonuniform flow, Mach blockage, lift interference, and so
on, but they can affect force and moment data [6]. The DPW uses common public-domain subject geometries, simple
enough to permit high-fidelity CFD computations. The availability of the simple CRM geometry and meshes allowed
several research groups to participate and contribute to the forum [7H13l]. Analyses revealed that when the wind-tunnel
model was tested, the wings twisted more than expected and did not match the nose-down twist of the original DPW-5
wing geometry used for the computational studies [14H17]. The inconsistencies of the wing shape could influence
considerably the aerodynamic flow field and alter in particular the drag and pitching moment predictions. In the
following workshop, DPW-6, the wing geometry was corrected and a better agreement between CFD and experiments
was reported [6]. In the latest workshop, DPW-7, also the CRM model was used, to focus on the effect of shock-induced
separation on lift and pitching moment.

In this article, we propose to use the NASA Common Research Model wing-body geometry (without tail) to evaluate
CODA. The paper is organized as follows: in[[I} the CRM geometry, the flow conditions and the meshes employed in the
computations are outlined. In|[III} the solvers elsA, TAU and CODA used in this study are presented and their numerical
methods are briefly explained. In[[V] we briefly describe the near- and far-field drag (FFD) breakdown using the FFDx
software. In|V} iso-lift comparisons are performed. We validate CODA and discuss the best practices concerning the
input parameters used in the numerical scheme. A comparative grid convergence study on fully-hexahedral structured

and mixed unstructured meshes is presented and a code-to-code comparison is performed. In[VI] analyses are performed



A

Fig.1 CRM wing-body configuration, lower-front view.

at fixed angle of attack. Grid convergence studies are presented for structured and unstructured meshes. We also
investigate the influence of high-order (HO) finite-element schemes in the computed solution. Finally, a summary is

presented in the last section.

II. NASA Common Research Model Geometry and Grids

The NASA Common Research Model (CRM) consists of a contemporary supercritical transonic wing and a fuselage
that is representative of a wide-body commercial transport aircraft. It was designed for a cruise Mach number of
M., = 0.85, Reynolds number based on the mean-aerodynamic chord of Re = 5 x 10, and a corresponding design lift
coefficient of C, = 0.5. The free-stream reference temperature is set equal to 310K. Experiments have been conducted
at the same conditions in the National Transonic Facility transonic wind-tunnel [[14]. A sketch of the CRM configuration
is shown in Figure [T} The reference geometry is defined by mean-aerodynamic chord ¢ = 7.00532 m, reference
surface area Sees = 383.68956 m? (full model), semispan b = 29.38145 m, aspect ratio AR = 9.0, and moment center
Xiet = 33.67786 m, Yo = 0.0 m, and Ze¢ = 4.51993 m.

Many grid types are available for download from the DPW website. In this study, we consider three types of
grids: (i) full-hexahedral structured, (ii) mixed unstructured, and (iii) full-tetrahedral meshes. First, we conducted
simulations using the family of structured multiblock (MB) grids generated by Vassberg [18] and modified by Hue
[L5] to take into account the wing twist observed in the experiments. These grids can be downloaded from [[19]. Five
grid-refinement levels were investigated. The number of elements on these grids ranges from 638,976 to 40,894,464
hexahedra. In increasing size order, the members of this family are named: tiny, coarse, medium, fine and extra fine, and
labeled L1, L2, L3, L4 and L5, respectively. The medium mesh is representative of current practices for aircraft RANS
simulations. These meshes are O-type grids created by extrusion of the surface discretization and they are composed of
five structured blocks. This strategy allows a precise control of the grid quality, such as grid spacing, stretching ratio,
and grid orthogonality near configuration surfaces. The normal spacing of the first cell next to the wall varies from
Y™* = 2 for the tiny grid to Y* = 0.5 for the extra fine mesh. The mesh extent is greater than 100 mean-aerodynamic
chords. The different characteristics of these meshes are presented in Table [T}

We also conduct simulations using families of the original (REV01) DPW-5 multi-block grids converted to hexahedra



Table 1 CRM multiblock structured grids provided by the DPW-5 Committee.

Level Name Hexahedra Nodes Y+
L1 Tiny 638,976 660,177 2.00
L2 Coarse 2,156,544 2,204,089 1.33
L3 Medium 5,111,808 5,196,193  1.00
L4 Fine 17,252,352 17,441,905 0.67
L5 Extra-fine 40,894,464 41,231,169 0.50

Table 2 CRM mixed-element, unstructured grids provided by the DPW-5 Committee.

Level Name Elements Nodes
L1 Tiny 2,981,888 660,177
L2 Coarse 10,063,872 2,204,089
L3 Medium 24,068,096 5,196,193
L4 Fine 80,990,208 17,441,905
L5 Extra-fine 192,544,768 41,231,169

(hexahedra and node counts correspond to Table [T)) and hybrid unstructured grids, Table[2] For the hybrid grids each
hexahedron is divided into tetrahedra or prisms in the boundary layer. These grids can be downloaded from [20]. Five
grid-refinement levels were investigated. The naming is the same as for the multi-block grids. The original grids do not
take into account the experimental wing twist correction.

Regarding the DPW-6, we considered two mixed unstructured grids discretizing the full geometry of the CRM
wing-fuselage configuration (without symmetry plane). The coarse grid has 27.9 M elements and the fine one 53.2
M as reported in Table E} More information is available in [21]. More akin to the validation of high-order methods,
we also consider a CRM case and mesh family originating from the 5th High-Order Workshop (HOW-5 [22]). The
geometry and flow conditions for this test case correspond to the third test case of DPW-6 (angle of attack sweep) with a
single angle of attack of 2.75 degrees. The HOW-5 website provides a series of 9 meshes for grid convergence studies,
with the particularity of being composed of only tetrahedra, even in the near-wall region, see [23]. Those meshes are
particularly challenging for the element-based FV and DG numerical methods considered in CODA.

For DPW-7, DLR provided a series of unstructured meshes to the committee that were generated with the SOLAR
grid generation software, which is a common practise in combination with the DLR TAU code. These meshes can be
downloaded from [24]. Table@lists sizes of these official DPW-7 meshes. About three quarters of the elements are

tetrahedrons, which discretize the computational domain of the CRM geometry, whereas in the meshing of the boundary

Mesh name Hexa Prisms Pyramids Tetrahedra Total elements Total nodes
UM1 11,950,486 3,003,697 524,240 12,383,848 27,862,271 15,808,438
UM2 11,950,622 3,003,578 524,416 37,755,443 53,234,059 20,011,255
Table 3 Mixed unstructured grids of the DPW-6 CRM wing-fuselage configuration.




Table4 CRM unstructured Solar grids provided by the DPW-7 Committee.

Level Name Elements Nodes
L1 Tiny 31,589,359 11,698,938
L2 Coarse 64,334,695 25,007,998
L3 Medium 130,749,024 47,064,610
L4 Fine 224,104,611 76,507,952
L5 Extra-fine 367,929,107 118,857,926
L6 Ultra-fine 534,174,466 164,527,472

Fig.2 Example of meshes employed in this study: full-structured (L1-DPWS), full-tetrahedra (L2-HOWS5) and
mixed unstructured (UM1-DPW6) meshes.

layer, hexahedrons dominate (quad-dominant wall surface mesh). Note that the number of elements for the medium
mesh is already larger than the number of nodes in the extra-fine mesh. This remark is important since the number
of degrees-of-freedom (DoF) is defined by the number of elements for the cell-centered software CODA and by the
number of nodes for node-centered codes such as TAU. When comparing these two codes in Sec.[VI.B] we need to
account for this difference of the metrics applied by these two codes.

Figure [2 shows some of the meshes employed in this study: full-structured, full-tetrahedra and mixed unstructured

meshes.



II1. Solvers

A. CODA

This new generation flow solver operates on unstructured meshes in cell-centered fashion and combines established
finite-volume (FV) schemes with high-order Discontinuous-Galerkin (DG) methods. It was designed for efficient
simulations on highly parallel and heterogeneous High Performance Computing (HPC) architectures, applying modern
software design and coding techniques. CODA implements a hybrid distributed/shared memory parallel approach
based on MPI and multithread, to benefit the most from modern processor architecture [25]. The linear algebra library
Spliss is GPU-compatible in order to optimize the time spent solving linear systems related to implicit time integration

or adjoint problems solving [26]].

1. Finite-volume discretization

The finite-volume discretization is designed to be second-order accurate. It is important to formulate the discretization
with respect to the properties of the underlying cell-centered grid metric, especially for non-smooth and unstructured
meshes. For the discretization of convective terms multiple schemes are available. In the present work we focus on Roe’s
(upwinding) scheme with entropy fix. For the Roe scheme state values left and right at a cell face are gradient-based,
piecewise linearly reconstructed. Therefore, the accuracy of the discretization depends essentially on the method to

compute element gradients.

Element gradients Element gradients are computed based on the Green-Gauss theorem or on the weighted least-
squares method. The latter defines a stencil that contains neighboring elements used to calculate an element gradient. In
addition to the usual face-based stencil, that contains those elements which share a common face with the considered
element, a so-called extended stencil is available. There, the element neighborhood is defined by all elements that
share at least one node (rather than a common face). The extended stencil is discussed in detail in [27], along with
further stencil extensions. The weighted least-squares gradient computation uses the extended stencil to overcome
robustness issues which can be observed using only the face-based stencil on unstructured meshes. Furthermore,
the Green-Gauss gradient approach is extended to overcome accuracy issues on non-smooth meshes following [28]].
Green-Gauss gradients reconstruct values needed at face integration-points to approximate the Green-Gauss (GG)
integral linearly. Standard Green-Gauss (stdGG) gradients use a linear interpolation between element-averaged values of
the neighbouring elements of a face. This interpolation introduces an integration error on non-smooth meshes because
the location of the interpolated value differs from the face integration-point. Extended Green-Gauss (extGG) gradients
use a weighted least-squares gradient-based, piecewise linear reconstruction taking the extended stencil into account.
Reconstruction point and face integration-point are on top of each other. Hence, the extGG gradient approach avoids

integration errors introduced by usage of stdGG gradients on both non-smooth, structured and non-smooth, unstructured



meshes. Gradient limiters can be applied near strong discontinuities, for instance those from Barth and Jespersen [29]
or Venkatakrishnan [30]]. The ’spline quintic’ limiter is an alternative to Venkatakrishnan’s limiter based upon a quintic

spline approximation of the limiter function.

Face gradients For the discretization of terms like the diffusive part that require gradients at faces integration-points,
multiple "face-gradient augmentation" schemes are available. These allow trading accuracy for robustness to some
extend. Gradients at a face are computed as average of the adjacent element gradients. The average of the element
gradients is augmented. The augmentation avoids odd-even decoupling, which may lead to loss of robustness, by
replacing the projection of the gradient regarding the face by a more compact gradient approximation [31]]. The ’edge’
augmentation replaces the projection of the element gradient regarding the edge (the straight line between the adjacent
element centers) by the slope computed from the element states w.r.t. the length of the edge. The ’edge’ augmented face
gradient of an element at a face integration point is computed as

Voen = Voo + | 22 Vpeen| een ()

€e,n

where V¢, denotes the element state value gradient of element e, ¢, the average state value of element e, ¢, the average
state value of the adjacent element n, e, , the unit vector from the element center X, to the adjacent element center X,
and e, , the length of the vector from the element center X, to the adjacent element center x,,. The "face’ augmentation
replaces the projection of the element gradient regarding the face normal by the slope computed from the element states
w.r.t. the length of the edge projected on the face normal. The *face’ augmented face gradient of an element at a face

integration point is computed as
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where n, , denotes the unit normal vector of the face. The ’cell-to-face’ augmentation replaces the projection of the
element gradient regarding the straight line between the element center and the face integration-point by the slope
computed from the element state and face state, which is interpolated linearly between adjacent element states, w.r.t. the

length of this vector. The ’cell-to-face’ augmented face gradient of an element at a face integration point is computed as
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where e, s denotes the unit vector from the element center X, to the face integration-point Xz, e ¢ the length of the vector

from the element center to the face integration-point, and ¢ the state value at the face integration-point, computed as a



weighted average of ¢, and ¢,
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where the edge weights @, and a,, = 1 — @, are the projected weights. A projected edge weight w.r.t. to an element is

computed as
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For a Cartesian-like mesh with uniform or non-uniform spacing all cell-to-face, face and edge augmentation yield the
same discretization. For non-smooth meshes the slope used by the *face’ augmentation [2]to replace the projection of an
element gradient may be computed w.r.t. a shortened length of the edge, which can lead to more diffusion compared
to the edge augmentation. The additional diffusion can improve robustness of an iteration process but may also have
a distinct effect on the numerical solution if the diffusive part of the physical model dominates the character of the
computed case. For non-smooth meshes the slope used by the "cell-to-face’ augmentation 3] to replace the projection of
an element gradient includes an interpolation error introduced by the linearly interpolated face state. Therefore, the
most accurate edge’ augmentation should be used especially for meshes with strongly non-smooth boundary layer

resolution like fully tetrahedral meshes.

2. Discontinuous-Galerkin discretization

The Discontinuous-Galerkin discretization is based on a modal approach that relies on the use of a hierarchical and
orthogonal polynomial basis for the Galerkin projection. The discretization of the viscous terms is performed using the
BR1 [32] or BR2 [33] approaches. For more detail about the DG formulation and examples of applications related to

DG — hp adaptation of turbulent flows using CODA, see [34, 35]].

3. Temporal discretization
Temporal integration is performed by employing an implicit backward-Euler scheme relying on the matrix-free
GMRES block-Jacobi method, where the Jacobi method may apply element (i.e. block) local LU or a lines-inversion

method as preconditioner.

B. elsA solver
Since one of our objectives is to validate and understand the best settings when performing simulations with CODA,
we chose to compare the numerical results with an already established code in the literature. The elsA Navier-Stokes

solver uses a cell-centered finite-volume discretization on structured point-matched or overset grids [36]. In this study,



time integration is performed using a backward-Euler scheme with implicit LU-SSOR relaxation. Spatial discretization
is realized using a second-order central Jameson scheme [37]] with artificial viscosity as done in [15]]. In this paper, elsA

results were obtained using version 4.1.01 (Airbus-Safran-ONERA property).

C. TAU

The DLR TAU code is a Navier-Stokes solver widely established in European aerospace industry as well as academia.
It uses a node-centered finite-volume discretization on mixed element grids [38]]. In this study, the time integration is
performed using a backward-Euler scheme with implicit LU-SGS relaxation [39]. Spatial discretization is realized
using a second-order central scheme with matrix dissipation [38]] based on the Jameson scheme [37]]. The following

code-to-code comparisons of CODA with TAU use the TAU version 2021.1.0.

D. Turbulence Modeling

All flow simulations performed in the present study are considered fully turbulent. Whatever the flow solver
considered, the one-equation Spalart-Allmaras (SA) formulation is used as the closure for the compressible/ RANS
equations to model turbulence effects . More specificaly, elsA simulations are conducted with the variant of the SA

model described in [40] while the "negative" formulation described in [41] is used for both TAU and CODA simulations.

IV. Near-Field and Far-Field Drag analysis using FFDx

In the near-field analysis, the total drag is split into pressure and friction contributions:

Can = CDP + CDf . (6)

Differently from the near-field analysis, the far-field analysis provides a physical drag breakdown into viscous, wave,

and lift-induced drag components and allows to eliminate spurious (numerical) drag:

Cl)ﬁ = CDV + CDW + CD,. with CDV = CDvp + CDf . (7)

The viscous pressure drag Cp,,, is part of the viscous drag that is not due to the friction drag Cp, (i.e. displacement
effect, flow separation, etc.). Spurious drag is defined as drag generated through entropy or stagnation enthalpy variations
along streamlines outside physical viscous layers and shocks and not resulting from vortex decay. It is generally
produced in regions of strong pressure gradients via the addition of artificial dissipation and it is considered purely a

numerical artefact. The following near-field/far-field drag balance can be retrieved:



CDp + CDf = CDV + CDW + CD,. + CDSp ®)

Can = CDﬁ + CDsp (9)

A detailed analysis of the formulations and methods relative to the far-field approach can be found in [42, 43]]. In
this study, the postprocessing software FFDr is used at the end of the CFD computation to perform the far-field drag
analysis. The FFDx software uses the Cassiopée library [44] and can handle structured/unstructured grids in parallel

environment.

V. Iso-lift comparisons

A. DPW-5 Results using full-hexahedral meshes

1. Choice of numerical parameters

Before performing the grid convergence study, it is important to define the best numerical parameters to be used
in CODA. Here, the main focus is to characterize the gradient computation. Depending on the discretization, the
reconstruction includes special treatments of variables, like adding a face-gradient correction, or applying a slope limiter,
etc. In the following, three types of face-gradient corrections are studied; they are referred to as ‘face’ , ‘edge’, and
‘cell-to-face’ augmentation. The other objective is to understand the influence of the slope limiter in the numerical
solution, especially on the aerodynamic coefficients. As explained in [30], convergence issues can become a problem
when using limiters that use nondifferentiable functions (such as in Barth and Jespersen [29]). Venkatakrishnan [30]]’s
limiter is well-suited for unstructured grid applications and also satisfies the theory of total-variation-diminishing (TVD)
schemes in one dimension. Since Venkatakrishnan [30]’s limiter presents improvement with respect to the one proposed
by Barth and Jespersen [29], only the former is analyzed. In this formulation, the threshold constant K needs to be
specified. Low values of K make the scheme more dissipative and the simulation easier to converge, high values of K
neutralize the effect of the limiter and, for flows with discontinuities, can cause the solution to diverge. Here, we test
three values of K = 0.1, 1 and 10.

The results are summarized in Tables[5]and[6] Table[5|gives the angles of attack, near-field drag values, and the
pitching-moment coefficients obtained with CODA using different numerical parameters and same grid resolution (L3).
The elsA result is also displayed in the table for reference purposes for the same mesh. The medium mesh was chosen
because it is representative of current practices for aircraft RANS simulations and presents a good resolution near the
wall (Y ~ 1). All drag coefficients are given in drag counts (dc, one drag count is 107).

Regardless of the type of augmentation (‘face’, ‘edge’ or ‘cell-to-face’), a good agreement is observed between elsA

10



and CODA results. The impact of the limiter constant K was also investigated. The discrepancies in the drag coefficient
between CODA and elsA vary between 0.2 and 4 d.c. (depending on the value of K). Such differences are acceptable
taking into consideration the scatterband of 10-15 counts presented in the compiled CFD results from the literature
[45]. Moreover, as expected, when K increases, the aerodynamic coefficients approach the reference values. The drag
difference between simulation with limiter (K = 10) and without limiter is only 0.5 counts. The difference between the
pitching moment is negligible. Note that to obtain the simulation without limiter, we had to start the computation from a
converged solution run with limiter. Thus, it appears that keeping K = 10 offers a good tradeoff between convergence
properties and result quality at least for this structured grid. The influence of using the Green-Gauss theorem and the
least-squares scheme was also questioned. For this type of structured mesh, the results are very close (same angle of
attack, momentum and friction drag coefficients), the sole difference is that using the Green-Gauss scheme, the pressure
drag (and hence the total drag) is increased by 0.6 dc. The extGG scheme was also tested and, as discussed in the next
section, it can provide improved results. Here, we note that the angle of incidence and drag coefficients are reduced and
gets closer to the converged values (see Table[7).

Table 4 presents the far-field analysis and therefore the drag coeflicients given by the FFDx software. The lift and
total near- and far-field drag coefficients are given. The latter is then decomposed into viscous pressure, friction, wave
and induced drag coefficients. The spurious drag coefficient is the difference between the near-field drag and the far-field
drag coeflicients. First, it is worth mentioning that the elsA results obtained with the modern FFDx software compares
extremely well with the ones reported in [15] acquired with the well established ffd72 software. This comparison
validates the FFDmr module. The agreement between CFD results using elsA and CODA is also remarkable. The
far-field drag discrepancy is less than 0.5 d.c. for simulations using linear and limited-linear (K = 10) face-augmentation
reconstruction when compared to the reference elsA solution. Note that the spurious drag is reduced if the threshold
value K is increased. This observation supports the choice of K = 10 as optimal value for the present configuration,
and this choice is kept for further analysis. Actually, for K = 10, Cp,, is lower in CODA than in the optimized elsA
solution. The drag breakdown is also very close between solvers. The objective of this section was to investigate the
impact of numerical parameters on the solution. We noticed that the higher the value of K, the lower is the impact of the
limiter (and the numerical diffusion). Even though K = 10 is adequate for these structured meshes, high values of K
can induce convergence issues when considering other types of meshes.

To complete the previous analysis, we plot in Fig. [3] the pressure and skin-friction coefficient distributions along the
chord for three sections located at 50, 75 and 90% of the wingspan (y=14.7, 22.0 and 26.44 m respectively). In general,
a good comparison between CODA and elsA is achieved confirming the aforementioned discussion. In the shock region,

minimal differences exist.
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Case a CL Can CDp CDf CM

L3-elsA 2.657 0.4998 256.1 142.1 114.0 -0.0883
L3-LS-LL-KO.1-F 2.641 05000 260.1 1458 1143 -0.0902
L3-LS-LL-KI1-F 2.657 0.4999 2578 144.0 113.8 -0.0887
L3-LS-LL-K10-F 2.672 0.4999 2564 1429 1135 -0.0874
L3-LS-L-F 2.673 0.5000 2559 142.6 1133 -0.0873
L3-LS-L-E 2.685 0.4997 2558 1425 1133 -0.0862
L3-LS-L-C2F 2.686 0.4999 2559 1425 1134 -0.0862

L3-stdGG-LL-K10-F 2.672 0.5000 257.0 143.5 113.5 -0.0874
L3-extGG-LL-K10-F  2.630 0.5000 254.8 139.7 1152 -0.0905

Table 5 Near-field drag breakdown. Comparison between elsA and CODA results using several numerical
setups and the L3 grid resolution (full-hexahedral mesh). LS = least-squares, GG = Green Gauss, LL = limited
linear, L = linear, K = Venkatakrishnan’s constant, F = face, E = edge or C2F = cell-to-face augmentation.

Case Can CDE CDf CDVp CDW CDi CDsp
L3-elsA 256.1 255.6 1140 424 58 934 0.7
L3-LS-LL-KO0.1-F 260.1 2575 1143 446 62 924 26
L3-LS-LL-KI-F 257.8 2568 113.8 448 55 929 1.1
L3-LS-LL-K10-F 256.4 256.1 1135 437 57 932 03
L3-LS-L-F 2559 2557 1133 440 58 926 02
L3-LS-L-E 2559 2557 1134 433 59 931 02
L3-LS-L-C2F 2559 25577 1133 433 59 932 02

L3-stdGG-LL-K10-F  257.0 256.2 1135 437 57 933 038
L3-extGG-LL-K10-F 2549 2542 115.1 412 57 922 0.7

Table 6 Far-field drag breakdown at iso-C;. Comparison between elsA and CODA results using several
numerical setups and the L3 grid resolution (full-hexahedral mesh). LS = least-squares, GG = Green Gauss,
LL = limited linear, L = linear, K = Venkatakrishnan’s constant, F = face, E = edge or C2F = cell-to-face
augmentation.
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Fig. 3 Numerical pressure (top) and skin-friction (bottom) distributions over the wing section at y/b = 0.5
(left), y/b = 0.75 (middle) and y/b = 0.90 (right). CODA LL-K10-F-LS (line); elsA (symbols). Both cases were
run on the same L3 full-hexahedral mesh.
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Fig.4 Grid refinement study. Numerical pressure (top) and skin-friction (bottom) distributions over the wing
section at y/b = 0.5 (left), y/b = 0.75 (middle) and y/b = 0.90 (right). CODA (lines) : L1 (green dashed), L2
(blue dash-dotted), L3 (red solid) and L4 (orange long-dashed lines); elsA L5 (symbols).
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Fig. 5 Grid convergence study for CODA and elsA for the full-hexahedral meshes of DPW-5 at target lift 0.5.

2. Grid convergence Study

Hue [[7] showed that the results obtained using grid levels L4-L6 were extremely close, and concluded that the
fourth refinement level (17 M elements) was sufficient to evaluate the global aerodynamic forces and moments with a
satisfactory precision. For this reason, in this section, only grids L1-L4 are considered. The results are summarized in
Tables[7)and 8] Table[7]gives the angles of attack, near-field drag values, and the pitching-moment coefficients obtained
with CODA for each grid level. Table [§]presents the far-field analysis and therefore the drag coefficients given by the
FFDr software. For comparison, the elsA results for grid L5 are also shown in these tables. CODA results are displayed
using two gradient-computation methods: the least-square, which showed good agreement with elsA in the last section
and the extGG method, which is known to be more accurate.

If we consider the CODA results obtained with the LS method, Table[7]shows that a decrease of 12.3 dc is noticed for
the total drag coefficient between the coarsest grid L1 and the finest grid L4. This confirms the insufficient discretization
properties of the L1 grid. This discrepancy is further reduced to 1.4 d.c. if we consider the L3 grid, which is more
acceptable. An interesting point is that the pressure component of the total drag is more sensitive to the mesh resolution
than the friction drag, which is in agreement with [7]]. If we consider the extGG method, the results are much less
affected by the grid resolution in comparison with the LS and elsA results (see Figure[5). The total drag coefficient
differs only by 3.2, 0.9 and 0.5 d.c. between grids L1, L2 and L3 with respect to grid L4. This indicates the superior
quality of this numerical scheme. As a matter of fact, Figure [5]shows that CODA using the extGG method presents
a better convergence than even the well-stablished solver elsA. The converged value of the total drag for the CRM
wing-body configuration in these aerodynamic conditions is around 254 dc.

Table[8] shows the far-field drag analysis. A close agreement between Hue [15]]’s study using the elsA solver and
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Case @ CL Cpy CDp Cp; Cym

L1-LS-LL-K10-F 2.822 0.5002 267.3 157.0 1103 -0.0765
L2-LS-LL-K10-F 2711 04999 258.7 146.2 1125 -0.0844
L3-LS-LL-K10-F 2.672 04999 2564 1429 113.5 -0.0874
L4-LS-LL-K10-F 2.645 0.5000 255.0 140.7 1143 -0.0895
L1-extGG-LL-K10-F 2.678 0.5000 2574 1432 1142 -0.0864
L2-extGG-LL-K10-F  2.639 0.5000 255.3 140.3 115.0 -0.0897
L3-extGG-LL-K10-F  2.630 0.5000 254.8 139.7 115.2 -0.0905
L4-extGG-LL-K10-F 2.625 0.5000 2544 139.2 1152 -0.0911
L5-elsA 2.637 04995 2542 139.5 1147 -0.0899

Table 7 Near-field drag breakdown. Grid convergence study using the full-hexahedral meshes. All computa-
tions were performed using LL = limited linear, K = 10, F=face. LS = least-squares method, extGG = extended
Green-Gauss.

the present work using CODA is achieved, confirming the reproducibility of the results. We note that the viscous
pressure drag contribution is greatly affected by the level of grid refinement. The spurious drag is also reduced when the
grid is refined. The wave and induced drag seem to be predicted with a satisfactory accuracy from the second level
of refinement. For the grid-converged solution, the far-field approach gives the following drag partition: the viscous
drag represents 62% of the total drag (74% of Cp, are due to the friction drag, and the remaining 26% come from the
viscous pressure drag). The wave drag corresponds to only 2% of the drag, while the lift-induced drag is responsible for
36% of the aircraft drag. Note that when the extGG method is used, the spurious drag is more accentuated than when
the LS method is active. However, the far-field analysis shows that it is possible to predict the converged value of the
total drag using a mesh of only SM elements (L3 resolution), which is an outstanding result.

Figure ] exhibits the pressure and skin-friction distributions along the chord at 50, 75 and 90% of the wingspan for
the four grids used in this study together with the elsA solution for the L5 grid. Discrepancies appear especially in the
region close to the shock position. It seems clear that the refinement level of L1 is not sufficient to produce a satisfactory
resolution of the flowfield; the shock description is not accurate, and there are oscillations close to the trailing edge.
Disagreements between results are reduced when the grid refinement is improved. Note that results obtained using grids
L4 are very close to the elsA solution using a finer grid resolution (L5). The poor quality of mesh L1 makes it an ideal

candidate to validate high-order schemes. This test is presented in the next section.

3. Discontinuous Galerkin formulation

In this section, the benefits of using the high-order DG method described in [[Ill.A.2] with respect to the classical FV
Roe scheme are investigated. This approach allows enhancing the accuracy by increasing the degree of the polynomial
approximation of the solution in the control volumes. Table[J|reports simulation results obtained with a third-order

(polynomial degree p = 2) CODA DG scheme on a coarse grid (mesh L1) together with reference results obtained
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Case Can Cl)ﬁ CDf CDvp CDW
L1-LS-LL-K10-F 2672 2645 1103 530 6.7 946 27
L2-LS-LL-K10-F 2587 258.1 1125 462 59 935 0.6
L3-LS-LL-K10-F 2564 2561 1135 437 57 932 03
L4-LS-LL-K10-F 255.0 2548 1143 421 56 928 0.2
L1-extGG-LL-K10-F 257.7 256.2 1142 448 6.1 91.1 15
L2-extGG-LL-K10-F 2554 2545 1150 423 58 914 09
L3-extGG-LL-K10-F 2549 2542 1151 412 57 922 0.7
L4-extGG-LL-K10-F  254.6 2542 1152 41.1 58 921 04
L5-elsA 2542 2542 1147 409 57 928 0.1

Table 8 Far-field drag breakdown at iso-Cr. Grid convergence study using the full-hexahedral meshes. All
computations were performed using LL = limited linear, K = 10, F=face. LS = least-squares method, extGG =
extended Green-Gauss.

Simulation a CL Can CDp CDf Cym

L1-DG-03 2.637 0.4993 2547 1412 1135 -0.0898
L4-LS-LL-K10-F 2.645 0.5000 255.0 140.7 1143 -0.0895
L4-extGG-LL-K10-F  2.625 0.5000 2544 1392 1152 -0.0911
L5-elsA 2.637 04995 2542 1395 1147 -0.0899

Table 9 Near-field drag breakdown. Comparison between elsA and CODA results using the FV/DG discretiza-
tion and full-hexahedral meshes.

using a second-order FV schemes using CODA (L4) and elsA (L5). Results are found to be very accurate with the
DG approach on the coarse L1 mesh. The level of accuracy of this CODA DG simulation is comparable to the FV
CODA and elsA results using the finest meshes L4/L5. This shows the ability of DG schemes to obtain good accuracy
on coarse meshes, by increasing the polynomial degree, which is done easily as this parameter is specified by the
user. This method is therefore very convenient for any user or applied engineer, since it avoids time consuming mesh
regeneration. In addition, computational storage can be reduced since this methodology allows us to use coarser meshes.
For instance, while mesh L4 has 17.2 M DoF, simulation L1-DG-03 involves around 6.4M DoF and results are as
accurate as the ones obtained with the FV methods using CODA on grid L4. It is important to highlight that preliminary
computations with lower polynomial degree are required to enable the convergence of the L1-DG-03 (p = 2) simulation.
As shown in figure[6] solutions obtained with the DG (L1-DG-03, contour lines) and the FV (L4-extGG-LL-K10-F,
color) approaches yield same results (wall pressure coefficient). In[VI.B] we investigate in more detail the DG approach

using a full-tetrahedral unstructured mesh.

B. DPW-6 Results using mixed-unstructured meshes
In this section, we perform simulations of the CRM geometry from the DPW-6. Unlike the original CRM

configuration used in DPW-5, the wing shape was corrected to take into account the aeroelastic twist and bending that
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Fig. 6 Wall-pressure coefficient for simulation using the DG (L1-DG-03) and FV (L4-extGG-LL-K10-F) for-
mulations. DG result is displayed as iso-contour lines and FV result as colored map.

were measured in the wind tunnels. Results obtained with CODA, elsA and TAU on different grids are compared. The
elsA results were computed using overset grids with an average Y* at the wall lower than one [13]]. The reference elsA
simulation was performed on a mesh containing 58.2 M elements (WBSY) [[13]], while TAU simulation was performed
using a 39.7 M node mesh (F) [46]. CODA simulations were carried out with mixed unstructured grids, with 27.9 M
and 53.2 M elements for the coarse (UM1) and the fine (UM2) levels, respectively, as defined in Table[3] Similarly
to the analysis performed on structured grids in the section[V.A] we study the drag impact of standard and extended
Green-Gauss gradient computations for the convective fluxes and the type of face-gradient augmentation (face, edge and
cell-to-face) for the diffusive fluxes.

The near-field drag breakdown is given on Table[I0] It was shown previously that the extGG element gradients are
more accurate than stdGG element gradients. The difference between the two approaches is even more salient for mixed
unstructured grids with a near-field drag coefficient increment of 11.7 dc. In the following, we keep the extGG gradients
as the gradient parameter. It is also known that the edge (E) augmentation of face gradients is more accurate than the
others, especially for strongly non-smooth meshes. Here, we intend to test the three types of face-gradient augmentations
on high-quality unstructured meshes. Simulations using the extGG gradients and F/E/C2F-augmentations give close
results in terms of drag. The difference between the reference elsA solution and the CODA results is less than 0.5 dc as
long as extGG gradients are employed, which is excellent if we take into consideration the discrepancy of around 10
counts presented in the compiled CFD results from the literature on the finest meshes using the SA turbulence model [6].
Therefore, for this type of regular unstructured mesh, the choice of face-gradient augmentation is minor. We also used a
finer mesh (UM2) to evaluate resolution effects. The results obtained with grids UM1 and UM2 are very close (same

angle of attack, momentum and friction drag coefficients), the sole difference is that the pressure drag (and hence the
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Simulation a CL Cpy CDp Cp; Cym
WB5-elsA [13]] 2428 0.5001 2534 1385 1149 -0.0964
F-TAU [46] 2.372 05000 256.5 1415 1150 -0.101

UM1-stdGG-LL-K10-F 2438 0.4999 2655 150.8 1147 -0.0972
UM1-extGG-LL-K10-F 2400 0.4998 253.8 138.1 115.7 -0.0986
UM1-extGG-LL-K10-E 2416 0.5000 2543 1385 115.8 -0.0979
UMI1-extGG-LL-K10-C2F 2.416 0.5000 254.3 1385 115.8 -0.0979
UM2-extGG-LL-K10-F 2400 0.4998 2536 1379 1157 -0.0986

Table 10 Near-field drag breakdown. Comparison between elsA (overset grid), TAU (mixed unstructured) and
CODA (UM1 and UM2) results using several numerical setups and grid resolutions (mixed-unstructured mesh).
stdGG = standard Green Gauss and extGG = extended Green-Gauss, LL = limited linear, K = Venkatakrishnan’s
constant, F = face, E = edge or C2F = cell-to-face augmentation

Cp,

Case Can CDﬁ‘ CDf CDvp CDW CDsp
WBS5-elsA [13] 2534 2537 1149 416 57 915 -03
UM1-stdGG-LL-K10-F 265.5 25577 1147 431 6.0 919 98
UMI1-extGG-LL-K10-F 2544 2549 1157 415 58 919 -05
UMI1-extGG-LL-K10-E 2549 2554 1158 417 6.0 919 -05
UM1-extGG-LL-K10-C2F 2549 2554 1158 41.7 6.0 919 -05
UM2-extGG-LL-K10-F 2543 2546 1157 412 56 920 -03

Table 11 Far-field drag breakdown at iso-C;. Comparison between elsA (overset mesh) and CODA results
using several numerical setups (mixed-unstructured mesh). stdGG = standard Green Gauss and extGG =
extended Green-Gauss, LL. = limited linear, K = Venkatakrishnan’s constant, F = face, E = edge or C2F =
cell-to-face augmentation.

total drag) is decreased by 0.2 dc. We highlight that CODA results obtained with extGG gradients lie between those
obtained with elsA and TAU, keeping in mind that TAU simulations presented in [46] are known to be not fully mesh
converged.

The far-field drag coefficient obtained with elsA using an overset mesh and with CODA using mixed unstructured
meshes are within 2 dc (Table E]) Results obtained with the fine mesh (UM2) are closer to the elsA reference compared
with the coarse mesh (UM1). This can be explained by a lower wave drag Cp,,, indicating that the shock region is
better represented and a lower spurious drag Cp,,, due to the better discretization. As expected, the largest discrepancy
arises when using stdGG element gradients showing a difference of more than 12 dc between CODA and elsA for the
near-field drag. However, the far-field breakdown reports a discrepancy of only 2 dc demonstrating that the far-field drag
analysis is able to detect the large amount of spurious drag inherent in this discretization scheme. The impact of the
face-gradient augmentation is not problematical, since the Cp, results employing the F, E or C2F augmentation differ
by only 0.5 dc. This proves the good quality of the mesh. We recall that for meshes with high skewness and/or aspect

ratio, the use of edge augmentation is recommended.
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CODA stdGG CODA extGG TAU

Level Name AoA CL CD AoA CL CD AoA CL CD
L1 Tiny 27706 0.58003 283.45 | 2.665 0.58006 269.81 | 2.6714 0.57991 273.69
L2 Coarse 2713 0.58008 280.25 | 2.671 0.57999 269.24 | 2.6781 0.57996 272.25
L3 Medium | 2.716 0.58001 278.31 | 2.676 0.58005 269.00 | 2.6888 0.57991 271.60

L4 Fine 2.6899 0.57993 271.03
L5 | Extra-fine | 2.718 0.58000 275.86 | 2.684 0.57999 26891 | 2.6926 0.57996 270.68
L6 Ultra-fine 2.6938 0.58006 270.48

Table 12 DPW-7, case 1a (target lift 0.58): CODA vs TAU, angle of attack and drag coefficient

C. DPW-7 Results using unstructured meshes

Here, the unstructured DPW-7 meshes described in Sec. [E] are considered (cf. TableEl) to compare CODA with TAU.
Namely, case 1a of the DPW-7 is considered for a comparative mesh convergence study, where a target lift coefficient of
0.5800 +0.0001 at Mach 0.85 is considered for a Reynolds number of 20M. Table[I2]lists the angle-of-attack values
found for CODA and TAU that result in a target lift value of 0.5800 +0.0001. In general, the finer the mesh, the larger is
the angle of attack. Note here that for CODA, the DoF is linear in the number of cells/elements (cell-centered metric),
whereas for TAU, the discrete solution lives at the nodes of the mesh (node-centered metric). For this reason, computing
the flow solution using the Tiny, Coarse and Medium grids with CODA is enough to perform comparison with TAU for
similar grid resolution. The Extra-fine grid was also computed to confirm the linear behaviour of drag components
toward estimated mesh-converged values. As can be seen from these values, when using the stdGG gradients, the angle
of attack is larger than for CODA with extGG gradients or TAU. As expected, this results in larger drag values for
this version (CODA stdGG gradients) than for the other two. The resulting drag coefficients are presented in Fig. [7]
together with linear fits to estimate the mesh-converged values. All three variants agree in a viscous drag of about 95
dc, almost independent of how fine the meshes are. We recall that the boundary-layer mesh is hexahedral-dominant,
so that cell-centered stencil and node-centered stencil are quite similar in these regions of the flow. Concerning the
pressure drag, however, CODA with stdGG gradients (estimated mesh-converged value of about 179.8 counts) deviates
significantly from the other two, namely CODA with extGG gradients (about 173.5 counts) and TAU (175.0 counts).
Moreover, stdGG gradients for CODA result in a significantly increased rate of change of (pressure) drag w.r.t. mesh
size. Actually, using extGG gradients with CODA seems even slightly less affected by (too) coarse meshes than TAU,
thanks to the quite large stencil. The estimated mesh-converged total drag for CODA with extGG gradients is in fact
1.3 counts smaller than the one for TAU. As a conclusion of these results, using the extGG gradients comes with a
significantly increased accuracy, allows for using relatively coarse meshes. Clearly, this comes at an increased cost (in
runtime for gradient computation). For steady-state simulations using implicit time integration, however, this seems
minor compared to what is gained (according to our experiences so far). The CODA results obtained with extGG

gradients agree notably well with the TAU reference results in the DPW-7 (case 1a) setting considered here.
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Fig. 7 Grid convergence study for CODA and TAU for DPW-7 case 1a, namely drag for target lift 0.58

VI. Comparisons at fixed angle of attack

A. DPW-5 Results using mixed-unstructured meshes

In this section, the accuracy of CODA is assessed in the context of mixed-unstructured meshes composed of
hexahedra only (hexa meshes) and tetrahedrons and prisms (hybrid meshes), with an emphasis on the mesh convergence
properties of the FV numerical schemes compared to the TAU solver on same meshes to keep the effects of the grid
properties on the comparison small. Note that the number of elements determine the number of DoF for the cell-centered
code CODA and the number of nodes determine the number of DoF for the node-centered code TAU. For the considered
hybrid meshes the number of elements is significantly larger than the number of nodes, Table[2] The CRM configuration
considered is the one proposed for the DPW-5. The flow conditions are: Mach 0.85, Reynolds 5 million based on
reference chord, and Prandlt number 0.72. Different to case 1 defined in the DPW-5 a fixed angle of attack of 2.209
degrees is used for the mesh convergence study to assess the effect on drag and lift coefficients of the numerical schemes
used.

The main focus is to characterize CODA’s stdGG and extGG element gradient computations for mixed-unstructured
meshes. The face-gradient augmentation is set to ’edge’. All six equations are treated as a coupled system, using Roe’s
upwinding scheme (with the default entropy-fix fraction of 10%). Second order (in space) is achieved via limited linear
reconstruction using the corresponding gradient computation and the ’spline quintic’ limiter variant with K = 5.0. In
the following results computed with extGG and stdGG gradients on both the hexahedra and hybrid mesh families are

compared to results of the TAU solver. For TAU, also all six equations are discretized by a second-order central scheme
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hexa L1 L2 L3 L4 L5 mesh-converged
CODA stdGG | 256.87 252.79 252.56 25292 253.17 253.32
CODA extGG | 251.36  252.88 25349 253.84 25391 254.07
TAU 245.68 250.27 251.47 252.73 253.16 253.74

hybrid L1 L2 L3 L4 L5 mesh-converged
CODA stdGG | 281.18 271.39 267.71 263.31 261.28 261.33
CODA extGG | 254.82 254.47 25437 254.10 254.02 254.05
TAU 249.06 252.02 253.21 253.62 253.74 253.93

Table 13 Comparison of near-field total drag obtained on DPW-5 hexa and hybrid meshes.

with matrix dissipation.

Total drag and lift coefficients are considered at grid levels L1 to LS on DPW-5 hexa and hybrids grids for both TAU
and CODA. For CODA, the coefficients are analyzed using extGG and stdGG gradients. In table[I3] the near-field
total drag for the meshes from L1 to L5 is given. The estimated mesh-converged drag values computed by fitting the
drag values obtained on meshes with more than 2.8 M elements/nodes (hexa L.3-L5, hybrid L1-L5) to a linear function
using the standard least-squares algorithm are given too. For the hexa meshes CODA stdGG, CODA extGG and TAU
estimated mesh-converged values are in the range of 0.75 counts. CODA stdGG convergence is monotone indicating a
higher discretization error on coarser grids. CODA extGG and TAU convergences are strictly monotone. Note that
CODA extGG presents better convergence properties than TAU, e.g. difference of drag between L3 and estimated
mesh-converged drag is 0.58 counts for CODA extGG and 2.27 counts for TAU, indicating that CODA extGG entails
lower discretization errors on coarser meshes. A possible explanation for this is extGG gradients use a least-squares
gradient-based, piecewise linear reconstruction to compute values at face integration-points different to the standard
approach and node-centered schemes, which interpolate these values linearly between element-averaged values of the
neighbouring elements of a face. For the hybrid meshes CODA extGG and TAU estimated mesh-converged values are
in the range of 0.12 counts, whereas CODA stdGG estimated mesh-converged drag is more than 7 counts higher. These
relatively large differences can be related to the interpolation error introduced by stdGG gradients, which reduces the
order of the discretization in particular on non-smooth, mixed-elements grids. On the coarsest hybrid mesh L1, CODA
extGG differs only by 0.77 counts form the result on the finest grid LS. For TAU this difference is more than six times
higher. A possible explanation for this, besides the more accurate computation of values at face integration-points, is
related to the fact that, on the hybrids grids, the cell-centered FV scheme has a higher number of DoF than a node-based
FV scheme. Finally, the difference between the estimated mesh-converged drag for hexa and hybrid meshes is 0.02
counts for CODA extGG and 0.19 for TAU, indicating that the CODA extGG result is less grid sensitive.

The lift computed using meshes L1 to L5 are displayed in table together with the estimated mesh-converged
values. The latter was estimated by fitting the lift values obtained on meshes with more than 2.8 M elements/nodes (hexa

L3-L5, hybrid L1-L5) to a linear function using the standard least-squares algorithm. As the near-field drag results
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hexa L1 L2 L3 L4 L5 mesh-converged
CODA stdGG | 0.4848 0.4971 0.5018 0.5053 0.5066 0.5082
CODA extGG | 0.5000 0.5052 0.5071 0.5084 0.5087 0.5093
TAU 0.4876 0.5000 0.5027 0.5059 0.5070 0.5085

hybrid L1 L2 L3 L4 L5 mesh-converged
CODA stdGG | 0.4771 0.4918 0.4989 0.5037 0.5059 0.5093
CODA extGG | 0.4985 0.5052 0.5074 0.5083 0.5086 0.5097
TAU 0.4905 0.5027 0.5062 0.5078 0.5082 0.5089

Table 14 Comparison of lift obtained on DPW-5 hexa and hybrid grids.

indicate, CODA stdGG is prone to higher discretization errors. Therefore, only CODA extGG and TAU results are
discussed. CODA extGG and TAU estimated mesh-converged lift values are in the range of 0.08 counts on both hexa
and hybrid meshes. On each mesh level from L1 to L4 the difference in lift compared to the finest grid LS is lower for
CODA extGG compared to TAU on both hexa and hybrid grids. Note that lift obtained by CODA extGG on grid levels
L2 to LS5 is almost the same on hexa and hybrids grids. The difference in the lift coefficient between CODA extGG
and TAU is reduced if compared to the difference in the drag. It appears that the number of DoF affects less the lift
coefficient than the drag coefficient, due to same distribution of DoF in the boundary layer normal to the surface for both
hexahedral and hybrids grids. The difference between the lift on the finest hexa and hybrid grids is 0.01 counts for
CODA extGG and 0.12 for TAU indicating that CODA extGG is less grid sensitive.

Figure [§] shows lift (top left), total drag (top right), pressure drag (bottom left), and friction drag (bottom right).
Note that the coeflicients are shown against number of elements for CODA and number of nodes for TAU to represent
the number of DoF used for cell-centered and node-centered grid-metric and that the tetrahedra of the hybrid grids
result from decomposition of hexahedra of the hexa meshes outside the boundary layer, i.e. most of the additional
DoF for cell-centered are located towards the farfield, probably without effect on accuracy. Comparing pressure and
friction contribution of total drag clarifies that the discretization error observed for CODA stdGG is mainly related to the
pressure distribution. Furthermore, Figure [§|shows that TAU results on hexa and hybrid grids are different, although
the number of DoF is identical for both types of grids. The difference is related to the computational finite-volumes
generated by the node-centered grid-metric. For hybrid grids computational finite-volumes contain more faces than for
hexa grids due to the different connectivity of nodes, resulting in a different spatial discretization. Hence, the difference
of the TAU results indicate that the magnitude of the discretization error for a mesh level is at least as large as the
difference between the results on hexa and hybrid grid of this level. Overall, we can conclude from this grid convergence
study, that CODA stdGG discretization is prone to higher discretization errors, whereas the CODA extGG discretization

yields improved accuracy compared to TAU on both hexa and mixed-element meshes.
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Fig. 8 C (top left), Cp (top right), Cp, (bottom left) and Cp, (bottom right) coefficients for the mesh
convergence study related to the DPW-5 CRM configuration. CODA stdGG and extGG results are compared
to the reference TAU solutions.
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B. DPW-6/HOW-5 Results using fully tetrahedral unstructured meshes

In this section the accuracy of CODA is assessed in the context of fully unstructured meshes composed of tetrahedra
only, with an emphasis on the mesh convergence properties of high-order DG, namely the third order DGp2 scheme.
For providing insight on the behavior of the different numerical schemes in CODA, FV and second-order DGpl
computations are also performed on the same meshes. Note that the DGp1 solutions are used as initial conditions for
DGp2 simulations. Regarding the FV scheme considered, we use the "edge’ face-gradient augmentation and extGG
variant for the reconstruction, the entropy fix fraction value was set to 0.1 and the Venkatakrishnan limiter constant was
K=5. The CRM configuration considered is the one proposed for the HOW-5, namely the wing-body variant with a
geometry featuring a 2.75 degree aeroelastic deflection. This configuration also corresponds to the third DPW-6 test
case. The flow conditions are the following: angle of attack 2.75 degrees, Mach 0.85, Reynolds 5 million based on
reference chord, and Prandlt number 0.72. The SA-neg RANS model is used with a freestream eddy viscosity ratio
set to 3.0. The HOW-5 has seen groups performing simulations using high-order SUPG finite-element techniques on
several meshes. In this work, to evaluate CODA’s accuracy, we take as reference the results obtained with the codes
COFFE [47] and HOMA [48]. In the present study, we consider 4 meshes over the series of 9 meshes proposed in the
HOW-5 website, chosen in a way that the number of elements is doubled for each successive mesh. The details of the
meshes and the corresponding number of DoF for FV (second order), DGp1 (second order) and DGp2 (third order)
discretizations are summarized in table[I5] Figure[9]presents the mesh convergence of the drag and lift coefficients for
the simulations performed.

Regarding the drag coefficient, the CODA FV and DGpl simulations are relatively close in terms of range of values,
and those values are above the reference results, although a mesh convergence is observed. Note that the meshes
considered here are coarse and in order to fully check the convergence of the FV and DGpl1 discretizations, finer meshes
should be considered. The CODA DGpl displays values closer to the SUPGp2 results and overall a better accuracy
compared to CODA FV. The accuracy improvements when switching to high order in this case are important, as the
CODA DGp2 drag results are very close to the reference SUPGp2 simulations even on the coarser meshes. We also
observe a quick mesh convergence to a plateau value of Cp for the DGp2 scheme.

With respect to the lift coefficient, the CODA DGpl and DGp2 simulations show a monotonic mesh convergence
towards the SUPGp2 reference values. The CODA FV simulations are less monotonic regarding mesh convergence for
the lift, but the values are still close to the CODA DG results. Overall, CODA’s accuracy for FV and DG is found to
be satisfactory for these challenging fully unstructured meshes, with second order schemes (DGp1l and FV). CODA
DGp2 simulations improve significantly the prediction of the drag, and displays results on par with SUPGp?2 references,
on coarser meshes. Note that the present discussion focused on spatial accuracy and did not include the FV and DG
solvers efficiency, which should be addressed in future work and discussions. Also, on a given mesh, increasing the

order of accuracy of DG schemes increases as well the number of DoF per element, and the corresponding impact on
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Mesh L2 Mesh L3 Mesh L4 Mesh L6
#Tetrahedra 515,477 1,073,020 1,920,020 4,776,832
#DoF-FV 515,477 1,073,020 1,920,020 4,776,832
#DoF-DGpl 2,061,908 4,292,080 7,680,020 19,107,328
#DoF-DGp2 5,154,770 10,730,200 19,200,200 47,768,320
Table 15 Mesh properties for the FV and DG CODA simulations of the HOW-5 high-speed CRM case.

the efficiency should be assessed.

Fig.9 Lift and drag coefficients mesh convergence study for the Sth High-Order Workshop CRM configuration.
DG and FV CODA results are compared to reference SUPG codes.

VII. Conclusion and future steps

In this paper, we compared the new CFD software of ONERA, DLR and Airbus with legacy solvers elsA and
TAU. We discuss its numerical schemes and its new capabilities. We perform tests on a disclosed aircraft geometry
that is representative of an industrial configuration: the NASA Common Research Model from the Drag Prediction
Workshops. Results indicate good accuracy of the new software on both structured and unstructured meshes. We
showed that FV results for CODA obtained with standard Green-Gauss gradients are equivalent to those from elsA
on full-hexahedral meshes. The accuracy could even be improved on coarser, full-hexahedral meshes using extended
Green-Gauss gradients. On mixed-unstructured meshes we also observed improved accuracy for CODA using extended
Green-Gauss gradients compared to the legacy solver TAU. We also showed that the standard Green-Gauss gradients
applied to the cell-centered grid metric of CODA decreases accuracy on mixed-unstructured, non-smooth meshes
in comparison to TAU and the extended Green-Gauss gradient approach. Overall, using the extended Green-Gauss
gradients provides an increased accuracy compared to the legacy solvers elsA and TAU on coarse grids, whereas

the asymptotic results are comparable. We focused on the spatial discretizations provided by CODA to assess the
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capabilities of the software with a particular emphasis on accuracy over optimizing computational performance. Of
course, the extended gradient approach comes with an increased cost in runtime, which seems to be acceptable if coarser
meshes can be used to achieve the desired accuracy.

One important feature of CODA is that it includes high-order schemes based on the Discontinuous Galerkin method.
The DG approach proved its interest, as the DG simulation using the coarsest hexahedral grid L1 with a third-order
accurate scheme (i.e. a quadratic p = 2 polynomial approximation in each cell) showed excellent agreement with the
elsA reference using a second-order finite-volume scheme using the finest grid L5, and a more accurate result compared
to the CODA second-order finite-volume simulation on the same L1 mesh. This example shows the ability of high-order
DG schemes to provide enhanced accuracy compared to traditional second order FV schemes on an equivalent mesh,
even when considering complex flow physics and geometries. Advantages of DG schemes were further shown from the
DPW-6/HOW-5 simulations on fully unstructured meshes (composed of tetrahedra only). The high-order DG approach
shows a remarkable robustness to variations in mesh elements type, as the drag prediction for DG p = 2 schemes is very
accurate even on the coarsest meshes, while the mesh convergence of drag is slower for second order schemes, either
finite volume or DG p = 1. Globally, the results are encouraging.

The selection of code-to-code studies presented in this paper illustrates on-going CODA verification activities
against legacy CFD codes currently in operation. These studies are carried out with the aim of eventually replacing them
with a unique software, CODA, in the applied aerodynamics departments of ONERA and DLR as well as in the Airbus
design office to fulfill their respective needs. Regarding the deployment of CODA in the industrial context of Airbus, it
is essential to recover in the short term the existing capabilities of our well-established finite-volume based solvers.
This will ensure a smooth migration towards this unique flow solver, while retaining all other components of existing
end-to-end CFD workflows unchanged, pre-processing and post-processing, in particular mesh generation procedures.
New practices and guidelines are being elaborated to deal with the impact of the transition from node-centered (TAU) to
cell-centered discretization with effects on accuracy and computational performance and from structured multiblock
(elsA) to unstructured data layout with effects on computational performance. The other challenge is to make the most of
the potential offered by high order DG methods for RANS simulations of aircraft configurations of equivalent complexity
in order to take a further step in their accuracy and efficiency, possibly up to eventually supersede finite-volume methods.
Building on this partnership, CODA will serve the ambitions of the European aerospace industry for the coming decades

and in particular will significantly contribute to the design of next-generation fuel-efficient aircraft.
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