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I. INTRODUCTION

Artificial Intelligence (AI) aims to replicate and even en-
hance human cognitive capabilities. However, AI researchers
have primarily focused on planning and learning, leaving
other concepts underexplored. One important concept is
metacognition, which enables agents to understand and im-
prove their own processes [1]. Metacognition is key to human
self-improvement [2] and even the recovery of physiological
limitations originating from stroke [3] or brain injury [4].

Recent advancements have challenged the traditional
boundaries of achieving such human-level cognition through
conventional methods. In particular, Large Language Models
(LLMs) and Vision-Language Models (VLMs) have the
potential to boost the development of cognitive architectures
significantly. This blue-sky paper explores how VLMs can
be leveraged to handle and avoid hardware failure and thus
increase the resilience of future robots through metacognitive
reasoning. With this we aim to showcases the transformative
potential of metacognition as future research direction in
robotics.

II. RELATED WORK

Human cognition has always been considered a guiding
principle for developments in robotics and AI [5], dating
back to the robot Shakey, arguably the first cognition-enabled
robot [6]. Cognitive architectures are by now a research field
on their own [7]. An overview of cognitive architectures is
found in [8]. One-third of the listed cognitive architectures
support metacognitive features and thus self-awareness, yet
only few are applied to robotics: The Metacognitive, Inte-
grated Dual-Cycle Architecture (MIDCA), focusing on task
and motion planning issues [9]. The Metacognitive Control
Loop architecture (MCL) enhances perturbation tolerance in
reinforcement learning agents by integrating self-assessment
[10]. Vinokurov et al. ’s architecture evaluates action success
using self-aware error monitoring [11].

Metacognition was recently identified as a key component
toward generalized embodied intelligence [12]. However,
until recently, implementing metacognition in robotics pos-
sessed a significant challenge due to one crucial obstacle: the
extensive knowledge required to cultivate awareness about a
robots own cognitive parameters and process, also known as
metacognitive awareness [13], the first principle of metacog-
nition, is challenging to attain through classical ontology-
based knowledge representation and reasoning alone [14]. In
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contrast, this blue-sky paper proposes using VLMs to allow
robots to independently access and utilize information about
themselves, otherwise meant for humans only.

III. CREATING METACOGNITIVE AWARENESS FOR
FAILURE COMPREHENSION THROUGH VLMS

LLMs and VLMs are not only able to access but also
generate data that is otherwise difficult for conventional al-
gorithms to process. This paper demonstrates this potential in
alignment with the goals of the RECOVER.ME ERC Starting
Grant project, which aims to replicate human metacognitive
capabilities to increase resilience of future space exploration
robots. In this regard it was just recently shown, that LLMs
have the capability to generate Failure Mode and Effect
Analysis (FMEA) documents for hazard analysis [15]. For
this, a human analyst interacts with the LLM to support
the explore possible hazard causes. In our study, we invert
this paradigm to access similar information about potential
hardware malfunctions of a Mars rover. The goal is to
leverage the extracted knowledge for a structured analysis,
which may eventually be conducted by a robot itself. We
employ ChatGPT-4o as our VLM of choice1 to explore how
a robot may be able to access four common sources of
information about itself:
Parse Schematic Images: We request the VLM to analyze

an image of a general spacecraft subsystem fault tree
[16]. The VLM successfully interprets the fault tree with
a single prompt to ”interpret this tree”. Afterward the
VLM can be queried to list potential failure sources by
providing a description of symptoms. For example, a
rapid energy depletion is correctly associated to fault of
the solar array, the power distribution, or the battery.

Read Structured Tables: We provide the VLM with a
FMEA table of possible failure modes for solar panels,
as identified in [17]. The VLM is not only able to extract
the listed failure modes from the table with a simple
prompt to ”interpret this table”, it also makes reasonable
adaptations to these modes considering conditions on
Mars (i. e. by significantly reducing the likelihood of
oxidation due to the absence of oxygen, while increas-
ing the effects of wear and tear due to prevalent dust).

Analyze Research Papers: The information retrieval capa-
bility of ChatGPT-4o allows for advanced document
comprehension. With a little help, the VLM is able to
successfully retreive the percentage of wheel damage on
the NASA Curiosity rover from the respective technical

1https://openai.com/index/hello-gpt-4o/



Fig. 1. Left: VLM-generated cumulative degradation of solar panel glass weathering from dust (stars) and wheel damage due to rough terrain (pentagons).
Right: Map to extract terrain features (yellow circles) following the trajectory of the NASA Curiosity rover (white line) as of June 30, 2024 (sol 4210).

report [18]. By default, the VLM tries to extract the
relevant information from the text corpus. However, as
this information is not available in clear text, the VLM
may hallucinate a number. As a fallback the VLM is
queried to analyze visual cues from the figures of the
report which provides more reasonable results.

Interpretation of Maps: The VLM is supplied with a map
of the trajectory of NASA’s Curiosity rover [19]. It is
able to extract and analyzes color values along the 4210-
sol trajectory. Upon request, the VLM is able to plot the
prevailing failure modes of glass weathering due to dust
and sand, as well as accelerated wheel damage as the
rover traverses rough terrain considering the information
retrieved from the previous prompts. The combination
of facts is most difficult for the VLM, requiring manual
refinement as well as additional prompts to show a
legend, include markers, and better explain how dust
and rocks may factor into the plot as seen in Fig. 1.

IV. DISCUSSION

It is well known that LLMs and VLMs are prone to
hallucinations and the observations made in this study are
no different. It was the case that the VLM would sometimes
resort to random values if it did not correctly interpret a
prompt. For example, tracing the rover path on the map
required multiple refinements to prevent the VLM from
defaulting to a random route. Additionally, ignoring relevant
information resulted in incorrect outputs. While Curiosity’s
average wheel damage is indeed about 50% as of sol 4210,
the wheel degradation plot is actually incorrect. In reality,
damage progressed much faster in the beginning of the
mission as seen from the plot in Figure 29 of the technical
report [18]. Although this circumstance is detailed in the text
corpus, the VLM was biased to use the map information as
specified in the prompt.

Consequently, we argue that it is of utmost importance
to verify VLM-based hypotheses, especially in the con-
text of failure handling and space exploration. In human

metacognition, monitoring is a key concept to identify and
avoid ill-advised decisions and update intrinsic parameters
accordingly. This principle is referred to as metacognitive
monitoring, which is a major part of metacognitive regulation
[20]. Accordingly, interpreting the above-described resources
solely by means of a VLM is not sufficient to achieve
human-level metacognition. It is also necessary to be able
to distinguish correct beliefs from incorrect assumptions.

The expression that ”there is no free lunch” also applies
to VLMs in the context of metacognitive awareness. The
inability to differentiate between hallucinated and accurate
responses necessitates verification through classical, model-
based methodologies. This poses a significant challenge,
as it is desirable to maintain the benefits of VLM-based
knowledge extraction without redundantly replicating the
same information using classical techniques. Metacognitive
monitoring must be sufficiently abstract to avoid excessive
overhead while still being detailed enough to detect potential
errors. The RECOVER.ME ERC Starting Grant project will
address this topic as one of its core research questions.

V. CONCLUSION AND OUTLOOK

The proposed approach was only tested through manually
prompting ChatGPT-4o, yet the experiment demonstrates that
VLMs have the potential to systematically analyze informa-
tion that would otherwise be inaccessible to robots. However,
while the latest VLMs interpret schemata, tables, research
papers, and maps intriguingly well, classical methods remain
essential to verify their output.

Nevertheless, we are confident that this innovation opens
up a wide range of possibilities for future research. Robots
will no longer be confined to curated data repositories;
but access and interpret the same information available
to humans. This includes not only the formal documents
discussed in this paper, but also models, code, plans, and
a plethora of other knowledge sources. Robots will soon
achieve unparalleled metacognitive capabilities, and it is now
up to the research community to seize this opportunity.
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