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ABSTRACT
Recent advances in deep learning have brought new opportunities for analyzing land dynamics, 
and Recurrent Neural Networks (RNNs) presented great potential in predicting land-use and land- 
cover (LULC) changes by learning the transition rules from time series data. However, implement-
ing RNNs for LULC prediction can be challenging due to the relatively short sequence length of 
multi-temporal LULC data, as well as a general lack of interpretability of deep learning models. To 
address these issues, we introduce a novel deep learning-based framework tailored for forecasting 
LULC changes. The proposed framework uniquely implements a cycle-consistent learning scheme 
on RNNs to enhance their capability of representation learning based on time-series LULC data. 
Moreover, a local surrogate approach is adopted to interpret the results of predicted instances. We 
tested the method in a LULC prediction task based on time-series Landsat data of Shenzhen, China. 
The experiment results indicate that the cycle-consistent learning scheme can bring substantial 
performance gains to RNN methods in terms of processing short-length sequence data. Also, the 
tests of interpretation methods confirmed the feasibility and effectiveness of adopting local 
surrogate models for identifying the influence of predictor variables on predicted urban expansion 
instances.
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1. Introduction

Urban land has been expanding at a very high rate 
worldwide (Angel et al. 2011; Gao and O’Neill 2020; He 
et al. 2019), which is reported to be even faster than the 
rate of global population growth (Seto et al. 2011). It is 
estimated that, over the 21st century, the total amount 
of global urbanized areas could increase ranging from 
1.8-fold to 5.9-fold across different socioeconomic sce-
narios (Gao and O’Neill 2020). Rapid urbanization can 
lead to various social-economic and environmental 
stresses (Gao and O’Neill 2020), including the encroach-
ment on rural land (Bren d’Amour et al. 2017; 
Haregeweyn et al. 2012) and vegetation (Li et al. 2015; 
Seto, Guneralp, and Hutyra 2012), the decrease in biodi-
versity (Sala et al. 2000), the growth of urban sprawl (UN 
Habitat 2016), as well as the increasing urban vulner-
ability to natural hazards (Dewan and Yamaguchi 2008; 
Geiß et al. 2016). The above land change-induced pro-
blems pose substantial threats to the sustainability of 
both urban and natural environments, and thus call for 
the use of advanced methods for better monitoring and 
predicting land changes.

To accurately and efficiently monitor and antici-
pate urban land dynamics, reliable data sources and 
effective modeling methods are of great importance. 
To make use of remote sensing data, Machine 
Learning (ML) methods are often adopted for extract-
ing thematic information on land-related patterns 
(Hernandez and Shi 2018; Nogueira, Penatti, and dos 
Santos 2017). Over recent years, the increasing avail-
ability of remote sensing sources and the evolution-
ary development of ML techniques highlight the 
possibility of acquiring accurate and up-to-date pat-
terns of land use and land cover (LULC) at scale 
(Maxwell, Warner, and Fang 2018). ML techniques 
also exhibit outstanding prediction power for simulat-
ing landscape dynamics due to their ability to process 
all driving forces associated with land changes 
(Aburas, Ahamad, and Omar 2019). It is anticipated 
that, if the outstanding prediction power of ML tech-
niques can be leveraged to accurately project likely 
urban land changes, corresponding policies can be 
launched to intervene in unsustainable expansion 
tendencies, or even steer future urban growth toward 
a sustainable direction.
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As a subset of ML, Deep Neural Networks (DNNs) 
received much attention due to their outstanding 
performance of prediction accuracy in various tasks 
across different disciplines, including Convolutional 
Neural Networks (CNNs) for image classification (He 
et al. 2015), and Recurrent Neural Networks (RNNs) for 
sequence prediction (Lipton, Berkowitz, and Elkan  
2015; Oprea et al. 2020). Efforts have been made in 
using DNNs for analyzing urban land patterns (Boulila 
et al. 2021; Cao, Dragićević, and Li 2019; Castelluccio 
et al. 2015; Sun et al. 2021; Wang et al. 2019; Wu et al.  
2022; Zhai et al. 2020; Zhu et al. 2021). Among the 
applications of LULC classification and prediction, 
CNNs were generally applied for tasks associated 
with single-temporal spatial data (Castelluccio et al.  
2015; Sun et al. 2021; Wu et al. 2022; Zhai et al. 2020), 
whereas RNN-based methods were relatively more 
preferred to handle multi-temporal data (Boulila 
et al. 2021; Cao, Dragićević, and Li 2019; Wang et al.  
2019; Zhu et al. 2021). Since this work aims to lever-
age the transition rules embedded in multi-temporal 
LULC sequences, an RNN-based approach is chosen as 
the backbone method for predicting urban land 
changes.

It should also be noted that DNNs are known for 
being difficult to explain. The omission of identifying 
the relationships between input features and out-
comes is a common issue when applying DNNs 
(Newton 2020). Arguably, the ability to understand 
the key contributors to model results is critical for 
decision-makers to gain trust in the results of DNNs. 
Thus, the lack of interpretability has significantly con-
strained the proliferation of DNNs in many fields (Wu 
et al. 2017), especially in disciplines that involve prac-
tical policy-making, such as the policies for future 
urban development.

1.1. Recurrent neural networks

RNNs are methods that can explicitly process sequen-
tial information while selectively passing useful infor-
mation to its corresponding unit of a sequential 
model (Lipton, Berkowitz, and Elkan 2015). During 
each sequence step, RNNs carry out computations to 
transmit the input data from the current step and the 
information from the previous state to the subse-
quent step in the sequence. It has been recognized 
that RNNs can present better performance when 
being applied for tasks that contain sequential 

features (LeCun, Bengio, and Hinton 2015), whereas 
RNNs simultaneously have difficulties in capturing 
long-term dependency from sequential data. In parti-
cular, they tend to encounter the issues of both gra-
dient explosion and vanishing (Bengio, Simard, and 
Frasconi 1994) due to the accumulation of backpro-
pagated gradients at each time step (LeCun, Bengio, 
and Hinton 2015). To cope with these issues, Long- 
short Term Memory (LSTM) was proposed with the 
idea of enhancing RNNs with a set of explicit memory 
mechanisms that can store the input over many time 
steps (Hochreiter and Schmidhuber 1997). To facili-
tate the explicit memory mechanism, two important 
mechanisms were incorporated into LSTM networks, 
which are the cell state and gate mechanism. In each 
LSTM layer, the input data is passed through several 
LSTM cells. Thereby, the number of cells in each layer 
corresponds to the number of time steps t. After the 
implementation of LSTMs, Gated Recurrent Unit (GRU) 
was proposed for sequential modeling with fewer 
gating units and no separate memory cells (Cho 
et al. 2014). Specifically, the cell state and hidden 
state are combined into one memory state, and the 
forget gate and input gate are also merged as an 
update gate. Thus, GRUs internalize relatively simpler 
structures compared to LSTMs, and the simpler struc-
ture makes GRU a more efficient model. However, 
there is still no certain conclusion on which one is 
better than the other (Chung et al. 2021), their per-
formance can vary substantially according to specific 
tasks or data sets (Cahuantzi, Chen, and Güttel 2021).

There are a few attempts to implement LSTMs and 
GRUs for simulating urban land dynamics (Cao, 
Dragićević, and Li 2019; Liu et al. 2021). For instance, 
Cao et al. (Cao, Dragićević, and Li 2019) adopted 
LSTM-based methods for predicting short-term land 
use changes. Liu et al. (Cho et al. 2014) employed an 
LSTM to mine transition rules of urban expansion for 
a cellular automata model. Although these implemen-
tations showed promising results, there is still room 
for improvement. Arguably, RNN methods, including 
both LSTMs and GRUs, are originally developed for 
processing sequential data (e.g. videos, texts), where 
the sequence length usually comprises more than 20 
frames (Yang, Krompass, and Tresp 2017). In contrast, 
LULC data frequently does not feature such a high 
sampling rate. In this sense, the capability of RNNs 
may not be fully exploited due to the limited 
sequence lengths of land dynamic data. Therefore, 
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to efficiently leverage RNNs for land change predic-
tion, it is crucial to develop a tailored method that has 
an enhanced capability of learning representation 
based on short-length sequence data.

1.2. Cycle consistent learning scheme

The outstanding performance of Cycle-Consistent 
Generative Adversarial Networks (Cycle GAN) (J.-Y. 
Zhu et al. 2020) on the tasks of unpaired image-to- 
image translation has been widely recognized. The 
network highlighted the benefits of implementing 
cycle consistency in model structures. The cycle- 
consistent learning mechanism involves two func-
tions which are connected and trained in a head-to- 
tail manner. The first function G can map the distribu-
tion X to the distribution Y , and then the second 
function G0 aims to map the distribution Y back to 
a distribution that is identical to distribution X . As 
such, the distribution of G0 G Yð Þð Þ becomes an approx-
imation of the distribution of X .

Based on the success of Cycle GAN, the cycle- 
consistent learning scheme has been implemented 
with different deep learning methods for perfor-
mance gains across various tasks, including super- 
resolution (Wang et al. 2019), image colourization 
(Dong et al. 2020), and video summarization (Yuan 
et al. 2019). It has been recognized that the cycle- 
consistent learning scheme can generally improve the 
performance of baseline models (Lundberg and Lee  
2017). The performance gains can be attributed to the 
fact that cycle-consistent learning can generate extra 
feedback signals for the learning process (Liu et al.  
2019). Additionally, a cycle-consistent learning 
scheme can maximize the mutual information 
between the forward learning model and the back-
ward learning model, as well as reduce the informa-
tion loss with respect to single-direction learning 
(Yuan et al. 2019).

In this study, cycle-consistent learning is intro-
duced for simulating urban expansion, based on the 
understanding that urban land changes exhibit direc-
tional patterns over time. It has been recognized that 
urban land dynamics are driven primarily by the tra-
jectory of previous land use changes (Gidey et al.  
2017). Specifically, urbanization leads to an increase 
in built-up land and a decrease in green spaces, and 
a common sequential change is a transformation 
from green spaces or farmland into buildup and 

barren land (Rahnama 2021), a process that typically 
adheres to predictable patterns. In this context, this 
method focuses on the sequential nature of these 
changes, which are evident in both forward and back-
ward sequences. Cycle-consistent learning aims to 
minimize information loss by reconstructing these 
sequential patterns in both directions (Yuan et al.  
2020), it facilitates data points to loop back to their 
original state across different elements within the 
learned representational subspace (Li et al. 2022). 
Thereby, it is employed to enhance the capability of 
the model, particularly in terms of capturing temporal 
dependencies and characteristic sequential patterns 
of urban expansion.

1.3. Methods for interpreting deep learning models

The outstanding performance of DNNs in classifica-
tion and prediction tasks relies on their distributed 
representations (LeCun, Bengio, and Hinton 2015) in 
hidden layers, which also leads to substantial difficul-
ties in understanding how they make decisions (Frosst 
and Hinton 2017). To address the issue of lacking 
interpretability and better leveraging the superior 
performance of DNNs across different disciplines, var-
ious types of interpretation methods were developed 
for DNNs, including (i) saliency maps (Mundhenk, 
Chen, and Friedland 2020), (ii) SHapley Additive 
exPlanations (SHAP) (Lundberg and Lee 2017), (iii) 
global surrogate (Wu et al. 2017, 2020), and (iv) local 
surrogate (Ribeiro, Singh, and Guestrin 2016, 2018).

Among these interpretation methods, saliency 
map is a method developed for understanding scene- 
based CNNs through identifying the spatial distribu-
tion of relevant pixels, they are not suitable for depict-
ing the importance of non-spatial features. SHAP is 
computed by averaging the contribution of a variable 
to the prediction in all possible coalitions (Molnar  
2022), which can result in enormous computational 
complexity. Thereby they are more suitable for the 
implementation of conventional machine learning 
methods (e.g. decision trees) rather than deep learn-
ing methods (Holzinger et al. 2022).

Surrogate models, both global and local, are uti-
lized to interpret complex “black box” models, such as 
deep learning networks, by approximating their beha-
vior with simpler, interpretable models. They are 
model-agnostic approaches that often take forms 
such as linear models or decision trees. Since they 
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approximate the outputs of more complex models 
while retaining interpretability, they are instrumental 
in enhancing the understanding of the decision- 
making processes in deep learning models, thereby 
playing a crucial role in ensuring ethical practices, 
enabling validation, and building user trust in deep 
learning technologies (Molnar 2022). Global surrogate 
methods involve training an interpretable model to 
mimic the prediction capabilities of the entire black 
box model. This approach was exemplified by Wu 
et al (Wu et al. 2017). who trained a decision tree as 
a surrogate to interpret a GRU model. However, these 
simpler models sometimes struggle to fully capture 
the intricacies of complex, non-linear problems, lead-
ing to limited fidelity in their approximations (Ribeiro, 
Singh, and Guestrin 2018). On the other hand, local 
surrogate methods focus on approximating the beha-
vior of black box models in specific, localized regions 
of the data space. The rationale behind local surro-
gates is that while the decision boundary of a black 
box model can be complex across the entire data 
space, the decision boundary in the neighborhood 
of a data point is likely to be much simpler, and 
therefore could be represented by a simple and inter-
pretable model (Guidotti et al. 2018). It is important to 
note, however, that both local and global surrogate 
methods, despite their usefulness in approximating 
and interpreting deep learning models, primarily 
build trust in the model predictions rather than 
revealing the internal mechanisms or causal relation-
ships inherent in the deep learning models.

As one of the most widely recognized local sur-
rogate models, Local Interpretable Model-agnostic 
Explanations (LIME) is designed to explain indivi-
dual predictions of “black box” models by establish-
ing interpretable linear models, which are trained 
with the samples in proximity to the instance of 
interest (Molnar 2022). LIME is applicable to various 
types of machine learning models, and it can cope 
with different types of input data, including tabular 
data, text data, and image data. LIME has been 
widely implemented for interpreting CNNs in 
image classification tasks, in which it can be 
regarded as an instance-level measurement that 
indicates the importance of a super-pixel region 
to the prediction results (Ribeiro, Singh, and 
Guestrin 2016). However, only a few attempts 
have been made to adopt interpretable machine 
learning frameworks for the prediction tasks 

associated with geospatial data. For instance, 
Temenos et al. (Temenos et al. 2022) applied both 
the Shapley value method and LIME for interpreting 
the prediction of spatial epidemiology produced by 
a random forest model.

In this work, we introduce a novel deep learning- 
based framework for LULC prediction based on time 
series data. We aim to address the issues of the short 
length of time series LULC data, as well as the “black 
box” effect of deep learning methods. Our proposed 
method trains a GRU model in a manner of cycle- 
consistent learning, which comprises a forward pre-
diction of LULC changes and a backward reconstruc-
tion of previous LULC patterns. This learning scheme 
would (1) enhance the representation learning of 
LULC transition rules, and (2) bring substantial accu-
racy gains to backbone models. To establish confi-
dence in the LULC changes predicted by deep 
learning models, it is critical to address the issue of 
model interpretability. Thus, following cycle- 
consistent learning, local surrogate models are 
employed to interpret the predicted instances of the 
trained deep learning predictor. The local surrogate 
models capture the local decision boundaries of the 
deep learning model with an emphasis on the sam-
ples in proximity to the predicted instances, and the 
proximity to instances is computed with 
a consideration of different types of LULC predictor 
variables.

The main contributions of this work can be sum-
marized as follows:

● To the best of our knowledge, this is the first 
work that implements a cycle-consistent learning 
scheme in a scenario of land dynamic prediction, 
as well as the first study that adopts a local sur-
rogate method for interpreting the results of 
predicted urban expansion that are generated 
by a deep learning model.

● We propose a generalizable deep learning-based 
framework that can be applied for predictive 
modeling associated with time series data. The 
predictor is uniquely tailored with an integration 
of a cycle-consistent learning scheme and RNNs 
for processing multi-temporal data derived from 
remote sensing sources.

● We adopt a local surrogate approach to approx-
imate the local behaviors of the proposed deep 
learning predictor. The relative importance of 
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predictor variables to predicted urban expansion 
instances can be identified through interpreting 
trained local surrogate models.

● The proposed predictor is compared with five 
different baseline methods and quantitatively 
evaluated with a series of metrics, it shows super-
ior performance in a LULC prediction task. 
Moreover, local surrogate models achieve high 
fidelity scores in approximating deep learning 
predictors and provide per-class feature impor-
tance to predicted instances.

The remainder of the paper is organized as follows. 
We describe the proposed method in Section 2. 
Section 3 presents the datasets and setup for experi-
ments, the experiment results are discussed in 
Section 4. Finally, Section 5 summarizes the main 
findings of this study.

2. Methods

2.1. Cycle-GRU for multi-temporal prediction

As illustrated in Figure 1, the proposed framework 
links two GRUs in a head-to-tail manner to form 
a cycle, in which one network is adopted for forward-
ing prediction and the other is for backward predic-
tion. During the process of training, the output of the 
forward predictor G becomes the input for the back-
ward predictor G0. To be more specific, LULC maps of 
time steps t0; t1; . . . ; tn and related multi-temporal 

predictor variables are concatenated as the input for 
function G, which maps the input to a prediction of 
the LULC maps of the time step t1; t2; . . . ; tnþ1. Then 
the predicted LULC maps are concatenated with driv-
ing factors t0; t1; . . . ; tn as the input for function G0, 
which maps its input back to the estimated LULC 
maps of time steps t0; t1; . . . ; tn. The equations of 
a GRU layer can be expressed as follows:

where zt denotes an update gate at time step t, rt 

denotes a reset gate at time step t. Ĥt , Ht� 1, Ht 

denotes a candidate memory state, a previous mem-
ory state, and a memory state for output of time step 
t, respectively. Xt denotes the input data at time step 
t. W and b refer to weight matrix and bias. σ is the 
Sigmoid activation function, tanh is the tangent func-
tion, and ∘ refers to element-wise multiplication.

Regarding the loss function, the loss of the predic-
tor Lpred and the cycle-consistency loss Lcyc are calcu-
lated using the cross-entropy loss function. We 
express the objective as: 

Figure 1. The overview of the structure of the proposed method, Cycle-Gated Recurrent Unit (GRU), which implements cycle- 
consistent learning on two GRU networks: one GRU for forward prediction and the other for backward prediction.
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where Xc is the input data, Yc is the target data, and c 
denotes the number of classes. The total loss is the 
sum of the loss of the predictor Lpred and the cycle- 
consistency loss Lcyc. Thus, the loss of the whole fra-
mework L can be expressed as: 

Thus, the model computes the total loss L after itera-
tion, this total loss assesses the model performance in 
predicting future LULC patterns and its ability to 
reconstruct the original input. The total loss L is then 
used in backpropagation, a method where the error is 
propagated back through the network, leading to an 
adjustment of the model’s weights and biases. These 
adjustments are informed by optimization algorithms 
and aim to minimize the loss in the next iteration.

2.2. Local surrogate method for interpreting 
individual predictions

The study uniquely adopted a local surrogate for 
interpreting individual predictions of LULC changes, 
which would be produced by the proposed deep 
recurrent network, Cycle-GRU. We follow the logic of 
LIME (Ribeiro, Singh, and Guestrin 2016) to develop 
a local surrogate method in a scenario of LULC 

prediction. The objective of applying the local surro-
gate model in this study is to extract understandable 
patterns and significant predictors, using logistic 
regression models as a form of the local surrogate 
model to approximate local decision boundaries 
around a specific point or region in the input space. 
This approach enables the estimation of the feature 
importance of input variables for predicted urban 
land changes.

As shown in Figure 2, in this study, the process of 
training a local surrogate model can be divided into 
the following steps (Molnar 2022): (1) select an 
instance of interest: This is a data point within 
a selected subset of the study area, whose prediction 
is sought to be explained; (2) collect variant data: 
variant data refers to additional data points within 
the selected subset of the study area. Given that the 
remaining data points in the study area feature geo-
graphical proximity to the instance of interest, they 
share certain similar characteristics, such as road den-
sity and housing price. Therefore, it is anticipated that 
the variant data can be used to reflect the local beha-
vior of the complex model when making predictions 
about the instance of interest; (3) generate predic-
tions of the variant data using the trained deep learn-
ing model; (4) compute proximity weights: proximity 
weights are used to indicate the relevance or similar-
ity between the instance of interest and the variant 
data. This ensures that the surrogate model prioritizes 

Figure 2. The framework of the proposed local surrogate method for interpreting urban expansion predictions. The framework 
consists of six steps: (1) selection of an instance of interest; (2) variant data collection; (3) generation of predictions using variant data; 
(4) generation of proximity weights; (5) training of the surrogate model; and (6) interpretation of coefficients.
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those instances that are closer or more similar to the 
instance for which an explanation is sought; (5) train 
the surrogate model: train a weighted logistic regres-
sion model on the variant data, where each data point 
is weighted by its proximity weight to approximate 
the local decision boundary of the deep learning 
model; (6) model interpretation: the coefficients of 
the trained logistic regression model indicate the 
importance of each feature in predicting the instance 
of interest within the local area defined by the variant 
data; (7) compute fidelity score: measure how accu-
rately the predictions of the surrogate model match 
the predictions of the deep learning model it is 
approximating.

To interpret the prediction of instance x, the objec-
tive of surrogate model s is to (i) minimize the dis-
tance between the predicted results of the deep 
learning model G and the prediction of the surrogate 
model s, and (ii) maintain a low level of model com-
plexity of the surrogate model s. The explanation � xð Þ
of the local surrogate model can be yielded as follows 
(Ribeiro, Singh, and Guestrin 2016):  

where S denotes all possible explanations. Ω sð Þ mea-
sures the model complexity, which should be at a low 
level of complexity that can enable interpretation. πx 

is an exponential kernel which produces proximity 
weights of data samples for training a surrogate 
model, the proximity weights are generated based 
on the distance between instance x and variant data 
x0. The function for computing proximity weights is 
the radial-basis function (RBF) kernel, also known as 
the square-exponential kernel, which can be 
expressed as: 

where l is the length scale of the kernel, d measures 
the distance between the instance x and variant 
data x0.

It should be noted that, the input data contains 
both discrete variables (i.e. land use and land cover 
classes) and continuous variables (e.g. slope, DEM). 
Thus, the distance d between the instance x and 
variant data x0 should be computed with suitable 
functions according to data types. Specifically, the 

distance between the discrete variables of the 
selected instance xd and the discrete variables of the 
variant data x

0

d are computed by the Jaccard coeffi-
cient method, which measures the similarity between 
finite data sets. The distance between the continuous 
variables of the selected instance xc and the contin-
uous variables of the variant data x

0

c are computed by 
Euclidean distance. 

A logistic regression model is selected as the local 
surrogate model to interpret prediction instances pro-
duced by a trained Cycle-GRU model. A logistic 
regression model can be regarded as a single-layer 
neural network, in which the weights and variables 
are computed with a linear function and then acti-
vated through a non-linear function (Bishop and 
Hinton 1995). One of the advantages of logistic 
regression is that it can effectively analyze relation-
ships among variables (Ayer et al. 2010; Müller and 
Mburu 2009). More importantly, logistic regression is 
capable of ranking the importance of variables 
through the process of training models (Dreiseitl 
and Ohno-Machado 2002), the importance of each 
input variable can be indicated by its corresponding 
coefficient weight (Kim et al. 2017). With the gener-
ated proximity weights πx , a logistic regression model 
can be trained to approximate the prediction of 
a Cycle-GRU. Then the coefficient of the trained logis-
tic regression model can be extracted to identify the 
influence of predictor variables on individual predic-
tions. Existing studies on temporal importance sug-
gest that the preceding time step of the prediction 
target is the most crucial time step throughout the 
entire input time series. For instance, a spatial- 
temporal attention mechanism was implemented, 
revealing that the last time stamp of the input 
sequence holds the greatest significance for predict-
ing the subsequent step (Liu, Zhou, and He 2019). 
Also, a temporal attention mechanism was applied 
to a temporal convolutional network, suggesting 
that the model predominantly relies on the last 
input steps for the prediction (Pantiskas, Verstoep, 
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and Bal 2020). Therefore, considering that the logistic 
regression model is not a multi-temporal model, we 
trained multiple logistic regression models to approx-
imate each time stamp and then averaged the 
weights of all the input features over the entire tem-
poral sequence.

3. Dataset and experiment setup

3.1. Dataset

The study case is Shenzhen, a coastal city located in 
southern China. Shenzhen has witnessed an unprece-
dented rate of urban expansion over the last four 
decades, it shifted from an agricultural-dominant 
landscape to a rapid urbanization landscape since 
the late 1970s (W. Li et al. 2005). The study area of 
this work has a spatial coverage of 1,296 square kilo-
meters. The dataset consists of two types of data, (1) 
multi-temporal LULC maps and (2) land change driv-
ing factors. The LULC maps contain six land use 
classes, including water, vegetation, barren soil, for-
mal settlements, informal settlements, and other 
impervious surfaces. The class of informal settlements 
refers to the prevalent urban villages in the study 
area. The class of other impervious surfaces includes 
road networks and other impervious pavements.

As shown in Figure 3, the dataset contains six time 
steps from 1995 to 2020 with an interval of around 
five years. The multi-temporal LULC maps were 
derived from Landsat images and generated by 
a U-Net-ConvLSTM model with a post-classification 
relearning strategy (Geiß et al. 2020; Zhu et al. 2021), 
and the classification accuracy reaches 84.9% on 
a validation dataset. Then, these multi-temporal 
LULC maps were manually enhanced according to 
available historic Google Earth images for further cali-
bration. It should be noted that, since the time-series 

LULC maps adopted in this study have a temporal 
resolution of a five-year interval, models trained 
based on this temporal resolution are aimed at pro-
viding insights into urban expansion for the subse-
quent time step, also occurring at a five-year interval.

The predictor variables adopted in existing studies 
of LULC prediction can mainly be divided into four 
categories, which are (i) environmental variables (e.g. 
waterbody, terrain, soil, climate) (Liu et al. 2017; Mu 
et al. 2019; Pijanowski et al. 2002; Singh 2017; Wang 
et al. 2018), (ii) infrastructure variables (e.g. roads, 
transport stations, POIs) (Pijanowski et al. 2002; 
Wang et al. 2018; Zhang 2016), (iii) land use-related 
variables (e.g. agriculture, vegetation, built-up) (Liu 
et al. 2017; Mu et al. 2019; Pijanowski et al. 2002; 
Shafizadeh-Moghadam, Tayyebi, and Helbich 2017; 
Zhang 2016), and (iv) social-economic variables (e.g. 
population, housing prices) (Gómez et al. 2020; Liu 
et al. 2017; Mu et al. 2019; Singh 2017). Among these 
four types of predictor variables, distance-based pre-
dictor variables are a commonly adopted type of data, 
which carry continuous statistics of positional infor-
mation, such as distance to roads (Liu et al. 2017; 
Pijanowski et al. 2002; Singh 2017; Zhang 2016) and 
distance to water bodies (Pijanowski et al. 2002; 
Shafizadeh-Moghadam, Tayyebi, and Helbich 2017; 
Wang et al. 2018). It is worth mentioning that distance 
to roads and distance to built-up areas (Mu et al. 2019; 
Pijanowski et al. 2002, 2014; Shafizadeh-Moghadam, 
Tayyebi, and Helbich 2017; Zhang 2016) are two 
major types of predictor variables with various var-
iants. Environmental variables and infrastructural vari-
ables are also large groups that contain many 
variants. In addition, economic variables, such as 
housing prices, have not been extensively adopted 
in existing studies.

As one of the advantages of ML in simulating 
land change is that it can involve all driving forces 

Figure 3. Land use and land cover maps of the study area for urban expansion prediction. The dataset contains six time steps from 
1995 to 2020, with five-year intervals.
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in the modeling process (Aburas, Ahamad, and 
Omar 2019), we collected all available data of the 
study area. In total, eight categories of land 
change predictor variables were collected as 
input variables for LULC change prediction 
(Table 1), including (1) housing price, (2) distance 
to metro stations, (3) Digital Elevation Maps (DEM), 
(4) proximity to CBD, (5) slope, (6) solar radiation, 
(7) distance to road networks, and (8) distance to 
built-up areas. The DEM data, with a spatial resolu-
tion of 30 meters, was sourced from ASTER DEM 
and used to generate slope and solar radiation 
maps. The solar radiation map was created using 
ArcGIS, with calculations made for the entire year 
at half-hour intervals on a fortnightly basis. 
Housing price data from 2000 to 2020 was 
obtained from the Shenzhen Statistical Yearbook. 
To convert district-level housing price data to ras-
ter maps, kriging interpolation was employed. Data 
on metro stations were sampled according to 
initial service times and classified into four types 
based on the number of connected metro lines. 
Distance to each type of metro station was com-
puted using the Euclidean distance function. Multi- 
temporal distance maps to SEZ and CBD were 
calculated using Euclidean distance functions 
based on SEZ locations and Futian CBD coverage 
and changes. Road network data was extracted 
from OpenStreetMap (OSM) and simplified into 
five road types. Historical road network data was 
manually adjusted based on corresponding satel-
lite images. Distances to road types were calcu-
lated using the Euclidean distance function. 

Distance to urban extents included two layers: 
distance to all settlements and distance to urban 
settlements excluding urban villages. Urban extent 
data was extracted from classified LULC maps and 
computed using the Euclidean distance function. 
All predictor variables were standardized, with 
a mean of zero and a standard deviation of one, 
and combined with pre-processed land use maps 
as input for the models. As shown in Table 1, in 
total, 19 variables were adopted for the prediction 
of urban expansion in this study.

The recurrent connections in GRU and LSTM cells 
allow them to model long-term dependencies in 
sequential data. They capture temporal patterns 
by selectively incorporating important information 
from each time step while updating the hidden 
states over time. However, GRU and LSTM are gen-
erally not well-suited for explicitly capturing spatial 
correlations in data. To compensate for the lack of 
spatial structure in GRU and LSTM, we converted 
key spatial features, such as the distance to road 
networks and urban centers, into numeric values 
and used them as input variables for model train-
ing. In this manner, the models are anticipated to 
be more focused on extracting significant temporal 
dependencies in the data, which emphasizes the 
learning of the transition rules embedded in the 
dataset.

3.2. Experiment setup

The experiment of the proposed prediction method 
can be divided into two stages: (i) train a deep 

Table 1. Summary of the information on the 19 predictor variables adopted for urban expansion prediction in this study.
Variables Temporal resolution Spatial resolution

1 LULC maps LULC maps: water 1995\2000\2005\2010\2015\2020 30 m
2 LULC maps: vegetation 1995\2000\2005\2010\2015\2021 30 m
3 LULC maps: barren soil 1995\2000\2005\2010\2015\2022 30 m
4 LULC maps: other impervious surfaces 1995\2000\2005\2010\2015\2023 30 m
5 LULC maps: formal settlements 1995\2000\2005\2010\2015\2024 30 m
6 LULC maps: informal settlements 1995\2000\2005\2010\2015\2025 30 m
7 Housing price 1995\2000\2005\2010\2015\2021 District level (interpolate to 30 m)
8 Accessibility of metro stations 2004/2010/2015/2020 30 m
9 DEM static 30 m
10 Policy factors: proximity to Special Economic Zone (SEZ) and CBD before 2010/after 2010 30 m
11 Slope static 30 m
12 Solar radiation (the whole year with one month interval) static 30 m
13 Distance to roads Distance to roads: primary road 1995\2000\2005\2010\2015\2020 30 m
14 Distance to roads: secondary road 1995\2000\2005\2010\2015\2020 30 m
15 Distance to roads: tertiary road 1995\2000\2005\2010\2015\2020 30 m
16 Distance to roads: motorway 1995\2000\2005\2010\2015\2020 30 m
17 Distance to roads: nonmotorized vehicle lane 1995\2000\2005\2010\2015\2020 30 m
18 Distance to urban extents 1995\2000\2005\2010\2015\2020 30 m
19 Distance to formal settlements 1995\2000\2005\2010\2015\2020 30 m
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learning model for LULC prediction; (ii) train a local 
surrogate model for interpreting individual predic-
tions produced by the deep learning model.

For the test in the first stage, the multi-temporal 
dataset was split into a training dataset and 
a validation dataset along the temporal dimension 
(Figure 4). The training dataset contains the first five 
steps (1995–2015), whereas the validation dataset 
consists of the last five steps (2000–2020). In both 
training and validation datasets, the variables of the 
first four time steps were adopted as input and the 
last time step was used as the ground truth labels. As 
such, the target of the training dataset is to predict 
the LULC map for the year 2015, and the goal of the 
validation dataset is to project the LULC pattern for 
the year 2020. The size of each variable in spatial 
dimension is 1,200 by 1,200 pixels. For training and 
validation, the training dataset was spatially sub-
sampled into 80 pieces of cropped images with 
a size of 256 by 256 pixels, and the validation was 
conducted on the entire spatial coverage of the pre-
dicted LULC map of the year 2020. To evaluate the 
proposed methods, four baseline methods were 
adopted, including a multi-layer perception model 
(MLP) (Pijanowski et al. 2002), a vanilla CNN model, 
an LSTM model, and a GRU model. The rationale for 
the selection of baseline models is focused on eval-
uating different data processing capabilities. The 
MLP offers a basic data handling benchmark, while 
the CNN addresses spatial data processing of urban 
patterns without taking into account sequential rela-
tionships. LSTM and GRU are chosen for their 
sequential data processing ability. Given the lack of 
consensus on the superiority between LSTM and 
GRU, both are used as foundational models to 
apply cycle-consistent learning. This approach 
allows for a nuanced evaluation of how advanced 
techniques augment the ability to process the pat-
terns of urban dynamics, comparing them against 

established spatial and sequential data processing 
methods.

Then the proposed framework, cycle consistency, 
was applied to both LSTM and GRU models for com-
parison. The recurrent methods with the cycle consis-
tency mechanism are named Cycle-GRU and Cycle- 
LSTM. Standard GRU and LSTM are employed as the 
backbone model. The input size of the Cycle-GRU and 
Cycle-LSTM is 19, corresponding to the number of 
predictor variables adopted in this study. Both Cycle- 
GRU and Cycle-LSTM have two hidden layers, which 
feature a hidden size of 32 and 16 respectively. In total 
six different methods were tested in this study. The 
deep learning models in this study were tested with 
PyTorch on an NVIDIA GeForce RTX 3090. All the 
tested models were trained for 150 epochs with 
a batch size of 4, the optimizer was Adam, and the 
learning rate was set to 8 × 10^-4. The learning rate 
decreases to a fraction of 0.8 when the training accu-
racy stops decreasing for 10 epochs. All the models 
were evaluated over 150 epochs according to the best 
estimated generalization capability. The loss function 
for baseline methods is cross-entropy loss.

The evaluation methods for assessing model per-
formance include overall pixel accuracy (OA), kappa 
indices (i.e. Kappa coefficient, K location, K histogram), 
Recall, Precision, F1 scores, and Quantity 
Disagreement and Allocation Disagreement (QDAD) 
(Pontius and Millones 2011). These evaluation metrics 
have been widely adopted in studies of land change 
prediction, assessing model performance from differ-
ent perspectives (Chaudhuri and Clarke 2014; Liu et al.  
2017; Qian et al. 2020; Wu et al. 2022; Xing et al. 2020). 
In particular, OA offers a basic measure of the cor-
rectly predicted pixels. Kappa indices are computed 
based on the confusion matrix generated by a pixel- 
by-pixel categorical comparison of the simulation and 
the ground truth. K location emphasizes location dis-
agreement while K histogram is more sensitive to 

Figure 4. An overview of the experimental setup for urban expansion prediction. The dataset is split into a training dataset and 
a validation dataset along the temporal dimension, with each dataset containing five time steps.

10 Y. ZHU ET AL.



quantitative similarity. Recall, Precision, and F1 scores 
are based on the calculation of true positives, true 
negatives, false positives, and false negatives. Given 
that urban expansion simulations often feature 
a significant number of unchanged pixels, it is advi-
sable to concentrate evaluations on the changed pix-
els. In this respect, QDAD analysis enhances the 
evaluation process by breaking down prediction 
errors into categories of misallocation and inaccurate 
quantity estimates, thus providing a thorough evalua-
tion of model performance.

In the second stage, instances were selected from 
the validation dataset for the test of local surrogate 
models. The input data of an instance contains var-
ious attributes of the pixel in the dataset. For each 
instance, a neighboring area of 256 by 256 pixels is 
employed as the variant data for training a local sur-
rogate model. In total, four instances were selected to 
test the feasibility of adopting a local surrogate 
approach for interpreting land change predictions 
generated by a deep learning model. As aforemen-
tioned, the local surrogate model trained for inter-
preting a Cycle-GRU model is a logistic regression 
model, which was established with the Scikit-learn 
library. Since logistic regression models cannot han-
dle multi-temporal data, we adopted the data from 
each time step as the training input to approximate 
the predictions of the subsequent year generated by 
the trained Cycle-GRU model. Then, the weights of all 
trained logistic regression models were averaged to 
determine the feature importance over the entire 
temporal sequence. The local fidelity scores were 

evaluated using overall pixel accuracy by comparing 
the predictions of logistic regression models to corre-
sponding predictions of the trained Cycle-GRU. At 
last, the coefficients of the trained logistic regression 
models were extracted to indicate the influence of 
input variables on individual predictions of the Cycle- 
GRU model. Additionally, SHAP method was also 
adopted to provide supplementary information on 
the influence of variables on model predictions.

4. Results and discussions

4.1. Evaluation of the prediction performance

The OA, kappa indices, Recall, Precision, and F1 scores of 
all the tested DNNs are shown in Figure 5. As can be 
observed, the proposed method, Cycle-GRU, allowed 
the best overall performance in terms of OA and kappa 
indices. Since the task of LULC prediction is associated 
with time-series data, the DNNs that do not consider the 
temporal dependency in the data (i.e. MLP and CNN) 
generally yield poor performance. In contrast, recurrent 
models achieved substantially better performance. In 
particular, Cycle-GRU presented the best overall perfor-
mance among all the tested methods with 93.1% OA 
and 90.2% kappa coefficient. Also, Cycle-LSTM achieved 
a very competitive performance compared to Cycle-GRU 
with 93.0% OA and the same kappa coefficient as Cycle- 
GRU. Regarding the performance of tested models in 
Recall, Precision, and F1 scores, Cycle-LSTM and Cycle- 
GRU showed the best and the second-best scores 
among all the tested models.
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Figure 5. Comparison of experimental results for the proposed methods and baseline methods, evaluated using a series of metrics, 
including overall pixel accuracy (OA), Kappa indices, Recall, Precision, and F1 score.
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It can be detected that the mechanism of cycle 
consistency brought substantial performance gains 
in both LSTM-based and GRU-based methods. For 
instance, the OA of LSTM increased from 92.1% to 
93.0%, and the OA of GRU improved from 91.7% to 
93.1%. Moreover, the cycle mechanism also exhibited 
beneficial effects on the patterns of K statistics. After 
the implementation of the cycle mechanism, the 
kappa coefficient of LSTM improved from 0.889 to 
0.902, and the kappa coefficient of GRU increased 
from 0.883 to 0.902. Besides, the patterns of 
K statistics were also improved after the incorporation 

of the cycle mechanism. For instance, the K Location 
and K Histogram indices for Cycle-GRU indicate 
a robust model with a heightened ability to predict 
the overall quantity of land classes with high preci-
sion, evidenced by a substantially higher K Histogram 
score of 0.965 compared to that of the GRU. 
Additionally, it maintained precision in mapping the 
spatial distribution of land classes, achieving a score 
of 0.935 in K Location. The effect can also be observed 
in Recall, Precision, and F1 scores, both Cycle-LSTM 
and Cycle-GRU showed significant increases in these 
metrics compared to their counterpart methods.

Figure 6. Comparison of the predicted results of a validation subset generated by all the tested methods. Information on overall pixel 
accuracy (OA) and Kappa coefficient is provided. The location of the subset in the study area is highlighted in the first subplot.
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Subsets of predicted results generated by tested 
methods are visualized for comparison. The valida-
tion subset is an area in the southeast part of the 
study area, the specific location of the subset was 
highlighted with a square in the first diagram in 
Figure 6, and the ground truth of the prediction 
result of the subset is also presented in Figure 6 
for comparison. As can be observed, the LULC 
maps predicted by MLP and CNN exhibit significant 

errors. In particular, the prediction of MLP contains 
a large area of false prediction in water coverage, 
and the result of CNN presents limited predictive 
capability in terms of forecasting the land transi-
tions from barren soil to built-up areas. In contrast, 
the performance gains introduced by the cycle 
consistency can be visually detected in the pre-
dicted results of Cycle-LSTM and Cycle-GRU. In 
particular, Cycle-LSTM presented better perfor-
mance than vanilla LSTM in terms of anticipating 
the changes in informal settlements, the false posi-
tive prediction of informal settlements is alleviated 
in the results of Cycle-LSTM. Also, the result of 
vanilla GRU falsely predicted road networks as 
informal settlements, these mistakes were signifi-
cantly corrected in the result of Cycle-GRU.

The evaluation of QDAD between the predicted 
urban area and the ground truth is presented in 
Figure 7. Among all the tested methods, Cycle-GRU 
yielded the smallest overall disagreement regarding 
the prediction of urban expansion. Also, the results of 
QDAD suggest that the implementation of the cycle 
mechanism brought substantial improvements to the 
two recurrent neural network methods tested in this 
study. Specifically, the QDAD values of vanilla LSTM 
and GRU dropped from 6.557% and 5.791% to 5.967% 
and 5.570% respectively. Regarding the performance 

Figure 7. The evaluation results of Quantity Disagreement and 
Allocation Disagreement (QDAD) of the predicted urban expan-
sion by all the tested methods.

Figure 8. The locations and land use changes of four selected instances for testing the proposed local surrogate method. Instances 
a and B are in suburban areas, instances C and D are located in the city center. The four instances were barren soil in 2015 and were 
predicted to be formal settlements in 2020.
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of Cycle-LSTM and Cycle-GRU, although Cycle-LSTM 
yielded higher scores in Precision and F1 scores, 
Cycle-GRU achieved the best scores in Kappa indices 
and QDAD, indicating a better performance in pre-
dicting the expanded urban extent.

4.2. Interpretation with local surrogate models

Four instances were selected for testing the approach 
of adopting local surrogate models to interpret indi-
vidual predictions of urban expansion. The four 
selected instances are situated in four different 

locations in the study area, highlighted with yellow 
dots. As illustrated in Figure 8, two of the instances 
are located in the city center areas C and D, and the 
other two instances are located in the suburban areas 
A and B. All of the selected instances were cells that 
were barren soil in 2015 and predicted to transit to 
formal settlements in 2020. The remainder cells in 
these four selected subsets of the study area were 
employed as the variant data for the four instances of 
interest, respectively.

Following the equations introduced in Section 2.2, 
for each selected instance, the proximity weights of its 

Figure 9. The generation of proximity weights is based on the similarity between the instances of interest and their variant data, which 
is computed based on the values of predictor variables: (a) the location of the selected instance of interest; (b) the distances to land 
cover variables; (c) the distances to other predictor variables; and (d) the generated proximity weights.
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corresponding variant data were computed accord-
ing to their similarity with the selected instance. As 
shown in Figure 9, the distance of LULC classes and 
the distance of predictor variables were calculated 
with Equations 10 and 11, respectively. The sum of 
the LULC distance and predictor variable distance was 
further computed for the generation of proximity 
weights of each subset. Then local surrogate models 
were trained with the variant data of each instance, as 
well as the corresponding proximity weights. As 
a result, the local fidelity score of the local surrogate 
model trained for area A is 98.60%, area B is 99.11%, 
area C is 98.17%, and area D is 98.58%.

The coefficients of the trained local surrogate mod-
els that can indicate the relationships between input 
variables and predictions are normalized and 

presented in Figure 10. As can be observed, the dis-
tributions of coefficients for all four local explainers 
presented similar patterns. For the interpretation of 
all the selected instances, LULC variables generally 
yielded the largest magnitude coefficients for the 
prediction of LULC changes in the next time step. 
This finding aligns with existing studies suggesting 
that urban land changes are highly correlated with 
historical land change trends (Gidey et al. 2017). 
Specifically, previous formal settlements (e.g. +0.49 
in area A, +0.53 for area B) and barren soil (e.g. 
+0.56 in area A, +0.49 for area B) are the most sig-
nificant features for predicting urban expansion. This 
also corresponds to the predictions of the Cycle-GRU 
at the selected instances of interest, where barren soil 
cells were forecasted to convert into formal 

Figure 10. SHapley Additive exPlanations (SHAP) values of Cycle-Gated Recurrent Unit (GRU) models for predicting formal settlements 
with the variant data of the four selected instances of interest: (a) variant data of instance A; (b) variant data of instance B; (c) variant 
data of instance C; and (d) variant data of instance D.
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settlements. The variable of distance to built-up areas 
presents a substantially negative influence on the 
prediction of formal settlements in all the trained 
local surrogate models (e.g. −0.34 for area A, −0.35 
for area B). In addition, previous vegetation land (e.g. 
−0.27 for area A, −0.33 for area B) and water bodies 
(e.g. −0.33 for area A, −0.30 for area B) exhibit con-
siderably negative relationships with the prediction of 
formal settlements. Transportation factors are often 
included in studies of urban dynamics due to their 
influence on the process of land transitions (Gidey 
et al. 2017; Iacono and Levinson 2009; Poelmans and 
Van Rompaey 2010; Wu et al. 2022). In this study, most 
of the distance to road variables tend to feature 
a negative influence with the prediction of formal 
settlements (e.g. −0.13 for primary roads in area A, 
−0.20 for tertiary roads in area C) and informal settle-
ments (e.g. −0.27 and −0.15 for secondary roads in 
area C and D, respectively). This is consistent with the 
findings that while transportation variables can affect 
land use changes, their impact is less pronounced 
than that of variables representing existing land use 
patterns (Iacono and Levinson 2009).

There are also some disagreements between the 
coefficient distribution in urban and suburban 

areas. As shown in Figure 10, the prediction of 
formal settlement and informal settlement pre-
sented almost contrary patterns in terms of their 
relationship with the variables of proximity to CBD 
and distance to primary roads. In particular, the 
proximity to CBD presented negative influences 
on the prediction of urban expansion of the city 
center instances (i.e. −0.11 for area C, −0.06 for 
area D), whereas the proximity to CBD showed 
positive influences on the prediction of urban 
expansion of the suburban instances (i.e. +0.08 
for area A, +0.06 for area B). The coefficient dis-
tribution also indicated a divergence regarding the 
relationship between formal settlements and the 
distance to primary roads. The predicted formal 
settlements in suburban areas were negatively 
related to the distance to primary roads (i.e. 
−0.13 for area A, −0.07 for area B), indicating that 
as the distance decreases, the likelihood of formal 
settlements increases. Conversely, in city center 
areas, the predicted formal settlements were posi-
tively related to the distance to primary roads (i.e. 
+0.09 for area C), suggesting that formal settle-
ments are more likely to occur farther from these 
roads. The differences in coefficient values of 

Figure 11. Coefficients of local surrogate models trained with the variant data of the selected instances of interest: (a) the location of 
the selected instances of interest: A and B in suburban areas, C and D in city center areas; (b) coefficients of each predictor variable for 
the prediction of each land cover class.
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proximity to CBD and distance to primary roads in 
different urban areas can also be attributed to the 
changes in their roles in the dynamic process of 
urban expansion, with some development being 
less confined to traditional urban centers and 
more influenced by the accessibility provided by 
road networks (Poelmans and Van Rompaey 2010). 
This can be observed from the different expansion 
patterns in city centers and suburban areas, expan-
sion in city centers is more likely to consist of infill 
within existing urban structures, while expansion in 
suburban areas tends to be dispersed and closely 
follows the layout of primary roads. By and large, 
the above-discussed agreements and disagree-
ments between the coefficients of the four local 
surrogate models can be reasonably explained 
based on the characteristics of the data sets.

Additionally, the method of SHapley Additive 
exPlanations (SHAP) was adopted to provide com-
plementary information on the interpretability of 
the trained model. Figure 11 presents the SHAP 
values of variables for predicting formal settle-
ments in four selected areas. Overall, the implica-
tions of SHAP values align with the general 
distribution of variable coefficients generated by 
the proposed interpretation methods. Both meth-
ods indicate a strong correlation between some 
historic land use classes (i.e. vegetation, soil, and 
formal settlements) and the predicted urban 
expansion. This includes the positive impact of 
previous formal settlements and soil on model 
predictions and the negative impact of former 
vegetation on these predictions. The agreement 
between these two interpretation methods on 
the importance of key variables strengthens con-
fidence in the proposed interpretation approach.

5. Conclusions

In this study, we proposed an interpretable deep 
learning approach tailored for the predictive model-
ing of urban land dynamics. Considering time series 
LULC data usually features a limited length of time 
frames, the proposed method is tailored for short- 
term time series data. We uniquely implemented the 
mechanism of cycle consistency on a GRU model to 
improve its capability of processing multi-temporal 
LULC data. In total, six different methods were tested 

and assessed with different evaluation metrics, 
including using both LSTM and GRU models as the 
backbone model in a cycle-consistency framework. As 
a result, a substantial level of performance gains can 
be observed in both LSTM and GRU methods after the 
implementation of the cycle mechanism, and a cycle- 
GRU showed the best overall performance in terms of 
prediction accuracy.

The study also investigated the feasibility of applying 
local surrogate models for interpreting the predicted 
instances of the proposed deep learning model. Four 
instances of predicted urban expansion were selected 
for interpretation tests. Correspondingly, four sets of 
local surrogate models were adopted as local explainers, 
which were trained with variant data and proximity 
weights. The experimental results confirmed the effec-
tiveness of the local surrogate approach in terms of 
providing interpretable local explanations to identify 
the influence of predictor variables on individual predic-
tions. Notably, since the interpretable mechanism is 
designed for local explainability, the coefficients of the 
trained local surrogate models showed similar patterns 
in general, whereas there are some varied patterns 
between instances, which can be linked with the attri-
butes of their locations in the study area.

There are certain limitations to this study. First, the 
study only applied Shenzhen as the case study due to 
the availability of time series data collection. The gen-
eralizability of the proposed method needs to be 
tested in further studies. Secondly, the hyperpara-
meters of the proposed method were selected based 
on the model’s performance on the study area’s data. 
It is anticipated that certain adaptations of hyperpara-
meters may be required for specific tasks. For future 
research, the proposed method holds potential for 
application to various tasks involving time-series geos-
patial data processing. Further studies will also explore 
its generalizability across datasets from different geo-
graphic regions and assess the practical utility of the 
proposed framework in planning practices.
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