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A B S T R A C T

The increasing share of volatile renewable energy generation in current and future energy systems which
does not follow the demand, makes it necessary to shift the synchronization tasks to the system and demand
level. The intended demand side consumption management is usually incentivized via financial mechanisms.
However, the optimum design of related incentives is still unclear. It is usually discussed under the term
‘‘system friendliness’’ which in turn still lacks a broadly accepted definition. In this article we introduce a
new technical definition of ‘‘system friendliness’’ and develop comprehensive and holistic related indicators.
For that, we introduce the burden concept for energy systems which represents the amount of technical
infrastructure required for stable operation. We use the concept of a hypothetical system energy storage
to derive indicators that are capable of quantifying the system friendliness of a given point-of-interest. The
developed indicators are independent of regulations or market environments which enables comparability
of results between studies and different systems. In a case study we demonstrate our newly developed
methodology and exemplary examine decentral district energy storages. Our findings demonstrate that today’s
regulatory environments that usually support residential self-consumption maximization are counterproductive.
Instead, we show that dynamic end-user prices coupled with dynamic feed in tariffs are able to incentivize an
almost 100% system friendly behavior of distributed prosumers.
1. Introduction

In conventional energy systems, the synchronization of power gen-
eration and consumption is largely handled by centralized and control-
lable thermal power plants. This holds no longer true in increasingly
sustainable energy systems [1,2] where the synchronization of demand
and generation is shifted to the demand side and lower system levels.
Thus, a coordinated operational strategy of the decentralized resources
which supports the energy system stability is needed [3]. The kind
of behavior which is supportive and beneficial to the overall energy
system stability is often called ‘‘system friendly’’ behavior. In mostly
conventional energy systems, system friendly behavior corresponds to
a demand that is as constant as possible without high load peaks. In
sustainable energy systems with fluctuating generation, the concept of
‘‘system friendliness’’ is more complex and is still not quantitatively
defined which makes its measurement and evaluation unclear.

For a better understanding of system friendliness in sustainable
energy systems, we define it qualitatively in the first place. This enables
a later quantitative formulation of it. System friendly behavior in
sustainable energy systems should aim for . . .

1. . . . synchronizing demand and (renewable) energy generation.
2. . . . not exceeding the available grid capacities.

∗ Corresponding author.
E-mail address: Karoline.Brucke@dlr.de (K. Brucke).

3. . . .maximizing the plannability of energy consumption and in-
feed.

4. . . . providing flexibility to the overall energy system.

In order to avoid peaking system costs in (future) sustainable energy
systems [4], the potential of available distributed energy resources
(DER) needs to be harnessed [5–7] in a system friendly way. DER
can contribute mainly via two ways [8]: Firstly, system operators
could operate these resources directly [9] e.g., in a way of virtual
power plants [10] to provide ancillary services [11]. Infrastructure
requirements [12] and associated costs [13] will increase substantially
while the acceptance of direct control differs vastly across societal
groups [14] and is questionable due to the loss of perceived con-
trol [15]. Secondly, active players like energy management systems
(EMS) could be addressed by incentivizing them to operate in a system
friendly way without directly controlling them [8,16]. Incentivizing
EMS the right way with e.g. financial mechanisms will play a key role in
energy systems [17–19]. Doing so with respect to the specific location
in the energy system is important to avoid avalanche effects [20,
21], i.e. an ‘‘overreaction of demand response’’ [22] which can cause
e.g. sudden load increases when demand is collectively allocated in a
price-sensitive way [23]. We call incentivizing factors of EMS ‘‘steering
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List of Abbreviations and Symbols

DER Distributed energy resources
POI Point-of-interest
EMS Energy management system
SOC State-of-charge
LCA Life-cycle-analysis
LCOE Levelized costs of electricity
ENTSO-E European Network of Transmission System

Operators for Electricity
, ̃ Storage capacity indicator without and

including losses
+,− Charging and discharging power maximum

indicator
 Stored energy indicator
 Mean state-of-charge indicator
 Mean length of stay indicator
𝐼 Number of nodes in an energy system
𝐷(𝑡), 𝑑(𝑡) Electricity demand in reference system or

POI
𝐺(𝑡), 𝑔(𝑡) Electricity generation in reference system or

POI
𝑅(𝑡), 𝑟(𝑡) Residual load in reference system or POI
𝑆(𝑡), 𝑠(𝑡) Storage charging time series in reference

system or POI
𝐸(𝑡) State-of-charge of storage
𝐵(𝑡) Curtailment
𝐶 Storage capacity
𝑐 Cost function of the POI
𝑝(𝑡), 𝑓 (𝑡) Steering signals for buying and selling

energy
𝑐invest Investment costs
𝐿 Length of stay
𝐹 Total amount of stored energy
𝑃+, 𝑃− Storage charging and discharging power

maximum
𝑔d,max Maximum daily energy generation in the

POI
𝐸init Initial state-of-charge
𝜆 Generation to demand ratio
 Hypothetical system energy storage

signals’’. Currently, most EMS maximize self-consumption [24] with
questionable positive implications for energy systems [25]. At high
shares of prosumers it is even debated if a so-called ‘‘death-spiral’’ could
be enabled where energy consumption at the bulk electricity market
gets very low but infrastructure requirements peak [26]. Installing de-
centralized resources which worsen the overall situation in the energy
system would be technically and economically counterproductive.

The system friendly operation of technologies like energy stor-
age [27,28], electric vehicles [29], heat pumps [30] or wind tur-
bines [31] is broadly studied. However, the assessment of the respective
system friendliness and its general understanding varies significantly.
Section 1.1 gives a brief overview of the literature on existing methods
to quantify system friendliness to date and which indicators are actually
applied in recent studies.

1.1. Current state of research on system friendliness

We distinguish between two different kinds of publications which
are relevant for this work. Firstly, we consider related work that is using
existing system friendliness indicators for the analysis of their results.
This gives a brief overview of what methodology on system friendliness

analysis is currently being applied in research. We additionally explain

2 
the limitations of the most used indicators. Secondly, we analyze the
publications whose core is to extend or develop methodology i.e., indica-
tors for system friendliness evaluation in more detail. For the latter, we
include a tabular summary of existing methods in Table 1.

Note, that the term ‘‘system friendliness’’ is also often called ‘‘grid
friendliness’’ in literature. Other related works quantify and refer to the
‘‘grid impact’’ of decentral players. All of these terms are closely related,
however not well defined yet.

Existing indicators which are used for system friendliness assess-
ments can be categorized into technical, economic and environmental
indicators. As technical indicators, most studies assess the overall con-
sumption, peak power and self-consumption of the evaluated player
[30,32–34]. However, due to the scarcity of controllable energy gen-
eration in sustainable energy systems, the demand itself should be
synchronous to the energy generation. This might even include peak
demands at times of high local energy generation. The above mentioned
indicators are therefore not describing system friendliness in a suffi-
cient way. Other technical indicators are highly specific to the study
design and mostly include detailed local grid information or simula-
tion. They commonly comprise e.g., curtailment of renewable energy
generation [8,35,36], voltage levels [37–39] or line and transformer
loading [40,41]. Due to the limited data and grid simulation availability
these indicators lack completeness and comprehensiveness.

Economic indicators comprise mainly (annual) electricity costs, lev-
elized costs of electricity (LCOE) [37] or grid reinforcement costs [42].
While they are important to assess for the economic viability of ap-
proaches, economic indicators are highly dependent on the present
market mechanisms and regulatory environment. This makes studies
between e.g., different countries hardly comparable.

This limitation is overcome by the environmental indicators which
mainly include CO2, SO2 or NOX emissions and are evaluated in [32,
34,43] for assessing the system friendliness of players. However, emis-
sions are complicated to quantify and can sometimes even include a full
life-cycle-analysis (LCA) of technologies. LCAs can get very complex
and are highly dependent on the made assumptions which strongly
limits the applicability and comparability [44].

Besides the above mentioned indicators for system friendliness, only
very few publications worked on developing new concepts and defini-
tions for system friendliness in the past. A tabular overview of these
publications is given in Table 1. Regarding the evaluated player, the
main limitations of the approaches is the dependency on a specific level
in the energy system or the limitation to one specific kind of player,
e.g. buildings. On the other hand, with respect to the system’s point of
view, the developed approaches are either dependent on extensive grid
information or the specific regulatory environment like [45]. Both limit
the fields of application of the respective methods or the comparability
of results. Only very few publications take the actual grid situation into
account for the system friendliness analysis. However, this is crucial
since the kind of behavior which is considered system friendly strongly
depends on the characteristics of the surrounding system. The biggest
gap in current research is the missing general and quantitative defini-
tion of the term ‘‘system friendliness’’ while it is for that matter required
to develop the respective assessment methodologies and indicators.

1.2. Contribution of this study

The core of this work is the introduction of a new technical and
holistic definition of system friendliness which is based on the concept
of the ‘‘technical burden’’ on energy systems. We apply the burden con-
cept to a simplified sustainable energy system and derive four primary
and three secondary system friendliness indicators. They are all based
solely on residual load data and are independent of technology, level
in the energy system and regulatory environment. This enables system
friendliness assessment independent of strong assumptions which is
a mayor contribution to make studies in the field comparable and

help with decision making processes on e.g., regulations or market
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Table 1
Overview of system friendliness assessment methodology publications.

Publication Contribution Limitations

Bianco et. al.,
2021 [34]

Technical and environmental
KPIs for energy communities.

Indicators for the electrical
performance only consider
the energy efficiency and
electrical self-production.

Yue et. al.,
2024 [46]

Building–grid interaction
evaluation covering planning
and operational stages to
guide grid-friendly interactions

Limited to buildings.

Verbruggen &
Driesen, 2015
[47]

Grid impact indicators,
evaluates the performance of
local control mechanisms,
affecting the impact of a
net-zero energy building on
the electricity grid

Limited to buildings.

Roselli et. al.,
2019 [43]

Energy index to assess the
impact of renewables in
electricity sector, evaluates
bidirectional energy flows on
the external power grid.

Limited to buildings, index
only looks at the overall
energy export/import ratio
with respect to the
demand.

Yue et. al.,
2024 [48]

Methodology to estimate the
grid friendliness influence of
buildings on the grid based on
planned capacity by referring
to Hooke’s law.

Limited to buildings, does
not consider operational
data.

Klein et. al.,
2019 [45]

Market alignment indicator,
measures the relative
economic efficiency of a
prosumer battery compared to
a benchmark system.
Benchmark system is fully
responsive to wholesale
market prices.

Strong dependence on
market assumptions and
the regulatory
environment, limited
applicability to other
technologies other than
PV-battery systems.

mechanisms and incentives. However, the methodology focuses on
future energy systems and is therefore currently limited to fully sus-
tainable one-node energy systems which neglects grid capacities and
conventional generation. The simplifications will be described in detail
in Section 2. In a case study we demonstrate the application of our
newly developed methodology. For that, we exemplary evaluate the
system friendliness of a residential district in a fully renewable scenario
of Germany 2050, whose behavior is incentivized by three different
steering signals. However, the presented methodology is not bound to
the district level or a specific technology and could later be used for all
kinds of DER and different levels of data granularity.

We find, that especially a self-consumption maximization strategy of
the district proves to be unfavorable while variable steering signals for
consumption and feed-in lead to the DER reach their maximum system
friendliness potential.

This paper is structured as follows: Firstly, we define technical
system friendliness in Section 2 where we also introduce the burden
concept. Secondly, the developed methodology of how to measure
system friendliness and the derivation of respective indicators are
described in Section 3. This is followed by an explanation of the
simulation setup of our case study on residential districts in Section 4
and a description of respective data in Section 5. The results of our
case study are presented in Section 6 and we finish with a discussion
in Section 7 and a conclusion and outlook in Section 8.

2. Defining technical system friendliness

In the following we introduce the general ‘‘burden’’ concept as the
basis for the evaluation of system friendliness of DER. In this work
we introduce simplifications regarding the reference system which will
lead to a reduced burden formulation. These assumptions are described
in Section 2.2. Future work will focus on more complex systems to

include more burden dimensions.

3 
2.1. General burden concept

Consider a self-sufficient energy system of 𝐼 arbitrary nodes rep-
resenting producers, consumers or prosumers of energy. Connections
between the nodes represent transformers or power lines. To ensure
stable operation of the energy system, demand and supply have to
match at all times. Since curtailment of energy generation is possible,
stable operation is also given if the generation is bigger compared to the
demand. Renewable energy generation is considered first for meeting
the given demand.

Depending on the characteristics of the energy system, the technical
effort to ensure stable operation can vary significantly. We therefore
define five limiting extreme cases from minimum to high technical
effort , where 𝐷𝑖(𝑡) and 𝐺𝑖(𝑡) denote demand and renewable generation
t node 𝑖 and time 𝑡, respectively. Every node 𝑖 in the energy system

can be described by the respective time series for renewable and
conventional generation as well as demand and energy storage. Note,
that any of the assigned time series can also be zero.

Minimum effort. In a hypothetical optimal scenario, the renewable
generation and the demand match at each node at all points in time.
This would require the minimum possible technical effort.

∀𝑡, 𝑖 ∶ 𝐷𝑖(𝑡) ≤ 𝐺𝑖(𝑡) (1)

No storage required. If

∀𝑡 ∶
∑

𝑖
𝐷𝑖(𝑡) ≤

∑

𝑖
𝐺𝑖(𝑡) (2)

holds true, storage is not needed but energy transfer is necessary which
causes a certain grid capacity to be obligatory.

Self sufficient nodes. Theoretically, no grid but only storage capacity is
required when

∀𝑖 ∶
∑

𝑡
𝐷𝑖(𝑡) ≤

∑

𝑡
𝐺𝑖(𝑡) (3)

holds true.

Storage and grid inevitable. The energy system is self-sufficient with
renewable energy but needs energy storage as well as a grid to ensure
stable operation.
∑

𝑡

∑

𝑖
𝐷𝑖(𝑡) ≤

∑

𝑡

∑

𝑖
𝐺𝑖(𝑡) (4)

Storage, grid and conventional generation required. The system is only
able to ensure stable operation if additional controllable generation,
e.g. conventional energy generation, is present, i.e.
∑

𝑡

∑

𝑖
𝐷𝑖(𝑡) >

∑

𝑡

∑

𝑖
𝐺𝑖(𝑡) (5)

Based on the five limiting cases with varying required technical
effort, we introduce the burden on an energy system. The system
friendliness definition builds on the burden definition, respectively.

Definition 1. The burden on an energy system is the amount of tech-
nical infrastructure required to ensure stable operation of the energy
system.

The burden can be described in four dimensions

1. Renewable energy generation capacity,
2. Grid capacity,
3. Energy storage capacity, and
4. Conventional energy generation capacity.

The four burden dimensions are intertwined, e.g. an excess amount
of renewable energy generation could decrease needed storage or grid
capacities. The newly introduced burden concept can be used to evalu-
ate the system friendliness impact of any player on an energy system. If
a player in the energy system reduces the overall burden it acts system

friendly and vice versa. This leads to the following definition:
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Definition 2. Technical system friendliness is a reduction of the
technical burden on an energy system.

Assessing changes in the burden on an energy system in full, i.e.
including all four burden dimensions requires extensive system in-
formation which is not always available. This is why we introduce
three simplifications in Section 2.2 to reduce the burden complexity
to storage requirements only.

2.2. Assumptions of this study

In this study, we apply three assumptions which lead to a significant
simplification of the burden and system friendliness assessment accord-
ingly. This approach limits the complexity of the respective energy
systems.

1. Firstly, we assume the energy system to be given with known
fixed demand and renewable generation 𝐷(𝑡) and 𝐺(𝑡). This
means, we do not consider expansion of renewable generation
capacity for the burden assessment.

2. Secondly, we focus on fully renewable energy systems where no
conventional generation is present. However, we allow curtail-
ment. With that follows that the burden due to conventional
energy generation capacity is not considered in this study.

3. Lastly, we assume a one-node-system, i.e. 𝐼 = 1, with one aggre-
gated time series for demand and generation. This simplification
is often called ‘‘copper plate’’ assumptions since it neglects the
limitations due to a finite grid capacity. Accordingly, the burden
due to grid capacities is not considered here.

Summarizing the simplifications, the burden dimensions renewable
nergy generation capacity, grid capacity and conventional energy
eneration can be neglected. It will be part of future studies to develop
espective indicators taking into account these burden dimensions. The
educed burden formulation comprises only storage.

In the following, the assessment is therefore carried out by solely
aking into account storage requirements resulting from the mismatch
f generation and demand. Indicators measuring system friendliness
ubject to these storage requirements.

. Measuring technical system friendliness

We refer to the considered player for system friendliness evaluation
s ‘‘point-of-interest’’ (POI). The energy system for which system friend-
iness is evaluated is called the ‘‘reference system’’. The relationship
etween the POI and the reference system is expressed according
o Fig. 1. A POI can be a subset of a bigger energy system (e.g. a
hole medium-voltage grid or district) but also a single device (e.g. a
attery storage). Typically, the operation is optimizing towards a given
bjective function which is commonly a financial steering signal like
n electricity price or a feed-in tariff. System friendliness is typically
o direct goal of a POI but can be achieved indirectly when the given
rice signals are chosen and designed accordingly.

In our presented framework, the POI is prescinded by a single node
ith time series for generation and demand and storage operation,
enoted by 𝑔(𝑡), 𝑑(𝑡) and 𝑠(𝑡), respectively. It is able to feed into or

consume energy from the reference system which results in the re-
spective residual load 𝑟(𝑡) with positive part 𝑟+(𝑡) and negative part
𝑟−(𝑡). The reference system is described by one node with a demand
and a renewable generation time series, denoted by 𝐷(𝑡) and 𝐺(𝑡),
respectively. By 𝑅(𝑡) = 𝐺(𝑡) − 𝐷(𝑡) we denote the residual load. We
introduce a hypothetical and idealized energy storage  that equals
out mismatches between 𝐺(𝑡) and 𝐷(𝑡).  does not subject to any
restrictions or parametrizations and is not of any specific technology
but a purely hypothetical construct. If ∑𝑡 𝐺(𝑡) >

∑

𝑡 𝐷(𝑡), not all energy
surpluses have to be stored in . Otherwise, the required storage

capacity would be overestimated. Therefore we introduce 𝐵(𝑡) > 0 as

4 
the curtailment of the excess energy. Its charging and discharging time
series is then described by:

𝑆(𝑡) = −
(

𝑅(𝑡) − 𝐵(𝑡)
)

(6)

A POI changes the residual load in the reference system from 𝑅(𝑡)
to

�̂�(𝑡) = 𝑅(𝑡) + 𝑟(𝑡), (7)

which subsequently changes the storage time series 𝑆(𝑡) to

�̂�(𝑡) = −
(

�̂�(𝑡) − �̂�(𝑡)
)

(8)

This implies a change of characteristics of the hypothetical energy
storage . All indicators are evaluated by comparing 𝑆(𝑡) and �̂�(𝑡).
Therefore, only the residual load of the reference system and the POI
is needed for the evaluation of the proposed indicators.

As long as 𝐷(𝑡) ≫ 𝑑(𝑡) and 𝐺(𝑡) ≫ 𝑔(𝑡) hold true, the size and
grid level of the POI and of the reference system can be chosen freely.
All indicators are technology agnostic and work for variable data
granularities. However, for small datasets the indicators might not be
meaningful anymore. The system friendliness assessment is performed
ex-post for a specific operation of the POI and a specific reference
system.

3.1. Primary indicators system friendliness indicators

The four proposed primary system friendliness indicators measure
changes of properties of the hypothetical system storage. They subject
indirectly to storage investment costs and are direct burden drivers. A
description of the calculation procedure of all indicators is described in
Section 3.3. The primary system friendliness indicators comprise

1. Storage capacity ,
2. Storage capacity including loss ̃,
3. Maximum charging power +, and
4. Maximum discharging power −.

 describes the changes of required system storage capacity and
indirectly measures the synchronicity of demand and generation. If  >
0, the POI increases the hypothetically needed storage capacity which
is not system friendly. Vice versa,  < 0 corresponds to system friendly
behavior since it means a storage capacity reduction. ̃ is evaluated if
losses are considered for POI which would otherwise falsify the loss-free
indicator . + and − represent the changes in maximum charging
and discharging powers. If the POI results in negative + and positive
−, it reduces the peak load and generation of the whole system and
is therefore system friendly. Limited connection capacity between the
POI and the reference system also limit + and −.

3.2. Secondary system friendliness indicators

The proposed secondary system friendliness indicators measure
properties of the hypothetical system storage  that are not direct
cost or burden drivers but provide insights about its characteristics and
usage. They comprise

1. Stored energy  ,
2. Mean state-of-charge  , and
3. Length-of-stay .

 assesses changes in the total amount of stored energy in the
hypothetical storage and provides insights about the synchronicity of
demand and generation on shorter timescales compared to the capacity
indicator . Positive  mean an increase of stored energy and vice
versa for negative  .  denotes changes in the mean state-of-charge of
the hypothetical system storage which provides insights about possible

storage technologies in a real-world setting. If the POI results in positive
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Fig. 1. Simplified relationship between the point-of-interest (POI) and the reference system for indicator evaluation.
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, it increases the mean filling of the storage and vice versa for negative
.  denotes changes in the mean length-of-stay of energy in the
ypothetical system storage. If  > 0, the POI shifts the system’s
ean length-of-stay towards longer time periods and vice versa. If the
OI additionally decreases the system storage capacity,  assesses if
ong-term or short-term storage is replaced.

.3. Indicator calculation methodology

As prerequisite for the indicator calculation method, we introduce
he ‘‘degree of renewable self-sufficiency’’ 𝜆 which represents the frac-
ion of the sum of the renewable generation 𝐺 over the sum of the
emand 𝐷 at all nodes 𝑖 over all times 𝑡:

= 𝐺
𝐷

=
∑

𝑖
∑

𝑡 𝐺𝑖(𝑡)
∑

𝑖
∑

𝑡 𝐷𝑖(𝑡)
(9)

All indicators denote a change in relevant system parameters sub-
ecting to the hypothetical reference system storage. Therefore, the
espective system parameters are determined without the POI based
n 𝑆(𝑡) and including the POI whose impact changes 𝑆(𝑡) to �̂�(𝑡).
fterwards, the difference is calculated which serves as respective

ndicator. If 𝜆 = 1 for the considered energy system, 𝑆(𝑡) results directly
rom Eq. (6). If 𝜆 > 1 on the other hand, 𝑆(𝑡) and �̂�(𝑡) have to include

possible curtailment for indicator evaluation. To determine 𝑆(𝑡), �̂�(𝑡)
and possible curtailment linear optimization is used. For that purpose,
the open energy modeling framework oemof.solph is available in
this work [49]. Fig. 3 visualizes the system to be optimized. The time
series for demand and generation are fixed inputs. The curtailment as
well as the system storage operation 𝑆(𝑡) are subject to optimization.
The state-of-charge (SOC) of the hypothetical system storage is denoted
by 𝐸(𝑡) and can easily be calculated using solely 𝑆(𝑡) as in Eq. (10).

𝐸(𝜏) = ∫

𝜏

0
𝑆(𝑡)𝑑𝑡 + 𝐸init (10)

with 𝐸init denoting the initial SOC at time step 𝑡 = 0 which ensures
positive SOCs at all time steps

𝐸init = −min
(

∫

𝑇

0
𝑆(𝑡)𝑑𝑡

)

(11)

The system storage is set to be balanced, thus the initial and the
final SOC have to be equal. This ensures no energy losses by emptying
the storage from the beginning to end of the time period. Constant
investment costs for every unit of storage capacity are assigned to the
system storage in Fig. 3 to ensure the optimization resulting in minimal
possible storage capacities. Other than that, no costs are assigned to the

̂ ̂ ̂
reference system. 𝑆(𝑡), 𝐸(𝑡) and 𝐸init are determined analogously but

5 
with changed inputs for the generation and demand time series of the
reference system. The generation 𝐺(𝑡) and demand 𝐷(𝑡) are changed to
�̂�(𝑡) = 𝐺(𝑡)+𝑟+(𝑡) and �̂�(𝑡) = 𝐷(𝑡)+𝑟−(𝑡) by the POI. In the following, the
rocedure to calculate all system friendliness indicators is presented.
ote, that 𝑆(𝑡) derived by linear optimization is only used for that
urpose as long as systems with 𝜆 > 1 are considered. All indicators
an be calculated including losses in the district and system storage
r without taking losses into account. The procedure is explained in
etail for the capacity indicator  but for all other indicators this works
nalogously. Indicators including losses are denoted by their respective
ymbol including a tilde.

ypothetical storage size indicators  and ̃:. Given 𝐸(𝑡) derived from
inear optimization and Eq. (10), the maximum capacity of the storage
s
𝖽𝖾𝖿
= max

𝑡
(𝐸(𝑡)) (12)

�̂� is determined accordingly taking the POI into account. The first
nd one of the most important indicators is the impact of the POI on
he hypothetical storage capacity:
𝖽𝖾𝖿
= �̂� − 𝐶 (13)

Note, according to the above described procedure the hypothetical
torage capacity 𝐶 is derived from an idealized time series without stor-
ge losses. This could falsify results if losses are considered in the POI.
f so, the system storage  can be parameterized reflecting the same
osses as the POI. This can also be done using the linear optimization
ool oemof.solph with two parameters. Firstly, a conversion loss
an be applied as a relative loss on charged and discharged energy.
econdly, a loss rate can be applied in every time step which relatively
ecreases the amount of energy stored. This way, the outputs of the
ptimization change to �̃�(𝑡), �̃�(𝑡) and �̃�init and include losses. �̃� and ̂̃𝐶
re determined analogously. The respective indicator equals to:

̃ 𝖽𝖾𝖿
= ̂̃𝐶 − �̃� (14)

Note, that when losses apply for the hypothetical system storage,
he total energy system is not self sufficient anymore at 𝜆 = 1. This
ffect is most significant in energy systems with very seasonal energy
eneration like in PV dominant generation mixes.

ypothetical storage power indicators + and −:. 𝑆(𝑡) denotes the
harging and discharging time series of the hypothetical system storage

after curtailment. Thus, the maximum charging and discharging
ower are defined by:

𝖽𝖾𝖿
= max(𝑆(𝑡)) (15)
+ 𝑡
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and

𝑃−
𝖽𝖾𝖿
= min

𝑡
(𝑆(𝑡)) (16)

𝑃+ and 𝑃− are determined accordingly taking the POI into account.
herefore, we define the next two indicators as:

+ 𝖽𝖾𝖿
= 𝑃+ − 𝑃+ (17)

− 𝖽𝖾𝖿
= 𝑃− − 𝑃− (18)

+ and − are limited by the power capacity of the respective
onnection between the POI and the reference system.

mount of stored energy indicator  :. In order to assess the usage of
he hypothetical system storage, the respective total amount of stored
nergy is calculated
𝖽𝖾𝖿
=

∑

𝑡
𝑆+(𝑡) (19)

here 𝑆+(𝑡) are the positive elements of 𝑆(𝑡). 𝐹 is determined accord-
ngly taking the POI into account. The according indicator is defined
y:
𝖽𝖾𝖿
= 𝐹 − 𝐹 (20)

ean SOC of the hypothetical storage indicator  :. Additionally, the
ean SOC of the hypothetical storage  can be calculated easily
ith Eq. (21). The hypothetical storage is of no specific technology
ut the theoretical mean state of charge can give insights about its
haracteristics and kind of use.

̄ 𝖽𝖾𝖿
= 1

𝑇
∑

𝑡
𝐸(𝑡) (21)

Note, the mean state of charge �̄� can also be evaluated in percentage
values by dividing by the maximum storage capacity. ̂̄𝐸 is determined
accordingly taking the POI into account. The according indicator is
defined by:


𝖽𝖾𝖿
= ̂̄𝐸 − �̄� (22)

Length-of-stay indicator :. The mean length-of-stay 𝐿 of energy in the
storage can be derived based on [50]. Given 𝑆(𝑡) = 𝑆+(𝑡) − 𝑆−(𝑡) with
+(𝑡), 𝑆−(𝑡) ≥ 0 for all 𝑡, we define the positive and negative SOC curve
+(𝑡) and 𝐸−(𝑡) as

+(𝜏)
𝖽𝖾𝖿
= ∫

𝜏

0
𝑆+(𝑡)𝑑𝑡 (23)

−(𝜏)
𝖽𝖾𝖿
= ∫

𝜏

0
𝑆−(𝑡)𝑑𝑡 (24)

With that, the length of stay 𝐿 is defined as

𝖽𝖾𝖿
=

𝑉 (𝑡a, 𝑡b)
∑

𝑡 𝑆+(𝑡)
(25)

with

𝑉 (𝑡a, 𝑡b) = ∫

𝑡b

𝑡a
𝐸+(𝑡)𝑑𝑡 − ∫

𝑡b

𝑡a
𝐸−(𝑡)𝑑𝑡 , (26)

where the integral’s borders 𝑡a and 𝑡b are chosen, such that 𝑉 being a
renewable inventory mass which is closed on both sides, i.e. 𝐸−(𝑡𝑎) =

+(𝑡𝑎) and 𝐸−(𝑡𝑏) = 𝐸+(𝑡𝑏). 𝑉 (𝑡a, 𝑡b) is the area between the two curves
+(𝑡) and 𝐸−(𝑡). Fig. 2 visualizes 𝑉 (𝑡a, 𝑡b). Thus, 𝑡a and 𝑡b are the points
f time, where the SOC of  reaches its minimum. If the minimum is
nly reached one time in the period of time under consideration, 𝑡b is

defined to be the closest earlier point in time which corresponds to 𝑡a−1.
f the minimum SOC is taken on more than two times, 𝐿 is calculated
for every time period between the respective points in time. Afterwards,

6 
the mean of all lengths of stay is calculated. The indicator is defined as
follows:


𝖽𝖾𝖿
= �̂� − 𝐿 (27)

4. System friendliness case study simulation setup

The presented system friendliness indicators shall be demonstrated
in a case study which simulates the impact of energy storage in resi-
dential districts on the fully renewable German energy system of 2050.
The code to recreate the results of this study including all assumptions
and parameters is publicly available [51]. Doing so, the energy system
modeling framework oemof.solph [49] is used for optimization of
the district’s operation and the indicator evaluation as described above
in Section 3.3. Fig. 3 shows the simulation setup conceptually.

The district comprises a PV system with a fixed generation time
series 𝑔(𝑡), a fixed demand 𝑑(𝑡) and a storage system of varying capaci-
ies 𝐶D with the storage time series 𝑠(𝑡). Therefore, the residual load of
he district solely depends on the optimized storage operation 𝑠(𝑡) and
quals to

(𝑡) = 𝑔(𝑡) − 𝑑(𝑡) + 𝑠(𝑡) (28)

s explained in Section 3.3, the required data for indicator assessment
omprise 𝑆(𝑡) and �̂�(𝑡) which denote the time series of the hypothetical
ystem storage without and including the effect of a POI. Here, the POI
s a residential district. However, we want to isolate the effect of one
evice in the district, namely a residential storage unit. In the following,
he procedure to determine 𝑆(𝑡) and �̂�(𝑡) is described.

1. The optimization of the reference system including the fixed
district generation 𝑔(𝑡) and demand 𝑑(𝑡) but without a district
storage is carried out to determine 𝑆(𝑡). 𝑆(𝑡) represents the
storage time series of the hypothetical system storage

2. The optimization of the district storage operation 𝑠(𝑡) is carried
out which determines 𝑟(𝑡).

3. The adjusted time series for the generation and demand of the
reference system are calculated which are referred to as �̂�(𝑡) and
�̂�(𝑡), respectively. The time series are determined based on

�̂�(𝑡) = 𝐺(𝑡) + 𝑟+(𝑡)

and
�̂�(𝑡) = 𝐷(𝑡) + 𝑟−(𝑡)

where 𝑟+(𝑡) and 𝑟−(𝑡) denote the positive and negative elements
of the POI’s residual load.

4. With �̂�(𝑡) and �̂�(𝑡), the reference system’s optimization is carried
out again to determine the adjusted storage time series �̂�(𝑡)
taking into account the district.

With 𝑆(𝑡) and �̂�(𝑡) being determined, the indicators for the given
istrict storage operation can be evaluated.

.1. Steering signals to incentivize the POI

To get to a certain operational strategy, a POI typically optimizes
tself with respect to minimizing its energy costs or maximize revenue
ased on a given price signal. In our case study on districts, we examine
hree different ‘‘steering cases’’ which comprise different steering sig-
als for the district’s storage optimization. One steering case consists of
wo steering signals 𝑝(𝑡) and 𝑓 (𝑡):

1. 𝑝(𝑡) for buying electricity from the reference system, which can
be seen as an arbitrary electricity price and

2. 𝑓 (𝑡) for selling electricity to the reference system, which can be
seen as an arbitrary feed-in tariff.
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Fig. 2. Visualization of the length-of-stay indicator calculation procedure. 𝑉 (𝑡a , 𝑡b) denotes the area between 𝐸+(𝑡) (green) and 𝐸−(𝑡) (blue).
Fig. 3. Conceptual visualization of the case study simulation setup. A time series can be assigned to each object. The model of the point-of-interest (POI) and the reference system
are optimized individually.
The aggregated cost function which the district is subjecting to for its
optimization can be written as:

𝑐 =
∑

𝑡
𝑟−(𝑡) ⋅ 𝑝(𝑡) + 𝑟+(𝑡) ⋅ 𝑓 (𝑡) . (29)

The steering signals 𝑝(𝑡) and 𝑓 (𝑡) are the only sources of costs for
the simulated district. Thus, the district’s operation is optimized with
respect to minimizing 𝑐. Since the district storage is the only device
to be optimized in the district, a minimization of 𝑐 directly yields the
district storage time series 𝑠(𝑡). All other mathematical constraints and
equations of the linear optimization problem are described in detail
in [49]. The three steering cases are referred to as:

1. pCon-fCon: Constant price 𝑝(𝑡) and constant feed-in tariff 𝑓 (𝑡)
2. pVar-fCon: Variable price 𝑝(𝑡) and constant feed-in tariff 𝑓 (𝑡)
3. pVar-fVar: Variable price 𝑝(𝑡) and variable feed-in tariff 𝑓 (𝑡)

Steering cases pVar-fCon and pVar-fVar are based on the scaled
residual load of the reference system. The scaling procedures for
pVar-fCon and pVar-fVar is conducted using the MinMaxScaler
of sklearn [52]. The steering signals in all steering cases can be
described quantitatively:

Steering case pCon-fCon:. Steering case pCon-fCon is a default scenario
with 𝑝(𝑡) = const > 0 and 𝑓 (𝑡) = const < 0 and |𝑝(𝑡)| > |𝑓 (𝑡)|. Therefore,
self-consumption is maximized.

𝑝(𝑡) = 0.3 and 𝑓 (𝑡) = −0.1 (30)

Steering case pVar-fCon:. Steering case pVar-fCon combines a variable
𝑝(𝑡) with a constant 𝑓 (𝑡) = const < 0 which is also typical in the
7 
residential sector. Negative prices are possible but 𝑝(𝑡) ≥ 𝑓 (𝑡) still holds
true.

𝑝(𝑡) = −𝑅∗(𝑡) ∈ [−0.1, 0.3] and 𝑓 (𝑡) = −0.1 (31)

Steering case pVar-fVar:. In steering case pVar-fVar 𝑝(𝑡) > 0 and 𝑓 (𝑡) > 0
are variable and symmetric 𝑓 (𝑡) = −𝑝(𝑡) and follow the residual load of
the reference system.

𝑝(𝑡) = −𝑅†(𝑡) ∈ [0, 1] and 𝑓 (𝑡) = 𝑅†(𝑡) ∈ [−1, 0] (32)

For each steering case, the whole simulation time period along
with two days from summer and from fall are presented in Fig. 4.
During the summer days, the classical daily PV generation cycle is more
pronounced compared to the fall days. This results in generally more
volatile steering signals during summer. The lowest price 𝑝(𝑡) for the
cases pVar-fCon and pVar-fVar is reached in May. The highest price
occurs in December which is both due to the dependency of prices on
the volatile renewable energy generation.

4.2. Optimizing the district operation

The operation of the district serving as POI in this case study is
being optimized using the linear optimization tool oemof [49]. As can
be seen in Fig. 3, the district comprises a PV generation, an electricity
demand and a district energy storage. Since demand and PV generation
of the district are fixed, the district optimization problem reduces to
solely optimizing the storage operation 𝑠(𝑡). The storage time series
𝑠(𝑡) is optimized in a way such that the residual load 𝑟(𝑡) minimizes
the following minimization problem with respect to the steering signal
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Fig. 4. Steering signal cases ‘‘pCon-fCon’’, ‘‘pVar-fCon’’ and ‘‘pVar-fVar’’ for the whole simulation time period on the left hand side and for 2 selected days (May 31st and June
1st) in the middle and (October 28th–October 29th) on the right hand side.
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for buying energy 𝑝(𝑡) and the respective steering signal 𝑓 (𝑡) for selling
energy to the reference system:

𝑟(𝑡) = argmin
𝑟(𝑡)

∑

𝑡 s.t.
𝑟(𝑡)<0

𝑟(𝑡)𝑝(𝑡) +
∑

𝑡 s.t.
𝑟(𝑡)>0

𝑟(𝑡)𝑓 (𝑡) (33)

At the district’s site, different storage capacities are simulated. For
every storage capacity and every steering signal a loss-free case and a
loss-including case is simulated. Losses take into account a loss rate of
𝑜r = 0.01% per time step and a conversion loss of 𝑜c = 1% of charged
and discharged energy. All simulations are carried out for one year of
data at a granularity of 15 min which corresponds to 35 040 points
in time under perfect foresight conditions. The capacity of the power
lines connecting the district to the reference system 𝑙 limits 𝑟(𝑡) and is
etermined with

= 2 ⋅max(𝑑(𝑡)) + 2 ⋅max(𝑔(𝑡)), (34)

.e. 𝑙 equals two times the maximum generation plus two times the
aximum demand of the district. Further details regarding the data

nput of the district are described in Section 5.2.

.3. Optimizing the reference system operation

The reference system comprises a fixed demand, a fixed generation
nd an energy storage whose time series 𝑆(𝑡) is subject to optimization
see Fig. 3). Since 𝜆 > 1 of the reference system holds true in our
ase study, a curtailment 𝐵(𝑡) also applies which is optimized using
emof [49] as well. No costs per time step apply for the reference
ystem simulation model. Instead, investment costs into the storage
apacity 𝑐invest are assumed. This means, for every unit, here for every
Wh of storage needed, constant investment costs of 𝑐invest = 10 apply.
herefore, the system storage time series 𝑆(𝑡) and the curtailment

time series 𝐵(𝑡) are optimized with regards to minimizing the storage
capacity. The storage is set to be balanced i.e., the SOCs at the start
and the finish of the simulation time period are equal:

𝐸(0) = 𝐸(𝑇 ) (35)

Losses can be taken into account for the system storage as well

which is particularly important if losses apply in the district. In our a

8 
case study, we assume the same loss parameters for the hypothetical
system storage as for the district storage for highest interpretability
of results. However, this is not obligatory. Here, 𝜆 of the reference
system is high enough to ensure self-sufficiency even with the assumed
storage losses. Further details regarding the data input of the reference
system are described in Section 5.1. The simulation of the reference
system is carried out two times for every indicator assessment: Firstly,
without taking into account the district storage and secondly including
the effects of the changed district’s residual load due to the district
storage.

5. Data

In the following, the data for simulation is described. This comprises
the data of the reference system in Section 5.1 and of the residential
district in Section 5.2.

5.1. Reference system

The reference system represents the German electricity grid in
2050 with fully renewable generation. For this, the measured German
generation 𝐺(𝑡) and demand data 𝐷(𝑡) of the ‘‘European Network of

ransmission System Operators for Electricity’’ (ENTSO-E) [53] from
020 provided by the German ‘‘SMARD’’-platform [54] is used. For
hat purpose, the demand time series 𝐷(𝑡) from 2020 is scaled to be
000 TWh in total for 2050. The generation 𝐺(𝑡) comprises PV, wind
nshore, wind offshore, hydro and biomass. The generation time series
re scaled according to the generation mix from [55] for a 100%
enewable scenario of Germany 2050. The generation mix comprises
7% energy generation from photovoltaic, 45% from wind onshore,
2% from wind offshore, 2% from hydro power and 4% from biomass.
he minor remaining conventional generation in the scenario of [55]
ccounts for less than 0.5% of the total generation and is neglected
ere. Afterwards, a degree of self sufficiency for the reference system
f 𝜆S = 1.5 is assumed to avoid peaking storage requirements [56].
dditionally, the system is still self-sufficient at this demand to gener-

tion ratio even if theoretical storage losses are present. Since 𝜆S > 1,



K. Brucke et al.

i
T

i
i

6

A
d
c
B
t

t
c
d
o
f
f
t

7

i
T
a

Applied Energy 377 (2025) 124607 
Table 2
Selected data features of the reference system and the modeled district. Note, that
negative residual load means a lack of generation while positive residual load means
a surplus of generated energy.

Reference system District

Maximum generation power 490.98 GW 547.23 kW
Minimum generation power 10.98 GW 0.00 kW
Maximum residual load 360.91 GW 456.80 kW
(before curtailment)
Minimum residual load −128.58 GW −112.66 kW
Maximum energy generation in one day 8262.41 GWh 5100.41 kWh
Minimum energy demand in one day 2035.83 GWh 1224.95 kWh
Maximum energy demand in one day 3401.25 GWh 2031.47 kWh
Mean energy demand in one day 2739.73 GWh 1712.33 kWh
Total demand 1000.00 TWh 625.00 MWh
Total generation 1500.00 TWh 625.00 MWh

curtailment takes place, but we do not associate costs to it. For the
assumed surplus of energy, only PV, wind onshore and offshore are
taken into account since biomass and hydropower technologies are
assumed to not be easily expandable. Selected data features of the
reference system are presented in Table 2. Since the data from 2020
is taken it comprises the leap day 29th of February, which is deleted
for the simulation. The data granularity is 15 min.

For more insight, the data for simulation is depicted in Fig. 5 with
the reference system generation and demand on the left hand side. It
is visible that demand is lowest during summer and over the public
Christmas and New Year holidays end of December and beginning
of January. The renewable generation shows a high variability and
reaches maximum power values in summer. Nevertheless, the season-
ality of the generation is not very pronounced due to the rather small
share of PV energy. Instead it is dominated by the volatility of wind
power generation.

5.2. Residential district

The demand data of the district is taken from [57] where the
authors simulated the demand and generation of a big residential
district for one year for the location Oldenburg, Germany using their
own tool FlexiGIS [58]. For this work, the demand data gets scaled to be
625 MWh in total per year to represent 100 residential units in 2050. In
order to model the generation time series of the district the respective
simulated PV data based on 2015 weather from [57] is taken. Selected
data features of the district are presented in Table 2. Demand and PV
generation are scaled in a way that the district itself has a degree of
self-sufficiency of 𝜆D = 1. That results in approximately 5.5 kWp of
nstalled PV power per residential unit at the given weather conditions.
he condition 𝐷(𝑡) ≫ 𝑑(𝑡) and 𝐺(𝑡) ≫ 𝑔(𝑡) for indicator evaluation is

met. Fig. 5 shows the district data for demand and PV generation on
the right hand side. The clear seasonality of PV generation and demand
gets visible. While demand is highest during winter times likely due
to electrified heating systems in the district, generation is naturally
highest during the summer months.

6. Case study results

In order to examine the effect of different energy storage systems
within the simulated district, the district storage size 𝐶D is varied and
given in multiples of the maximum daily district energy generation
𝑔d,max = 5100.41 kWh. For every district storage size 𝐶D and every
steering case (pCon-fCon, pVar-fCon and pVar-fVar), the operation of
the district is optimized as described in Section 4. This leads to one
district SOC time series 𝑠(𝑡) for every simulation. Depending on the
given steering signal, the SOC time series vary significantly. Fig. 6
exemplary shows one SOC curve per steering case for a district storage
capacity of 3.9 ⋅ 𝑔 . Under the constant price and feed-in tariff (case
d,max t

9 
pCon-fCon) the storage gets hardly used until August since it only
equals out the daily mismatch of PV generation and demand within the
district. Afterwards, it is only reaching 100 % SOC once in September of
the simulated year. The storage operation differs already significantly
when variable prices apply in the steering case pVar-fCon. The district
exploits the price fluctuations in a way to minimize its costs which
leads to a higher utilization of the storage system compared to case
pCon-fCon. When additionally variable feed-in tariffs apply, the storage
operation changes completely as can be seen for steering case pVar-
fVar on the right of Fig. 6. The district storage is cycled many times
throughout the year and used during summer as much as during winter
periods. The district’s SOC curve is used for the system friendliness
analysis of the district.

For every simulated SOC curve of the district, the district’s residual
load 𝑟(𝑡) is calculated according to Eq. (28) and evaluated for its
system friendliness using the presented methodology. A differentiation
between loss-free and loss-including district storage is made. The in-
dicator assessment is presented in Figs. 7 and 8 and explained in
Sections 6.1 and 6.2 respectively. Significant differences between the
three steering cases become clear.

6.1. Primary system friendliness indicator evaluation

Fig. 7 shows that steering case pVar-fVar leads to an almost 100%
system friendly operation of the district storage considering  and ̃.
Despite increasing storage capacities in the district, no system storage
reduction can be measured for the self-consumption maximization
strategy from steering case pCon-fCon. Steering case pVar-fCon leads
to a maximum system friendly behavior for small storage capacities
considering . For ̃, the impact of storages from steering case pVar-
fCon is even higher compared to steering case pVar-fVar. But for bigger
residential storage they fall short of their potential.

Fluctuations of the power indicators in Fig. 7 are due to rounding
errors during the simulations and limited data granularity. Residential
storage operated in steering case pVar-fCon and pCon-fCon is not
leading to any measurable reduction of peak charging and discharging
powers. In steering case pVar-fVar already small residential storage
capacities of 12.75 kWh per residential unit without losses or 16.32 kWh
ncluding losses are able to perform maximum peak power reduction
n the reference system.

.2. Secondary system friendliness indicator evaluation

All secondary system friendliness indicators are shown in Fig. 8.
dditionally, the mean length of stay in the district storage 𝐿D is
epicted. District storages in steering case pCon-fCon and steering
ase pVar-fCon show only minor impact on the secondary indicators.
ut storage in steering case pVar-fVar decreases the mean SOC and the
otal amount of stored energy significantly.

Assessing  for steering case pVar-fVar shows that mostly short
erm system storage is replaced by the decentral storage. Steering
ases pCon-fCon and pVar-fCon lead to a more long-term use of the
ecentral storage as can be seen in Fig. 8 (g). Generally, the presence
f losses seem to not have a significant impact on the secondary system
riendliness indicators. However, 𝐿D changes for steering case pVar-
Con when losses are present as it is used more as short-term storage
hen.

. Discussion

With the presented methods an assessment of system friendliness
n different regulatory environments or market designs is possible.
his can enable further research about what financial mechanisms
re optimal to incentivize system friendliness of DER. This includes

he evaluation of different price building mechanisms for electricity
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Fig. 5. Demand and generation data for the simulated reference systems (left) as well as the district (right) for one year. While the reference system generation mix comprises
PV, offshore and onshore wind, hydro and biomass the district on the other hand is solely PV energy.
Fig. 6. SOC curves of three district energy storage systems under different steering cases. Storage size 𝐶𝐷 = 20 MWh which equals 3.9 ⋅ 𝑔d,max.
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rices or the effect of network charges, taxes or levies on the system
riendliness of DER as long as a residual load time series for the respec-
ive points-of-interest is available. These analyses can support decision
aking processes on national levels but also grid planning more locally.
he presented indicators all subject to the concept of a hypothetical
ystem storage but consider different respective properties. Hence, a
rioritization or a specific system friendliness service could be possible
o target certain indicators with the respective operational strategy.

In this work, we consider a given one-node sustainable energy
ystem which is an idealization and the case study is therefore based on
cenario assumptions regarding the electricity generation and demand.
hus, future research will focus on extending the presented concepts
o be able to take into account local constraints, especially grid ca-
acities, and conventional generation. This would allow assessments in
tatus-quo energy systems. However, this procedure will require more
nformation about the reference system which is not always available.
ere, we show a case study of residential energy storage in Germany
050 but a broad application of the presented methods could be carried
ut in the future. This includes the examination of other points-of-
nterest or different reference systems based on scenarios with different
haracteristics or technologies. System friendliness assessments of other
oints-of-interest could include different technologies such as elec-
ric vehicles, electrolyzers, heat pumps also in combination with heat
torage or decentralized renewable power plants. Other scenarios and
10 
eference systems could include other countries or smaller sub-regions
n national energy systems as well as a different electricity mix or other
eneral characteristics of the reference system.

Analyzing the results of the case study, we find that a residential
elf-consumption maximization strategy in steering case pCon-fCon has
o measurable positive effect on the total system due to the ‘‘egoistic’’
se of the storage in the district. Neither system storage capacities nor
aximum system storage powers are reduced due to missing incen-

ives to do so. Nevertheless, residential self-consumption is currently
ncentivized by the constant pricing in most regulatory environments
ut many publications already heavily doubt its positive contribution
n sustainable energy systems [25,26]. Our findings are also in line
ith a recent study on storage in Germany, where the authors find
ighest energy generation costs when assets are solely used for PV
elf-consumption [41].

A constant feed-in tariff combined with a variable electricity price
s leading to system friendly behavior at small storage capacities in
he district considering the effects on system storage capacities. How-
ver, with bigger storage capacities, the grid friendliness in steering
ase pVar-fCon stagnates and no further capacity reduction in the
eference system can be observed. We do not observe a significant
ositive impact on the other system friendliness indicators for steering
ase pVar-fCon.
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Fig. 7. Primary system friendliness indicators evaluated for the simulated residential district and three steering cases. On the left without losses. On the right including losses. (a)
and (b) Changes in capacity of the hypothetical system storage. The solid black line denotes the maximum storage capacity reduction potential. (c) and (d) Changes in maximum
charging power of the hypothetical system storage. (e) and (f) Changes in maximum discharging power of the hypothetical system storage. 𝑔d,max represents the maximum energy
generated in one day in the district.
Lastly, steering case pVar-fVar shows that a system friendly use of
DER is possible at the right incentives as storage and power reduction
all approximately reach their maximum potential values. pVar-fVar
combines symmetric variable steering signals for buying and selling en-
ergy to the reference system. The district storage in steering case pVar-
fVar is predominantly operated as short-term storage with a high
number of charging cycles but we do not consider aging effects of the
residential storage. Variable feed-in tariffs should be broadly examined
in the future to understand their potential for the system friendliness
of DER and to provide information for the decision making for future
energy market mechanisms and regulations.

8. Conclusion and outlook

System friendliness of distributed energy resources can be seen as
a kind of behavior which is beneficial and supportive to the overall
system stability. However, until now it was not technically and quanti-
tatively defined and therefore could not be measured and evaluated. In
this work we therefore introduced a purely technical definition of sys-
tem friendliness for energy systems. The definition is based on a newly
developed concept which we call the ‘‘burden’’ on energy systems.
The burden represents the amount of technical infrastructure required
to ensure stable operation of the energy system and accordingly we
defined system friendliness as a reduction of the respective burden.
11 
In order to make system friendliness measurable in sustainable energy
systems, we introduced a central hypothetical system energy storage to
equal out all mismatches between demand and generation. Indicators
measuring system friendliness are all referring to properties of this
hypothetical energy storage. Doing so, the indicators are independent
of technology, data granularity or level in the energy system and can
be evaluated for different market or regulatory environments. This
makes them an important method to help with decision making for
future energy systems. In a case study, we demonstrated the applica-
tion of the indicators and examine residential districts in a German
energy system of 2050. We found self-sufficiency maximization to be
counterproductive from the system’s perspective but variable electricity
prices coupled with variable feed-in tariffs are able to incentivize an
almost 100% system friendly behavior of the district’s resources. In
this work, we applied simplifications which limit the application of the
indicators to fully sustainable one-node energy systems. Future work
will therefore focus on an extension of the presented methods to be able
to assess system friendliness in more complex energy systems. This will
include conventional energy generation and taking into account limited
grid capacities. Additionally, extensive system friendliness assessments
for a variety of technologies, electricity prices and regulations can be
carried out in the future. This might help with current discussions on
electricity market design for future sustainable energy systems.
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Fig. 8. Secondary system friendliness indicators evaluated for the simulated residential district and three steering cases. On the left without losses. On the right including losses.
a) and (b) Changes in total amount of stored energy in the hypothetical system storage. (c) and (d) Changes in mean SOC of the hypothetical system storage. (e) and (f)

Changes in mean length-of-stay of energy in the hypothetical system storage. (g) and (h) Mean length of stay of energy in the district storage. 𝑔d,max represents the maximum
energy generated in one day in the district.
CRediT authorship contribution statement

Karoline Brucke: Writing – original draft, Visualization, Software,
Methodology, Investigation, Formal analysis, Conceptualization. Sunke
Schlüters: Writing – original draft, Methodology, Formal analysis,
Conceptualization. Benedikt Hanke: Supervision, Conceptualization.
Carsten Agert: Writing – original draft, Supervision. Karsten von
Maydell: Supervision.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.
12 
Data availability

Data to recreate the results is partly publicly available and partly
cannot be shared due to confidentiality reasons. The code of this study
is publicly available under https://zenodo.org/records/11044874.

Acknowledgments

We thank our colleagues Alaa Alhamwi, Wided Medjroubi and
Tobias Naegler for their help regarding the provision of required data
and resources for this work. We thank our colleague Johannes Seesing
for his contributions to the literature research of this study.

https://zenodo.org/records/11044874


K. Brucke et al. Applied Energy 377 (2025) 124607 
References

[1] IEA. World energy outlook 2023. Technical report, Internation Energy Agency
(IEA); 2023, CC BY NC SA 4.0 (Annex A), 2023.

[2] Guillemette Yvan, Château Jean. Long-term scenarios: Incorporating the energy
transition. OECD economic policy papers, (33), 2023.

[3] Subramanian Lalitha, Debusschere Vincent, Gooi Hoay Beng, Hadjsaid Nouredine.
A distributed model predictive control framework for grid-friendly distributed
energy resources. IEEE Trans Sustain Energy 2020;12(1):727–38.

[4] Heptonstall PJ, Gross RJK. A systematic review of the costs and impacts of
integrating variable renewables into power grids. Nat Energy 2021;6:72–83.

[5] Armenteros Aurora Sáez, de Heer Hans, Fiorini Laura, Castillo María Miranda,
Slot Thijs. Demand-side flexibility in the EU: Quantification of benefits in 2030.
Technical report, smartEn - Smart Energy Europe and DNV; 2022.

[6] Brunner Christoph, Deac Gerda, Braun Sebastian, Zöphel Christoph. The future
need for flexibility and the impact of fluctuating renewable power generation.
Renew Energy 2020;149:1314–24.

[7] Lund Peter D, Lindgren Juuso, Mikkola Jani, Salpakari Jyri. Review of energy
system flexibility measures to enable high levels of variable renewable electricity.
Renew Sustain Energy Rev 2015;45:785–807.

[8] Miri Mohammad, McPherson Madeleine. Demand response programs: Comparing
price signals and direct load control. Energy 2024;288:129673.

[9] Moradi-Sarvestani Sajjad, Jooshaki Mohammad, Fotuhi-Firuzabad Mahmud,
Lehtonen Matti. Incorporating direct load control demand response into active
distribution system planning. Appl Energy 2023;339:120897.

[10] Liu Chengyang, Yang Rebecca Jing, Yu Xinghuo, Sun Chayn, Wong Peter SP,
Zhao Hongying. Virtual power plants for a sustainable urban future. Sustain
Cities Soc 2021;65:102640.

[11] Kryonidis Georgios C, Kontis Eleftherios O, Papadopoulos Theofilos A,
Pippi Kalliopi D, Nousdilis Angelos I, Barzegkar-Ntovom Georgios A,
Boubaris Alexandros D, Papanikolaou Nick P. Ancillary services in active
distribution networks: A review of technological trends from operational and
online analysis perspective. Renew Sustain Energy Rev 2021;147:111198.

[12] Bhuiyan Erphan A, Hossain Md Zahid, Muyeen SM, Fahim Shahriar Rah-
man, Sarker Subrata K, Das Sajal K. Towards next generation virtual
power plant: Technology review and frameworks. Renew Sustain Energy Rev
2021;150:111358.

[13] Heitkoetter Wilko, Medjroubi Wided, Vogt Thomas, Agert Carsten. Economic
assessment of demand response using coupled national and regional optimisation
models. Energies 2022;15(22):8577.

[14] Yilmaz Selin, Xu Xiaojing, Cabrera Daniel, Chanez Cédric, Cuony Peter, Pa-
tel Martin K. Analysis of demand-side response preferences regarding electricity
tariffs and direct load control: Key findings from a Swiss survey. Energy
2020;212:118712.

[15] Fell Michael J, Shipworth David, Huebner Gesche M, Elwell Clifford A. Public
acceptability of domestic demand-side response in Great Britain: The role of
automation and direct load control. Energy Res Soc Sci 2015;9:72–84, Special
Issue on Smart Grids and the Social Sciences.

[16] Eid Cherrelle, Codani Paul, Perez Yannick, Reneses Javier, Hakvoort Rudi.
Managing electric flexibility from Distributed Energy Resources: A review of
incentives for market design. Renew Sustain Energy Rev 2016;64:237–47.

[17] Parag Yael, Sovacool Benjamin K. Electricity market design for the prosumer era.
Nat Energy 2016;1(4):1–6.

[18] Eicke Anselm, Hirth Lion, Mühlenpfordt Jonathan. Mehrwert dezentraler flex-
ibilität (engl. added value of decentralized flexibility). Technical report, Neon
Energy - on behalf of the German Electrical and Electronic Manufacturers’
Association (ZVEI e.V.); 2024.

[19] Heider Anya, Huber Jill, Farhat Yamshid, Hertig Yves, Hug Gabriela. How to
choose a suitable network tariff? - Evaluating network tariffs under increasing
integration of distributed energy resources. Energy Policy 2024;188:114050.

[20] Ringler Philipp, Keles Dogan, Fichtner Wolf. Agent-based modelling and simu-
lation of smart electricity grids and markets–a literature review. Renew Sustain
Energy Rev 2016;57:205–15.

[21] Gottwalt Sebastian, Ketter Wolfgang, Block Carsten, Collins John, Wein-
hardt Christof. Demand side management—A simulation of household behavior
under variable prices. Energy Policy 2011;39(12):8163–74.

[22] Ensslen Axel, Ringler Philipp, Dörr Lasse, Jochem Patrick, Zimmermann Flo-
rian, Fichtner Wolf. Incentivizing smart charging: Modeling charging tariffs for
electric vehicles in German and French electricity markets. Energy Res Soc Sci
2018;42:112–26.

[23] Kühnbach Matthias, Stute Judith, Klingler Anna-Lena. Impacts of avalanche
effects of price-optimized electric vehicle charging-does demand response make
it worse? Energy Strategy Rev 2021;34:100608.

[24] Mateo Carlos, Cossent Rafael, Gómez Tomás, Prettico Giuseppe, Frías Pablo,
Fulli Gianluca, Meletiou Alexis, Postigo Fernando. Impact of solar PV self-
consumption policies on distribution networks and regulatory implications. Sol
Energy 2018;176:62–72.

[25] Bertsch Valentin, Geldermann Jutta, Lühn Tobias. What drives the profitability
of household PV investments, self-consumption and self-sufficiency? Appl Energy
2017;204:1–15.
13 
[26] Chen Yihsu, Tanaka Makoto, Takashima Ryuta. Death spiral, transmission
charges, and prosumers in the electricity market. Appl Energy 2023;332:120488.

[27] Held Lukas, Gerhardt Nicolas, Zimmerlin Martin, Suriyah Michael R,
Leibfried Thomas, Armbruster Michael. Grid-friendly operation of a hybrid bat-
tery storage system. In: 25th international conference on electricity distribution.
CIRED, Madrid, Spain; 2019.

[28] Tziovani Lysandros, Kolios Panayiotis, Hadjidemetriou Lenos, Kyriakides Elias.
Grid friendly operation of a PV-storage system with profit maximization and
reliability enhancement. In: 2019 international conference on smart energy
systems and technologies. SEST, IEEE; 2019, p. 1–6.

[29] Heendeniya Charitha Buddhika, Nespoli Lorenzo. A stochastic deep reinforcement
learning agent for grid-friendly electric vehicle charging management. In: 11th
DACH+ conference on energy informatics 2022. 5, Freibrug, Germany; 2022, p.
1–14.

[30] Kimiaei Saeed, Kazemi-Ranjbar Sina, Eslami-Nejad Parham. Grid-friendly ground
source heat pump configurations to reduce the peak power demand of
conventional electric-based heating systems. Energy Build 2023;290:113084.

[31] Li Peng, Song Yong-Duan, Li Dan-Yong, Cai Wen-Chuan, Zhang Kai. Control
and monitoring for grid-friendly wind turbines: Research overview and suggested
approach. IEEE Trans Power Electron 2014;30(4):1979–86.

[32] Fares Robert L, Webber Michael E. The impacts of storing solar energy in the
home to reduce reliance on the utility. Nat Energy 2017;2(2):1–10.

[33] Sudhoff Robin, Schreck Sebastian, Thiem Sebastian, Niessen Stefan. Operating
renewable energy communities to reduce power peaks in the distribution grid:
an analysis on grid-friendliness, different shares of participants, and economic
benefits. Energies 2022;15(15):5468.

[34] Bianco Giovanni, Bonvini Barbara, Bracco Stefano, Delfino Federico, Laiolo Paola,
Piazza Giorgio. Key performance indicators for an energy community based on
sustainable technologies. Sustainability 2021;13(16):8789.

[35] Resch Matthias, Bühler Jochen, Schachler Birgit, Kunert Rita, Meier Andreas,
Sumper Andreas. Technical and economic comparison of grid supportive vana-
dium redox flow batteries for primary control reserve and community electricity
storage in Germany. Int J Energy Res 2019;43(1):337–57.

[36] Rogério Rocha José Villar Collado, Tiago Soares Fábio Retorta. Local energy
markets for energy communities with grid constraints. In: 17th international
conference on the European energy market. EEM, IEEE; 2020.

[37] Weckesser Tilman, Dominković Dominik Franjo, Blomgren Emma MV, Schle-
dorn Amos, Madsen Henrik. Renewable Energy Communities: Optimal sizing
and distribution grid impact of photo-voltaics and battery storage. Appl Energy
2021;301:117408.

[38] Boulaire Fanny, Narimani Afsaneh, Bell John, Drogemuller Robin, Vine Desley,
Buys Laurie, Walker Geoffrey. Benefit assessment of battery plus solar for
customers and the grid. Energy Strategy Rev 2019;26:100372.

[39] Hatta Hiroyuki, Omine Eitaro, Takahashi Naoyuki. Proposal of impact assessment
method for autonomous operation of smart community using battery energy
storage systems. In: IEEE innovative smart grid technologies-Asia (ISGT-Asia).
2016.

[40] Wiesenthal Jan, Aretz Astrid, Ouanes Nesrine, Petrick Kristian. Energy sharing:
Eine potenzialanalyse, engl.: Energy sharing: An analysis of potential. Technical
report, iöw - Institute for ecological anf economy research; 2022.

[41] Wanapinit Natapon, Offermann Nils, Thelen Connor, Kost Christoph, Re-
htanz Christian. Operative benefits of residential battery storage for decarboniz-
ing energy systems: A german case study. Energies 2024;17(10).

[42] Stute Judith, Klobasa Marian. How do dynamic electricity tariffs and different
grid charge designs interact? - Implications for residential consumers and grid
reinforcement requirements. Energy Policy 2024;114062.

[43] Roselli C, Diglio G, Sasso M, Tariello F. A novel energy index to assess the impact
of a solar PV-based ground source heat pump on the power grid. Renew Energy
2019;143:488–500.

[44] Campos-Guzmán Verónica, García-Cáscales M Socorro, Espinosa Nieves,
Urbina Antonio. Life Cycle Analysis with Multi-Criteria Decision Making: A
review of approaches for the sustainability evaluation of renewable energy
technologies. Renew Sustain Energy Rev 2019;104:343–66.

[45] Klein Martin, Ziade Ahmad, De Vries Laurens. Aligning prosumers with the
electricity wholesale market–The impact of time-varying price signals and fixed
network charges on solar self-consumption. Energy Policy 2019;134:110901.

[46] Yue Lu, Niu Jide, Tian Zhe, Lin Quanyi, Lu Yakai. A three-dimensional evaluation
method for building energy systems to guide power grid-friendly interactions
during the planning and operational stages. J Build Eng 2024;108816.

[47] Verbruggen Bart, Driesen Johan. Grid impact indicators for active building
simulations. IEEE Trans Sustain Energy 2014;6(1):43–50.

[48] Yue Lu, Niu Jide, Tian Zhe, Lin Quanyi, Lu Yakai. A simplified assessment
method based on hooke’s law to estimate the grid-friendly ability of buildings.
Renew Energy 2024;223:119931.

[49] Krien Uwe, Schönfeldt Patrik, Launer Jann, Hilpert Simon, Kaldemeyer Cord,
Pleßmann Guido. Oemof.solph—A model generator for linear and mixed-integer
linear optimisation of energy systems. Softw Impacts 2020;6:100028.

[50] Kellerer Hans. Mittlere Verweildauer und Umschlagshäufigkeit — zwei Kenn-
zahlen für die Erneuerungsintensität von Bestandsmassen (english: Average
length-of-stay and turnover rate — two key figures for the renewal intensity
of inventory masses). Swiss J Econ Stat (SJES) 1965;101(III):301–11.

http://refhub.elsevier.com/S0306-2619(24)01990-1/sb1
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb1
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb1
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb2
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb2
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb2
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb3
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb3
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb3
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb3
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb3
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb4
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb4
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb4
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb5
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb5
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb5
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb5
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb5
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb6
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb6
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb6
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb6
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb6
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb7
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb7
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb7
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb7
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb7
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb8
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb8
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb8
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb9
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb9
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb9
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb9
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb9
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb10
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb10
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb10
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb10
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb10
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb11
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb12
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb12
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb12
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb12
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb12
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb12
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb12
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb13
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb13
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb13
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb13
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb13
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb14
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb14
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb14
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb14
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb14
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb14
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb14
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb15
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb15
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb15
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb15
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb15
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb15
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb15
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb16
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb16
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb16
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb16
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb16
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb17
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb17
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb17
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb18
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb18
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb18
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb18
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb18
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb18
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb18
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb19
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb19
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb19
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb19
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb19
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb20
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb20
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb20
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb20
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb20
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb21
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb21
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb21
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb21
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb21
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb22
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb22
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb22
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb22
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb22
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb22
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb22
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb23
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb23
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb23
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb23
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb23
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb24
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb24
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb24
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb24
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb24
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb24
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb24
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb25
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb25
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb25
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb25
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb25
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb26
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb26
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb26
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb27
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb27
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb27
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb27
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb27
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb27
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb27
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb28
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb28
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb28
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb28
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb28
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb28
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb28
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb29
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb29
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb29
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb29
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb29
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb29
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb29
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb30
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb30
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb30
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb30
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb30
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb31
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb31
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb31
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb31
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb31
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb32
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb32
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb32
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb33
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb33
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb33
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb33
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb33
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb33
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb33
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb34
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb34
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb34
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb34
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb34
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb35
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb35
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb35
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb35
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb35
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb35
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb35
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb36
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb36
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb36
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb36
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb36
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb37
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb37
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb37
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb37
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb37
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb37
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb37
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb38
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb38
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb38
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb38
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb38
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb39
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb39
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb39
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb39
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb39
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb39
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb39
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb40
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb40
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb40
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb40
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb40
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb41
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb41
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb41
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb41
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb41
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb42
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb42
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb42
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb42
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb42
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb43
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb43
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb43
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb43
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb43
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb44
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb44
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb44
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb44
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb44
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb44
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb44
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb45
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb45
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb45
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb45
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb45
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb46
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb46
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb46
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb46
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb46
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb47
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb47
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb47
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb48
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb48
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb48
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb48
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb48
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb49
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb49
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb49
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb49
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb49
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb50
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb50
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb50
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb50
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb50
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb50
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb50


K. Brucke et al. Applied Energy 377 (2025) 124607 
[51] Brucke Karoline, Schlüters Sunke. Supplementary Code to Publication: System
Friendliness in Sustainable Energy Systems. 2024, https://zenodo.org/records/
11044874.

[52] Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blondel M,
Prettenhofer P, Weiss R, Dubourg V, Vanderplas J, Passos A, Cournapeau D,
Brucher M, Perrot M, Duchesnay E. Scikit-learn: Machine learning in Python. J
Mach Learn Res 2011;12:2825–30.

[53] ENTSO-E. European network of transmission system operators for electricity.
2023, https://www.entsoe.eu. [Accessed 20 January 2023].

[54] SMARD. Marktdaten. 2023, https://www.smard.de. [Accessed 20 January 2023].
[55] Simon Sonja, Xiao Mengzhu, Harpprecht Carina, Sasanpour Shima, Gar-

dian Hedda, Pregger Thomas. A pathway for the German energy sector
compatible with a 1.5◦ C carbon budget. Sustainability 2022;14(2):1025.
14 
[56] Tong Dan, Farnham David J, Duan Lei, Zhang Qiang, Lewis Nathan S,
Caldeira Ken, Davis Steven J. Geophysical constraints on the reliability of solar
and wind power worldwide. Nat Commun 2021;12(1):6146.

[57] Alhamwi Alaa, Medjroubi Wided, Vogt Thomas, Agert Carsten. Modelling ur-
ban energy requirements using open source data and models. Appl Energy
2018;231:1100–8.

[58] Alhamwi Alaa, Medjroubi Wided, Vogt Thomas, Agert Carsten. FlexiGIS: an open
source GIS-based platform for the optimisation of flexibility options in urban
energy systems. Energy Procedia 2018;152:941–6.

https://zenodo.org/records/11044874
https://zenodo.org/records/11044874
https://zenodo.org/records/11044874
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb52
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb52
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb52
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb52
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb52
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb52
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb52
https://www.entsoe.eu
https://www.smard.de
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb55
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb55
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb55
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb55
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb55
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb56
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb56
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb56
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb56
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb56
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb57
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb57
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb57
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb57
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb57
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb58
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb58
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb58
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb58
http://refhub.elsevier.com/S0306-2619(24)01990-1/sb58

	System friendliness of distributed resources in sustainable energy systems
	Introduction
	Current state of research on system friendliness 
	Contribution of this study

	Defining technical system friendliness
	General burden concept
	Assumptions of this study

	Measuring technical system friendliness
	Primary indicators system friendliness indicators
	Secondary system friendliness indicators
	Indicator calculation methodology

	System friendliness case study simulation setup
	Steering signals to incentivize the POI 
	Optimizing the district operation 
	Optimizing the reference system operation 

	Data
	Reference system
	Residential district

	Case Study Results
	Primary system friendliness indicator evaluation
	Secondary system friendliness indicator evaluation

	Discussion
	Conclusion and Outlook
	CRediT authorship contribution statement
	Declaration of competing interest
	Data availability
	Acknowledgments
	References


