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Abstract

Advances in small satellite architecture and production processes allow for an increasingly robust automated assem-

bly, enabling the vision of an in-orbit factory. The in-orbit production of satellites promises many advantages: For

instance, satellites can be commissioned much faster as they are produced directly at their location of deployment.

Also, mechanical requirements are lower as the structure does not need to withstand the vibrations of a rocket launch.

This opens new business opportunities with the just-in-time production of large fleets of individualised small satellites

which are built according to specific customer needs.

As direct human intervention in in-orbit factories is prohibitively expensive, the need for failure tolerant and self-

recovering processes arises. The ACOR project leverages AI-basedmethods for the robust assembly of CubeSats and is

built upon three key components: an automated integration and testing process, a failure-tolerant teleoperation interface

and a Digital Process Twin (DPT) orchestrating the whole assembly with fault detection, isolation and recovery (FDIR)

capabilities.

The DPT is the high level decision-making authority of the In-Orbit Factory. It orchestrates the individual participants

in the manufacturing process and maps the entire process virtually. Standardised interfaces to the digital twins of

product and production machines and the virtual representation of the process are used to find alternative solutions in

case of errors. Based on this process information the DPT also performs a long-term optimization of the whole process.

The actual assembly of satellites from modular components is performed by a force-sensitive torque-controlled robot.

Several FDIR approaches are integrated into individual production steps to supervise the production execution and

achieve the required robustness and adaptivity of the process. Automated testing and inspection of individual satellite

modules, subsystems up to the whole assembly is seamlessly integrated and performed during the production process

to ensure a fully functional satellite at the end of the assembly.

A bilateral teleoperation system with force feedback helps to cope with unforseen circumstances. Virtual Fixtures are

used to generate guiding forces for the human operator. A probabilistic formulation of these fixtures allows to auto-

matically select the most appropriate fixture and scale the guidance level, balancing human control with automation.

This system allows to directly control parts of the assembly, either performing steps that are not automated yet or by

completing tasks where the automation has failed.

This paper outlines the concept of our robust and failure-tolerant in-orbit factory and presents results achieved with

our approach, combining automated and teleoperated assembly with a Digital Process Twin.

Keywords: AI, In-Orbit Factory, Teleoperation, Digital Twin, AIT, Robotic Manufacturing

IAC–24–D1,1,11,x85912 Page 1 of 16



75th International Astronautical Congress (IAC), Milan, Italy, 24-28 October 2024.

Copyright © 2024 by the authors. Published by the IAF, with permission and released to the IAF to publish in all forms.

Acronyms / Abbreviations

AIT automated integration and testing. 3–5, 13

DPT Digital Process Twin. 3, 7, 8, 10–14

DT Digital Twin. 10–12

FDIR Fault-Detection, -Isolation and -Recovery. 3–7,

11, 13, 14

GMM Gaussian Mixture Model. 8, 9

GMR Gaussian Mixture Regression. 8

OPC UA Open Platform Communications Unified Ar-

chitecture. 10–12

PCB printed circuit board. 5–8

TCP Tool Center Point. 13

VF Virtual Fixture. 3, 7, 8, 13

1. Introduction

1.1 In-Orbit Production for Flexibility and Robustness

The number of satellites active in orbit is set to multiply

with Starlink alone aiming to launch as many as 42.000

satellites in total [21]. Traditionally, such satellites are

built on Earth and launched in fully assembled form. This

design requires satellite structures to withstand the vibra-

tions of a rocket start and furthermore necessites manu-

facturing long before the start of satellite operations in or-

bit, thus causing long lead times, high expenses, and mis-

sion inflexibility. The capabilities of a satellite have to be

specified very early in the design stage and cannot easily

be changed. Furthermore, the lifetime of components and

the amount of fuel determines the maximum operational

span of a satellite at the very beginning of a mission.

An even more pressing problem is the high failure rate

of launched satellites. Up to 2.5% of Starlink satellites

reach space in defunct form [27]. This is even worse for

CubeSats, where up to 25% of satellites are defective [24].

Those non-operational satellites contribute to the already

large amount of space debris.

Both problems necessitate an adaptive and failure-

tolerant manufacturing process. Only scalable manufac-

turing processes allow for the production of such large

numbers of satellites at reasonable cost. Producing and

testing satellites right at the place of their deployment fur-

thermore ensures that only working satellites are being re-

leased into outer space.

1.2 In-Space Servicing, Assembly and Manufacturing

Recently, automated - in contrast to the previously

manned∗ - On-Orbit Servicing missions have been

launched to specifically tackle this problem and extend

the lifetime of satellites. As the first of such missions, the

Mission Extension Vehicle (MEV) [28] has already suc-

cessfully docked to two satellites nearing the end of their

fuel reserves, allowing them to stay operational for longer

by providing maneuvering services. Economic viability

for such servicing missions is given if the cost of the ser-

vicing is not too high compared to the value of the satellite

to be serviced [10], [33].

Examples of more complex missions includes OSAM-

1† aiming at refuelling Landsat-7 to extend its lifetime and

OSAM-2‡ aiming to demonstrate the viability of on-orbit

additive manufacturing. Both projects however yet have

to be implemented in orbit. As recently as 2023, NASA

has created the Consortium for Space Mobility and ISAM

Capabilities (COSMIC)§ focusing on in-space Servicing,

Assembly, Manufacturing (ISAM)¶ activities. In Europe,

the EROSS IOD project [42] prepares an in-orbit demon-

stration of capturing and servicing both a prepared as well

as an unprepared satellite with a robotic arm.

1.3 Assembly in Space

Performing robotic assembly is the main component of

our envisioned factory as the aim is to create function-

ing CubeSats from individual components. Key ingredi-

ent for being able to perform such complex assemblies in

space is the availability of advanced robotic technology

[16], [22] capable of precise and compliant manipulation.

Most projects have so far focused on creating modular

components as building blocks for satellites such as the

iBOSS project [11]. PERASPERA∗∗ as part of the Euro-

pean Commission’s Strategic Research Cluster in Space

Robotics Technologies developed a similar reconfigure-

able architecture for modular satellites with a walking ma-

nipulator in the MOSAR project [20]. Also as part of the

PERASPERA consortium, PULSAR [23], [35] aimed at

autonomously assembling a large mirror structure for a fu-

ture space telescope.

Common to all of these projects is the use of relatively

large self-contained units which are then assembled to-

gether. While current CubeSat designs have to be mod-

∗https://science.nasa.gov/mission/hubble/
observatory/missions-to-hubble

†https://www.nasa.gov/mission/
on-orbit-servicing-assembly-and-manufacturing-1/

‡https://www.nasa.gov/mission/
on-orbit-servicing-assembly-and-manufacturing-2-osam-2/

§https://cosmicspace.org/
¶https://cosmicspace.org/about-cosmic/isam-101/

∗∗https://www.h2020-peraspera.eu
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ified for robotic assembly, goal of our factory is to be able

tomanufacture functioning satellites from individual com-

ponents to increase the flexibility and thus create a much

wider range of possible products.

1.4 In-Orbit CubeSat Assembly

The CubeSat concept was developed starting in 1999,

and describes a class of small satellites often consisting

of low-cost commercial off-the-shelf components. While

limited in power and potential payload, swarms or forma-

tions of CubeSats aim at matching capabilities of large

monolithic satellites, while being faster to manufacture

and providing more redundancy due to their number. The

review paper [17] summarizes the evolution and the large

future market potential of CubeSats.

While being considerably easier to assemble than large

monolithic models, one current limitation of CubeSats is

that they are still mainly designed for manual assembly

by humans on ground. The Makersat-1 was created using

a 3D-printed structure [14], [25]. This allowed for print-

ing and assembly on the ISS with successful deployment

afterwards. Later works include power connections into

the structure of a CubeSat, thus enabling robotic assem-

bly of larger units [43]. Uzu-Okoro et al. [29], [30], [36]

investigate the concept of a factory for CubeSats in a box

containing an array of subsystems and a small low-cost

robot for in-orbit assembly. They furthermore estimate the

potential cost savings compared to traditionally launching

CubeSats.

1.5 Failure-Tolerant CubeSat Factory

The concept of our envisioned in-orbit factory goes be-

yond in-orbit assembly of CubeSats. Building upon the

Space Factory 4.0 project [18] which leveraged Industry

4.0 methods for a flexible robotic assembly and the AI-In-

Orbit-Factory project [32], [40] utilizing artificial intelli-

gence to flexibilize production, we now integrate failure-

tolerant algorithms and recovery procedures into the fac-

tory concept to increase robustness as required for an on-

orbit mission.

Specifically, we developed the following novel meth-

ods for our envisioned in-orbit factory,

• an integration of FDIR supervision schemes and au-

tonomous recovery options into the production pro-

cess,

• a failure-tolerant teleoperation approach with proba-

bilistic Virtual Fixtures (VFs),

• the orchestration of the process through a self-

improving Digital Process Twin (DPT)

which we will present in the remainder of the paper.

2. Robust and Failure-tolerant In-Orbit Factory

Robustness to uncertainty and inaccuracies as well as

failure tolerance are important properties of systems de-

ployed to space and thus at the core of our factory concept.

Based on artificial intelligencemethods for increased flex-

ibility developed in [40], we implement failure tolerant al-

gorithms and recovery procedures to ensure factory oper-

ations even under adverse conditions. Those algorithms

allow for fault detection, isolation and recovery (FDIR)

both on component as well as on process level.

Fig. 1 shows an overview of the full in-orbit factory

concept which is based on a workplace with robotic arm,

cameras and electrical equipment for testing as well as a

storage of standardised CubeSat components.

The Digital Process Twin (Section 5) orchestrates the

assembly procedure based on a computed assembly se-

quence and test procedure. Each assembly and testing step

can either be performed fully automatically by an auto-

mated integration and testing (AIT) procedure (Section 3)

or using teleoperation (Section 4) with a human operator

on ground. Result of the assembly is a satellite that has

been fully tested on component level as well as whole unit

to ensure proper functionality. This satellite should then

be deployed from the factory directly into its operational

orbit.

The data recorded from robotic integration and testing

are stored for later analysis and improvement of the algo-

rithms. It for example allows the DPT to later analyze and

optimize the assembly procedure or to improve the Virtual

Fixtures used during a teleoperated assembly.

The individual components of this factory are presented

in the following, with special focus on how increased fail-

ure tolerance and recovery behaviour is achieved.

3. Autonomous Assembly, Integration and Testing

Process

The CubeSats considered in this In-Orbit Factory con-

sist of modular subsystems that need to be assembled onto

a common bus system board. The actual assembly is per-

formed by a two-armed force sensitive robot. The devel-

opedAIT process for this has already been presented in the

past [32]. This process has since been enhanced to include

AI based testing protocols [40] and learning approaches to

improve this autonomous assembly. As a final step, now

recovery techniques (FDIR) have been included into the

AIT system in order to directly deal with errors and re-

cover from them autonomously wherever possible.

FDIR is a technique used to supervise a process to

detect occuring errors, isolate and identify the source of

faults and then react to them by applying some kind of re-

covery scheme to try to solve the problem autonomously.

IAC–24–D1,1,11,x85912 Page 3 of 16



75th International Astronautical Congress (IAC), Milan, Italy, 24-28 October 2024.

Copyright © 2024 by the authors. Published by the IAF, with permission and released to the IAF to publish in all forms.

Mission specific
CubeSats

Communication link for
Orders + Teleoperation

Robotic
Integration

Specification

Tests

Deployment

In-Orbit Factory

Autonomy (AI) + 
Teleoperation

O
rc

h
es

tr
at

io
n

 b
y

th
e

D
ig

it
al

 P
ro

ce
ss

Tw
in

Teleoperation Station

Fig. 1: The overall factory concept with a robust and failure-tolerant robotic integration in space and a haptic teleop-

eration station on ground.

In the scope of this project, it is applied mainly with focus

on securing the production process, but it is also used to

test the product, that is to ensure later functionality of the

produced satellite. As such, Fault-Detection, -Isolation

and -Recovery (FDIR) approaches were developed with

focus on process level (shielding the production process

from occuring errors), but also on component level (for

example tests to detect defective components of subsys-

tems). Approaches and examples for both will be pre-

sented in the following.

3.1 FDIR for robot-based autonomous satellite produc-

tion

At the beginning of the ACOR project, a thorough anal-

ysis was performed with the goal of identifying common

error sources for components, subsystems and the assem-

bled satellites on the one hand, but also for possible faults

to be encountered during the robot-based automated pro-

duction process on the other hand. For the errors listed,

then possible steps to detect and identify each error type

were compiled. Finally, for each fault a possible recovery

approach was devised where feasible. An excerpt of this

analysis document can be seen in Fig. 2. Recovery options

do not exist for all possible faults: as an extreme example,

complete failure of the assembly robot is a defect the sys-

tem will not be able to recover from. Recovery options

Component / 
Subsystem / 
Function 

Possible 
defects / 
errors 

Possible 
consequences 

Detection 
method 

Recovery 
options 

EPS / 
integration 

Broken 
connector pins / 
faulty connection 
to bus 

No connection to 
subsystem / no 
power supplied 

Check 
reachability / 
power supplied 
after integration 

Extract and re-
insert board; 
Replace if 
connector 
broken 

EPS / power 
supply 

Broken battery 
cells in 
redundant power 
lines 

No or limited 
power supply  

Check voltage of 
cells of each 
power line on 
board 

Switch to 
redundant power 
line or replace 
EPS if both lines 
defective 

EPS / power 
supply 

Low power 
supply due to 
battery discharge 

Limited 
remaining 
runtime 

Check State-Of-
Charge of EPS 

Re-charge 
batteries in case 
of low charge  

…     

Fig. 2: Excerpt of possible errors encountered during in-

tegration of an EPS subsystem

thus were only implemented where autonomous recovery

was deemed feasible with a realistic likelihood to correct

the underlying error. In case those autonomous recovery

options fail, human intervention by teleoperation is the last

resort fallback option in the project (Section 4).

First step for each FDIR approach is the identification

part - checking for and reliably detecting potential errors

in the process, identifying what type of defect has been

encountered and determining potential causes for the fault.

For this specific goal, three essential options are available

in the developed robotic AIT production environment:
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• Optical inspection with cameras integrated into the

robot hands,

• Force sensitivity of the robot (joints and grippers) to

provide force feedback during integration steps,

• Specialized testing hardware integrated in the pro-

duction environment to run (satellite) specific tests.

Using these assets, different failure detection methods

are being deployed before and during the assembly to de-

tect potential errors and faulty components, for example

taking images to verify placement of assembly compo-

nents or using force sensitivity to detect when an insertion

movement of the robot fails.

The FDIR solution for the robotic assembly was devel-

oped following the general outline:

1. First check the production environment itself, like the

robot, tools and assembly mountings as well as test-

ing equipment

2. Check availability and placement of components to

assemble before starting the production process

3. Test each component during and after assembly to

ensure proper functionality

4. Replace broken components during the AIT process

when no other recovery option is available.

The FDIR supervision of the production process thus

takes place as follows: First, the essential components of

the production enviroment are checked for nominal status

or potential defects. Most central part of production is the

two-armed robot performing the actual assembly and test-

ing. The control PC running the digital process twin and

the AIT process first checks communication connection to

the robot and status of the robot control, before continu-

ously monitoring robot system data during the AIT pro-

cess. Initially, correct robot mastering / axis alignment is

checked by performing a hand-eye-calibration check with

an optical marker on the robot base - potential misalign-

ment of robot axes can be reliably detected then with the

integrated camera in the robot hand, by comparing the op-

tical measurement data with predetermined, nominal val-

ues. Robot grippers are then also checked utilizing op-

tical inspection, followed by checking correct placement

of the assembly mountings (again with optical markers

fixed to each auxiliary mounting equipment). After cor-

rect positioning of robot and mountings in the production

environment have been ensured, the system checks reach-

ability and functionality of the specialized testing hard-

ware. These are mainly a satellite development board in-

tegrated in the production enviroment enabling power sup-

ply to and software communication with any satellite sub-

systems handled during assembly, an optical vision sta-

tion featuring high-resolutionmicroscopes to allow for de-

tailed, AI-based optical inspection of printed circuit board

(PCB) surfaces ([40]) and an infrared camera to allow for

thermal measurements, external power supply and mul-

timeter for electrical measurements and a magnetometer

and compact solar lamp for satellite attitude control tests.

Recovery options for defects encountered during this basic

system functionality check are limited, since these com-

ponents are essential for the actual assembly. A faulty

mastering of the robot can for example be resolved by re-

running automated axes calibration functions, while me-

chanical defects of the grippers can not be solved with-

out human (tele-)intervention. In case of defective testing

equipment the checks utilizing them may be omitted from

the following AIT / FDIR checks so production can con-

tinue, this however leads to limited functionality guaran-

tees for the systems that otherwise would be tested with

this testing equipment.

After conclusion of these initial system tests, compo-

nent placement in the supplying mountings is checked.

This can be done with optical checks and measurements,

but also using the force sensitivity of the robot to mea-

sure PCB positions in the mounts or detecting failed grip-

ping attempts, that then can be re-tried with slightly altered

gripping / insertion coordinates [40]. If components are

detected to have been shifted inside or even outside their

mountings the system tries to automatically recover them.

This is done by computing the new location of the work-

piece (either using optical markers on them, or using com-

puter vision algorithms to compute the shifted positions

inside their mountings (Fig. 3)). The robot then tries to

grab them with its suction gripper and placing them back

into their original mount. This is done to use the mount-

ings as a mechanical stop, so after recovery the component

is once again placed with enough accuracy to allow the

later assembly steps to suceed. After recovery has been

attempted the system repeats the positioning check to ver-

ify the part has now been placed correctly (Fig. 3) bot-

tom right). In case of failure to recover, the system will

repeat the attempts a number of times, either succeeding

and proceeding with the assembly as planned, or stopping

autonomous recovery and consulting the Digital Twin for

further options (for example to proceed with a different

component or calling teleoperation aid).

During assembly, each component to be integrated is

checked to ensure proper functionality. Depending on the

type of component, these tests can consist of powering

up a subsystem PCB by having the robot plug it into the

satellite development board integrated into the production

environment and running software tests, reading out sen-
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Fig. 3: Using the robot’s camera, even slightly misplaced

solar cells can be detected (top row) and corrected by

picking them up and gently pushing them onto the me-

chanical stop (bottom row).

sor values and comparing them with nominal / expected

values, or measuring the supplied voltage of a solar cell

to be assembled. If a component fails these tests, once

again depending on the type, different recovery options

exist. Software updates can be performed for subsystems,

or more specific recovery options applied (for example re-

charging an EPS (Electronic Power System) subsystem in

case low charge is detected). Should more complex errors

be encountered (for example broken sensors on a PCB) the

part likely will be sorted out of the assembly process and

replaced with another, working one, since automated re-

pairing of complex electronic parts with a robot would be

an unfeasible option for a broad spectrum of errors.

Finally, after subsystem groups or a complete satellite

model have been assembled, higher system functions can

be tested, for example checking the power supply abilities

of a completed solar panel or verifying ADCS functions.

Where the required hardware is available, the production

system can also perform (or correct) basic system calibra-

tions, for example calibration of the sun sensor using a

robot guided compact sun lamp (Fig. 4) or external mag-

netometer to adjust the system’s magnetic measurements.

This section provided a general overview of the imple-

mented FDIR approach. More details are presented in the

following Section 3.2 for the assembly of a solar panel

subsystem.

3.2 FDIR approaches during solar panel assembly

To provide amore specific example with additional im-

plementation details, this section explains some of the im-

plemented FDIR approaches for a specific sub-assembly

task - the assembly of solar cells on an outer satellite panel

PCB. During this assembly step, the robot needs to place 7

Fig. 4: Robotic automated checks of the fuctionality of

each solar cell by measuring its voltage before placing

them (left), and of the whole assembled panel using a

solar lamp (right).

solar cells precisely aligned onto the PCB, such that their

soldering tags touch the connector pads and they provide

the voltage required to later charge the satellite batteries.

The FDIR supervision during this subtask follows the

scheme outlined above: first test all individual compo-

nents, then functionality of the assembled subsystem all

the while monitoring the production process for errors.

The robot begins by checking correct placement of the

components (PCB and cells) in their mountings. Both

need to be aligned with submillimeter accuracy for the

production step to succeed. Using the cameras integrated

in the robot’s hands, images of the components’ mount-

ings can be evaluated with an AI driven segmentation to

compute the precise positioning of each cell and the PCB,

and comparing them with their expected nominal values.

Using this approach, even small misalignments can be de-

tected (Fig. 3 top left). In case such a misplacement is

detected the robot uses its suction grippers to grab and/or

push the components back into its mount, using the me-

chanical stops of the mountings to reach the desired place-

ment accuracy. The successful correction of misalign-

ments is then checked again, and the recovery approach

is either repeated or all components are determined to be

correctly placed. The robot then checks functionality of

all components, using a multimeter and measuring line to

first check conductivity of the PCB’s conducting paths.

The functionality of each solar cell is verified by the robot

guiding them on a measuring station to determine if they

provide the voltage expected (Fig. 4 left). Damaged com-

ponents during this step need to be replaced.

The robot then places each cell on the panel PCB. The

power providing functionality of the completely assem-

bled PCB can afterwards be verified by either measuring

the voltage supplied, this time using measuring lines di-

rectly integrated inside of the PCBmounting (touching the

PCB output connectors). They can additionally be con-

firmed by reading out the system variable for ’voltage sup-

plied’ after a software connection to the panel subsystem

IAC–24–D1,1,11,x85912 Page 6 of 16
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has been established. Functionality of the whole subsys-

tem and correct placement of each cell can then be verified

by the robot guiding a solar lamp over each individual cell

( Fig. 4 right), resulting in a spike in the voltage output of

the panel. Should a cell not be correctly placed (indicated

by a missing output spike when the lamp is ontop of the

cell), the robot then can re-place this cell, or swap it with

another until full functionality of the solar panel subsys-

tem has been achieved.

This example demonstrated error checking and pos-

sible recovery options during production of solar panel

power functionalities. The concrete FDIR approaches for

each production step vary depending on the type of sub-

system involved, production requirements and potential

recovery options. However, this example showcases how

reliability of the autonomous production process as well as

guarantees for the functionality of the assembled satellites

can be improved by using the FDIR supervision scheme.

4. Teleoperation Process

Shared-control teleoperation with a human operator

controlling a remote robot with camera views through

a haptic device (Section 4.1) allows to combine human

problem solving competencies with modeled task knowl-

edge, therefore allowing to perform dexterous manipula-

tion in remote places [31]. In this setting, we use Vir-

tual Fixtures [3] (Section 4.2) to give haptic feedback to

a human operator and guide them during manipulation.

Our VFs are based on a probabilistic model learned from

demonstration which allows a fixture to have different un-

certainty levels in different regions. This allows the fusion

of different fixtures, always selecting the most certain fix-

ture for the current manipulation phase. This probabilis-

tic formulation is extended to allow for parametrization

through the DPT (Section 4.3) while also feeding backma-

nipulation data into the DPT (Section 4.3.3).

4.1 System Setup and Teleoperation Tasks

Fig. 5 shows the teleoperation system setup with haptic

input device and remote robot implemented on the HUG

robot [6]. The robot arms are torque controlled and can

therefore be used to render forces in the interaction with a

human user. The joint design of the lightweight robots

used on HUG is also very similar to space-compatible

robots [16], [22] leading to an implementation that can

also be used on such robots. Cartesian wrenches can be

transformed to joint torques τ using the robot Jacobian J
[2]

τ = J>wee (1)

which can then be sent to the joint torque controller.

I

R

Fig. 5: Setup of the teleoperation station with haptic input

device I on the left and remote robot on the right R .

The teleoperation station on the left side of Fig. 5 is

comprised of a robot arm with which the human opera-

tor interacts with the system and receives force feedback.

Footpedals allow the operator to enable the robot, change

between operation modes and grasp and release parts. A

head mounted display transmits a camera stream from the

remote side and overlays this with information from the

VFs [40].

The robotic workcell on the right side of Fig. 5 contains

a subset of the in-orbit factory setup which should later be

deployed to space. It consists of a robotic armwith gripper

to grasp subsystem PCBs as well as structural elements of

the CubeSat to be assembled. A holder locks the back-

plane in place into which individual subsystems as well as

structural elements are assembled. Holder elements con-

tain the subsystems and structural parts available for as-

sembly.

The most challenging task of the teleoperation process

is to perform subsystem assembly requiring a position tol-

erance of less than ±0.7mm as well as an angular toler-

ance of less than 2° around the long axis and less than 4°

around the short axis ††.

4.2 Probabilistic Virtual Fixtures

Virtual Fixtures (VFs) support a human operator in

teleoperation by giving haptic feedback [3] through the

computation of a Cartesian wrenchwee at the robot end ef-

fector which is then commanded to the robot through (1).

They can for example keep the human out of forbidden

regions or provide trajectory guidance [7].

Based on the insight that manipulation tasks can be

split into different phases with different accuracy require-

ments [34], we employ VFs based on position and vision

input. Our fixtures are based on the probabilistic formula-

tion of [41] which is repeated here for completeness. This

††https://www.erni.com/fileadmin/import/products/
assets/DC0006021.PDF
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Fig. 6: Probabilistic Virtual Fixtures for the subsystem as-

sembly task. The green line depicts the trajectory fix-

ture which is based onGaussians visualized by the green

ellipsoids. The visual servoing fixture is shown in pur-

ple, the arbitration result can be seen as yellow ellipsoid

inside the turquoise ellipsoid.

framework assumes that each VF j = 1, . . . , P outputs a

probabilistic wrench

wVF,j ∼ N (µVF,j ,ΣVF,j) . (2)

Through the optimization

ŵVF = argmin
wVF

P∑
j=1

(wVF − µVF,j)
>
Σ−1

VF,j (wVF − µVF,j) ,

(3)

those individual wrenches are fused into a single wrench

ŵVF = Σ̂VF

P∑
j=1

Σ−1
VF,jwVF,j, Σ̂VF =

 P∑
j=1

Σ−1
VF,j

−1

(4)

to be applied to the robot’s end effector. This probabilis-

tic arbitration ensures that the most certain fixture has the

most influence on the resulting wrench, thus discarding

the contribution of uncertain VFs.

For all guiding tasks, we employ a position-based VF

based on a Gaussian Mixture Model (GMM) trained from

a dataset of pose trajectories {ti,xi}Ni=1 yielding[
t
x>

]
∼

MPB∑
m=1

πmN
([

t
x>

]
|µm,Σm

)
. (5)

Gaussian Mixture Regression (GMR) followed by a uni-

modal approximation allows to compute the conditional

distribution of xPB given time

p(xPB|t) = N (xPB|µPB,ΣPB). (6)

To execute this position-based fixture, the current end ef-

fector pose of the robot is projected to the closest pose of

a linearily interpolated reference trajectory ranging from

0 ≤ t ≤ 1. The pose and covariance of this closest pose

is then used as attractor pose xPB,i of the fixture.

For the subsystem assembly task, a combination of

such position-based trajectory fixture with a vision-based

fixture is used (Fig. 6). Based on visual connector mea-

surements, the attractor point xVS of the visual servoing

fixture is calculated to

p(xVS|xee) =

MVS∑
m=1

ĥm(xee,µm)pm(xVS|xee) (7)

where ĥm denotes a normalized influence function

weighting the influence of each connector given the end

effector pose. The reader is referred to [41] for details of

this fixture formulation.

The target pose x of each fixture is then used in the

impedance control law

wVF,j = KVF,j (xVF − xee) . (8)

The final wrench, that is sent to the robot, is calculated

through (4).

4.3 Virtual Fixture Adaptation

While the visual servoing fixture of [41] is based on vi-

sual detections and therefore automatically adapts based

on visual input, the trajectory fixture (5) is learned once

from data and is kept static afterwards. As task parameters

such as grasping and plugging positions or obstacles in the

workspace might change, such static behaviour may, how-

ever, be undesirable. We therefore propose to flexibilise

the position-based fixture through 1) a task-parametrized

approach [9] and 2) develop a method to adapt the fixture

to go through user-selected via points which also allows to

avoid obstacles through a two-step optimization process.

Both methods are parametrized from the DPT (Section 5).

4.3.1 Task-parametrized Fixture

Task-parametrized models [9] encode motions in dif-

ferent coordinate systems. For the use case of our

position-based trajectory fixture [41], we learn a GMM

for both the PCB grasping pose as well as for the inser-

tion pose by transforming demonstrations in the respec-

tive SE(3) coordinate frame. Through recording data for

different combinations of those coordinate frames, one

GMM encodes task properties for grasping the PCB while

the other model encodes the insertion. For reproduction,

these task coordinates can be adjusted to the actual grasp-

ing or insertion pose. After transforming the output of

both models into a common coordinate frame, a Gaus-

sian product, which formulates an optimization problem

analogous to (3), allows to derive the solution minimizing

IAC–24–D1,1,11,x85912 Page 8 of 16
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(1) Original task-parametrized trajectory not starting from the

current end effector pose.

(2) Modified trajectory starting from the current end effector

pose.

Fig. 7: Trajectory adaptation using a task-parametrized model. Green ellipsoids depict the Gaussians for the insertion

GMM while the grasping GMM is visualized with blue Gaussians. The resulting mean trajectory is shown in green

with surrounding yellow ellipses visualizing the uncertainty perpendicular to the trajectory for every time step.

(1) Original trajectory. (2) Modified trajectory passing through the red via point.

Fig. 8: Trajectory adaptation for via points. Green ellipsoids depict the Gaussians for the underlying GMM, the result-

ing mean trajectory is shown in red with surrounding yellow ellipses visualizing the uncertainty perpendicular to the

trajectory for every time step.

the covariance-weighted error terms taking both GMMs

into consideration. Fig. 7 exemplarily shows how a task-

parametrized model learned for the initial set of grasping

and insertion poses can be modified and adapted to the ac-

tual grasping and insertion poses.

4.3.2 Fixture Manipulation

While task parametrization allows the modification of

trajectories with respect to coordinate systems defined a

priori, obstacles in task space might appear without pre-

vious explicit modeling. We design a two-step process to

modify a trajectory to consider such obstacles: First, we

create an inner optimization loop to make a trajectory pass

through via points. Second, we create an outer optimiza-

tion loop for finding the via points to modify a trajectory

around obstacles while changing it as little as possible.

To make the trajectory pass through via points, we

modify the means µm in (5) using the Optuna black-box

optimizer [19] with CMAES sampling [4], [5] and median

pruning. This minimizes the cost function

c = αµ · dµ + αtraj · dtraj (9)

that penalizes both the deviation dµ from the original

means µm as well as the distance of the optimized trajec-

tory to the desired via points dtraj. This enables the balance
of routing through the via points while staying as close

to the original trajectory as possible. Fig. 8 shows how

an original trajectory can be modified with this method to

pass through a desired via point. For external interfacing,

we expose this functionality as links and nodes‡‡ service

‡‡https://gitlab.com/links_and_nodes/links_and_nodes
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Fig. 9: Trajectory modification to pass around obstacles.

The original trajectory (blue) is modified to pass around

the obstacle (blue box), resulting in an optimized trajec-

tory (green).

provider that can be called externally to modify the trajec-

tory.

For obstacle avoidance, we use an outer optimization

loop generating possible via points. This outer optimiza-

tion loop minimizes the cost function

c = αn · n+ αlength ·
lnew
lorg

(10)

which penalizes the number of trajectory points n that

register a collision and the relative increase in trajectory

length lnew/lorg. This, again, enables the balance of avoiding
collisions while staying as close to the original trajectory

as possible. New via points are sampled and then passed to

the inner optimization loop. The result of such optimiza-

tion can be seen in Fig. 9, where the trajectory is adapted

to pass around a cube.

4.3.3 Integration with the DPT

The DPT is tasked to orchestrate the whole produc-

tion process and as such also needs to be able to enable

and modify fixtures. We have therefore exposed relevant

functionality as Open Platform Communications Unified

Architecture (OPC UA) services that can be called from

the DPT.

5. Orchestration through the Digital Process Twin

The Digital Process Twin (DPT) is the high level

decision-making authority of the In-Orbit Factory. It or-

chestrates the individual participants in the assembly pro-

cess and maps the entire process virtually [32]. The appli-

cation of the Digital Process Twin using AI methods has

been analysed in [40]. Based on these findings, the DPT is

now being further prepared for use in the in-orbit factory.

5.1 Modularisation and containerisation of the DPT

In order to make the use of the DPT more robust and to

minimise potential overall system failures, the sub-areas

of the developed structure of the DPT are modularised

and containerised. This approach has been described by

Plesker et al. [38]: The system structure of the DPT is

broken down into the four core sub-areas, which have been

identified as the most important in terms of their function

and thematic affiliation. Container technology is used to

isolate the modules from each other. This enables a more

efficient distribution of computing resources, as the vir-

tualisation allows computing resources to be distributed

independently across different modules. Communication

between the individual modules is implemented using a

service-orientated architecture. Each module can act both

as a server and as a client and can send and process re-

quests. The individual requests are handled independently

of the requesting client and each other. The container en-

gine spans a network for communication in the DPT.

The standardisation of the modules and their abstrac-

tion from the hardware results in a more robust overall

architecture, as the individual modules are independent of

each other and can be selectively updated or replaced. The

authors also propose the flexibilisation in the application-

oriented modules and services. To achieve this, the rigid

structure of the DPT in this area is dissolved and flexi-

ble service integration is proposed. Furthermore, services

can be installed and uninstalled. This makes it possible

to dynamically add mission-specific software that was de-

veloped at a later date to the in-orbit factory.

5.2 Standardised interaction between DPT and DTs

The DPT is also responsible for orchestrating the over-

all system and must therefore ensure a consistent con-

nection to the system partners involved and their Digi-

tal Twins. Ensuring successful communication requires

the provision of standardised interfaces and a bidirectional

connection between the Physical and Digital Twin (DT) as

well as the DPT. The approach utilised in this instance is

the standard Open Platform Communications Unified Ar-

chitecture (OPC UA), a key Industry 4.0 technology that

enables the standardisation between the physical and dig-

IAC–24–D1,1,11,x85912 Page 10 of 16
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Fig. 10: OPC UA Aggregation Server

ital world [15]. OPC UA is a software standard that pro-

vides both a service-oriented architecture for communica-

tion and an information model for structuring and mod-

elling the underlying data and capabilities. Each OPC UA

server possesses an address space consisting of nodes that

are interconnected by references [26].

This approach is now transferred to the orchestration

of the DPT and the DTs as well as the Physical Twin.

When the DTs operate their own OPC UA servers, these

can be addressed in a standardised way byOPCUA clients

and by extensions the DPT. Companion specifications ex-

ist for this purpose, they define the information model of

the physical object which is represented and are known to

all actors.

To facilitate the integration of the DTs into the DPT,

it is advantageous to have the DTs be managed together

in one unifying information model. In this case, objects

in the different Digital Twins can be directly associated

with the same types, allowing the semantics created by

standardisation to unfold their full advantage. In order to

achieve this integration, the OPC UA address spaces of

the DTs are combined into a single address space using an

OPC UA aggregation server [8], as can be seen in Fig. 10.

This leads to a significant simplification of networking, as

each service of the DPT only needs to know the address of

the aggregation server and connect to it in order to access

all Digital Twins, their data, functions and services. This

also creates an overall information model of the DT net-

work. This system integration proves to be indispensable

at the latest when embedding the DPT in the wider context

of the Industry 4.0 infrastructure.

In general, when accessing a DT using the aggregation

server, the OPC UA request is read by the aggregation

server and then relayed to the underlying DT OPC UA

server. The response is returned by the aggregation server

to the requesting client. The aggregation server thus acts

like a proxy. By connecting their clients to the aggregation

server, the DTs themselves are able access each other.

In order to fully exploit the potential benefits of a uni-

fied address space, the DPT needs the ability to relate

nodes from different DTs to each other during run time.

This way, the DTs can use OPC UA services to interact

with specific parts of other DTs or the DPT without prior

knowledge of where these parts exist in the address space.

A system is therefore developed where a DT can create

”sockets” in their OPC UA address space that specify the

type of the node they need access to. Other nodes can be

”plugged into” these sockets. The node sockets provide

the DT the ability to wait for a pointer to a valid exter-

nal node that provides information or functionalities. This

way, theDTs can be linked in variouswayswith each other

and the DPT.

Since variable nodes can store NodeIds, which are

unique in the unified address space, these nodes can act as

pointers to other nodes. This is also illustrated in Fig. 10.

OPC UA references are not suitable for this task, since

the nodes referenced might not lie in the local OPC UA

address space of the DT, preventing the creation of such

references in the DT locally. In order to include type in-

formation of the target node, a new OPC UA object type

defining the node socket is created, that includes a node

pointer, the type and for variable nodes the datatype of the

node to be connected.

The approach described here allows the data points and

functions of the DT and its Physical Twin to be linked with

the programs and functions of the DPT. Through suitable

coordination, function chains and processes can be pro-

grammed in a simple and standardised way. The concept

also contributes to the flexible development of services

and models that can be used in the DPT, as described in

more detail in Section 5.1.

5.3 FDIR via the Digital Process Twin

To make the in-orbit factory more robust, in addition to

standardisation, recovery from fault conditions is also be-

ing considered. The recovery was divided into three sub-

areas, which correspond to the FDIR principle (fault de-

tection, fault isolation and recovery techniques). The ini-

tial stage of the recovery is the detection of faults. Once

a fault has been identified, the system initiates the appro-

priate first responses and notifies the DPT. The details of

the fault are then relayed to the second area the recovery it

self, who utilise the stored troubleshooting logic to assess

the problem and identify a solution. It is crucial to compre-

hend the nature of the fault in order to accurately diagnose

it and implement the most effective corrective action. For

this it is essential that the DPT has a comprehensive under-
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standing of the assembly process and the necessary access

to the relevant information. This is done by the third area

the fault isolation.

In the DPT the process is mapped virtually, which is

done using the concept of feature-based working. A three-

layer system is employed for the modelling of the assem-

bly process in the in-orbit factory. The complete assembly

of a CubeSat, from production to completion, is referred

to as a ”process” and represents the highest level of as-

sembly. A process is self-contained and may be executed

on an unlimited number of occasions in succession, pro-

vided that the requisite resources are available. The sub-

processes, which are referred to as ”tasks”, are listed in

the subsequent level of the hierarchy. A task is defined

as the installation of a single component. The starting

and end points of the tasks are identical and form a self-

contained unit. This guarantees that any installation can

be completed and that a consistent starting position is al-

ways maintained. The completion of tasks necessitates the

presence of so-called ”skills” at the lowest level. Skills are

discrete, individual programs or instructions that represent

the individual steps performed by the assembly robot. A

skill is defined in the DT and can be accessed by the DPT.

A sequence of skills then forms a task, which in turn can

be summarized under the process shown in Fig. 11.

The individual elements are implemented as OPC UA

programs in all three stages, thus ensuring the consis-

tent and seamless adoption and continuation of the stan-

dardised communication of the DPT. An OPC UA pro-

gram comprises a state machine with four states: ’Halted’,

’Ready’, ’Running’ and ’Suspended’. Upon transitioning

to the ’Running’ state, the steps anchored in the program

are initiated. This mapping enables the fault isolation to

ascertain which process, task and skill is currently being

executed at any given point during the production pro-

cess. This is of paramount importance for the formulation

of recovery strategies in the event of an error. The clas-

sification and rectification of errors can be achieved by

the recovery system based on the information pertaining

to the attempted assembly step of the satellite, the parties

involved, and the error information itself. This process

can be defined by the developers of the in-orbit factory

using logic trees, thus enabling the error to be rectified au-

tonomously. Alternatively, other AI tools, such as neural

networks, can be utilised to respond in a dynamic manner

to errors based on the information provided.

5.4 Optimisation of the assembly process

The subsequent phase of the process is to identify

and learn from any faults that may have occurred. To

achieve an optimised assembly process, the robotic arm

uses experience-based trajectories, where the experience

Fig. 11: Virtual mapping of the assembly process in the

dpt

is stored in the discretised virtual representation of the

workspace. Experience-based motion planning enables

the robotic arm to reduce its susceptibility to errors like

collisions, Inaccuracies due to bearing play and slipping

gears. This framework further enhances the overall ac-

curacy of the robotic arm’s movements. Generally, mo-

tion planning can be divided into two categories. Those

where the environment is unknown and must be explored,

and those where the environment is known and already

exists in a virtual representation. Motion planning, where

the environment is known, comes down to a minimiza-

tion problem with one or multiple parameters. Different

methods have been developed to formulate and solve this

optimization problem. Particularly noteworthy is the Po-

tential Field Method by Khatib [1]. In this method, the

map is replaced by a potential field where obstacles exert

a repulsive force, and the target exerts an attractive force

on the robot. The optimal trajectory is found by minimiz-

ing the total potential energy of the robotic arm. In the

case of the Space Factory, the environment already exists

in a virtual form. To implement experience-based trajec-

tory planning, the map is enhanced with the experiences
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1. Time series based condition, stress and collision

monitoring using Machine Learning Algorithm 

2. Adding new experience to the experience  map 

3. Motion Plan of an experience-based trajectory

Solving new
 minimization problem
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Fig. 12: Three-step approach for experience-based mo-

tion planning, visualized on a two-dimensional expe-

rience map

of the robotic arm. This guarantees that the minimisation

principle of the motion planning remains straightforward

and can be resolved through the utilisation of a variety of

methods. For this purpose, each voxel in the workspace is

assigned an experience-based value, whereby a high value

represents a poor experience, and a low value represents

a good experience. For the potential field method, this

would mean that poor experience values are represented

by a high repulsive force. The experience added to the

map relies on time series data from the robotic arm, en-

compassing servomotor voltages, speed, and both the tar-

get and actual positions of the TCP. The time series data

is analysed using Machine Learning to identify possible

collisions and unfavourable load and operating conditions.

Derived from the results, each voxel traversed by the TCP

is assigned a score. Based on the experience values de-

rived from time series data, it is possible to infer the ex-

perience values in the surrounding voxels through inter-

polation. The derived methodology can be summarized in

three steps, as illustrated in Fig. 12. The enrichment of the

map with experiences enables the formulation of the envi-

ronment and the experience in one condition, which sim-

plifies the minimization problem. It can be posited that

the storage of experience-based information in a discre-

tised workspace is an independent process, irrespective of

the methodology employed for experience extraction and

the trajectory planning. The analysis of time series data

is based on the premise that distinct load conditions can

be discerned from the data set. Identifying anomalies in

time series data is critical task across different industries.

As it is inherently difficult to predict all potential states

in advance, unsupervised learning methodologies are par-

ticularly well suited to the detection of anomalies in time

series data. In the field of unsupervised learning autoen-

coder have become a prevalent tool [39]. An Autoencoder

(AE) is a feed-forward neural network where the output is

nearly identical to the input. AEs are constituted by an en-

coder and a decoder, whereby the encoder dimensionally

reduces the input data to a latent representation, and the

decoder reconstructs the data based on the latent presenta-

tion. Since an AE is trained by the reconstruction error it

learns the behavior of the training dataset. A deviation of

input data form training dataset due to anomalies or other

changes will result in a large reconstruction error [37]. As

a result, autoencoders are well suited to the detection of

anomalies in time series data [13]. In order to improve the

detection of anomalies in sequential and high-frequency

time series data, autoencoders based on recurrent layers

were developed. An successful architecture is the LSTM-

based Encoder-Decoder. It combines Long Short-Term

Memory (LSTM) ([12]) Networks, which stores informa-

tion from previous sequences, with an Autoencoder to bet-

ter understand the behavior across sequences over time.

[13]

6. Conclusion and Outlook

This paper has outlined the integration of failure toler-

ant and recovery methods into the in-orbit assembly, in-

tegration and testing process of small satellites. The AIT

process was extended with FDIR supervision, making the

autonomous procedure even more robust by not only de-

tecting faults, but also providing direct robot-based recov-

ery options for feasible errors. This will not only help se-

curing the assembly process itself, but also increase reli-

ability of the produced satellite by rigorously inspecting

it already during production. Through probabilistic VFs,

the teleoperation process reaches a new level of failure tol-

erance. Novel methods to modify the trajectory fixture

allow to adapt to various task situations. This is com-

plemented by the DPT. The structure of the DPT under-

went a significant enhancement, becoming more robust

and fault-tolerant. Furthermore, the interfaceswith all sys-

tem participants were optimised, enabling their seamless
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integration for in-orbit use. The assembly process was

then mapped virtually to create a basis for FDIR. This now

enables automated recovery of errors, which is essential

for in-orbit production. Finally, anomalies are recognised

in the DPT and stored spatially as experiences in voxels,

which enables the optimised operation of the robot arm in

the long term. Next steps include both testing algorithms

developed for this in-orbit factory in space conditions as

well as a tight integration of the factory components on a

single demonstrator using a space-grade robotic arm. This

allows for the vision of a cost-effective in-orbit evaluation

of the whole factory process.
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