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Abstract

Quantum memories serve as indispensable enabling components for possible satellite-
based quantum repeaters in future intercontinental and global quantum communication
networks. These memories play a crucial role in synchronising and buffering incoming
photons at network nodes. Additionally, they have wide-ranging applications in
distributed quantum computing, optical machine learning, testing of fundamental physics
in space, and storage of quantum tokens for secure online authentication, etc. The
landscape of possible platforms and implementation protocols for quantum storage is
vast. We choose a simple and scalable storage platform: a warm atomic vapour cell. This
choice eliminates the need for large technical overhead and can be operated without
the need for cryogenics, strong magnetic fields, or vacuum chambers, making it highly
suitable for space deployment.
In this thesis, we experimentally realise a warm vapour quantum memory based
on electromagnetically induced transparency (EIT) on the Cs D1 line and focus on
simultaneously optimising two key parameters crucial for various applications: the
end-to-end efficiency, ηe2e, and the signal-to-noise ratio (SNR). For the storage and
retrieval of attenuated coherent pulses containing |α|2 = 1.0(1) photons on average, our
memory achieves an end-to-end efficiency of ηe2e = 13(2)% and an internal memory
efficiency of ηmem = 33(1)%. We simultaneously obtain an SNR = 14(2), equivalent to a
noise level corresponding to µ1 = 0.07(2) signal photons. The 1/e memory lifetime is
approximately 1µs, as determined using macroscopic pulses. Through a comprehensive
noise analysis, we identify spontaneous Raman scattering and fluorescence as the primary
limiting noise sources, while four-wave mixing noise, often problematic in warm vapour
memories, has negligible contributions in our experiment.
Moreover, we leverage our memory to realise a random-access spatially multimode memory
for coherent macroscopic pulses. Additionally, we implement control pulse optimisation
using a genetic algorithm, offering a novel technique for in-experiment optimisations to
enhance performance metrics. Furthermore, we propose an experiment to demonstrate, for
the first time quantum token storage in a warm vapour memory using time-bin encoding
and coherent single-photon pulses, and perform preliminary experiments in this direction.
Operating within a technologically relevant regime for future applications, our simple
and scalable system has proven to be a promising candidate for satellite deployment and
integration into quantum repeaters for future quantum networks.
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Zusammenfassung

Quantenspeicher dienen als unverzichtbare Komponenten für die Entwicklung
satellitengestützter Quantenrepeater in zukünftigen interkontinentalen und globalen
Quantenkommunikationsnetzwerken. Sie synchronisieren und puffern eingehende
Photonen an Netzwerkknoten und haben darüber hinaus vielfältige Anwendungen
in verteiltem Quantencomputing, im optischen Maschinenlernen, beim Nachweis von
Grundlagenphysik im Weltraum und in der Speicherung von Quantentoken für die
sichere Online-Authentifizierung. Die Landschaft möglicher Plattformen und Imple-
mentierungsprotokolle für Quantenspeicher ist umfangreich. Wir wählen eine einfache
und skalierbare Speicherplattform: eine warme atomare Dampfzelle. Diese erfordert
keinen großen technischen Aufwand und kann ohne Kryostate, starke Magnetfelder oder
Vakuumkammern betrieben werden, was sie für den Weltraumeinsatz besonders geeignet
macht.
In dieser Arbeit realisieren wir experimentell einen Quantenspeicher in warmem
Alkalidampf, basierend auf der Elektromagnetischen Induzierten Transparenz (EIT)
auf der Cs D1-Linie. Dabei konzentrieren wir uns auf die gleichzeitige Optimierung
zweier entscheidender Parameter: die Ende-zu-Ende-Effizienz ηe2e und das Signal-
Rausch-Verhältnis (SRV). Für die Speicherung und Wiedergabe gedämpfter kohärenter
Pulse, die im Durchschnitt |α|2 = 1.0(1) Photonen enthalten, erreicht unser Speicher
eine Ende-zu-Ende-Effizienz von ηe2e = 13(2)% und dementsprechend eine interne
Speichereffizienz von ηmem = 33(1)%. Gleichzeitig erzielen wir ein SRV von 14(2), was
einem Rauschniveau von µ1 = 0.07(2) Signalphotonen entspricht. Die 1/e - Speicher-
lebensdauer beträgt etwa 1µs und wurde mithilfe makroskopischer Pulse bestimmt.
Durch eine umfassende Rauschanalyse identifizieren wir spontane Raman-Streuung
und Fluoreszenz als hauptsächliche Rauschquellen. Das oft problematische Rauschen
durch Vierwellenmischen in warmen Dampfspeichern hat in unserem Experiment
vernachlässigbare Beiträge.
Darüber hinaus realisieren wir einen räumlich multimodalen Speicher mit zufälligem Zugriff
für kohärente makroskopische Pulse und implementieren eine Kontrollpulsoptimierung
mittels eines genetischen Algorithmus, der eine neuartige Technik für in-Experiment-
Optimierungen zur Verbesserung der Leistungsmetriken bietet. Schließlich schlagen wir ein
Experiment vor, um erstmals die Speicherung von Quantentoken in einem warmen Dampf-
Speicher unter Verwendung der Zeitbin-Codierung und kohärenter Einzelphotonenpulse
zu demonstrieren, und führen vorläufige Experimente in diese Richtung durch. Da unser
einfaches und skalierbares System in einem technologisch relevanten Bereich für zukünftige
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Anwendungen betrieben wird, bleibt es ein vielversprechender Kandidat für den Einsatz
auf Satelliten und für die Integration in Quantenrepeater für zukünftige Quantennetzwerke.
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1 Introduction

“Derrotado por aquellas prácticas de
consolación, José Arcadio Buend́ıa
decidió entonces construir la máquina
de la memoria que una vez hab́ıa
deseado para acordarse de los
maravillosos inventos de los gitanos. El
artefacto se fundaba en la posibilidad
de repasar todas las mañanas, y desde
el principio hasta el fin, la totalidad de
los conocimientos adquiridos en la vida.
Lo imaginaba como un diccionario
giratorio que un individuo situado en el
eje pudiera operar mediante una
manivela, de modo que en pocas horas
pasaran frente a sus ojos las nociones
más necesarias para vivir.”

Cien Años de Soledad,
Gabriel Garćıa Márquez.

“Defeated by those practices of
consolation, José Arcadio Buend́ıa then
decided to build the memory machine
that he had desired once in order to
remember the marvelous inventions of
the gypsies. The artifact was based on
the possibility of reviewing every
morning, from beginning to end, the
totality of knowledge acquired during
one’s life. He conceived of it as a
spinning dictionary that a person
placed on the axis could operate by
means of a lever, so that in a very few
hours there would pass before his eyes
the notions most necessary for life.”

One Hundred Years of Solitude,
Gabriel Garćıa Márquez.

One might argue that our capacity to remember and learn from our memories is the
reason human civilisation has made tremendous leaps forward. However, in contrast
to this ability lies our ominous inclination to forget. As history has taught us, those
who fail to remember the past are condemned to repeat it. A ‘memory machine’, as
Garćıa Márquez describes it, has always been a target of relentless pursuit. Humans
learned to write and draw to record their thoughts, first in caves, later on clay tablets
and parchment. The invention of books as a means for remembrance marked a defining
moment for humankind. From Gutenberg’s press we have come a long way, now arriving
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at ChatGPT1 [14], which can be seen more akin to a vast repository of memory rather
than genuine intelligence. It even makes up nonexistent memories, hallucinations, as
they are generally referred to, just as humans do. In the information age we live in,
when we speak of memory, we often refer to computer memory, the physical devices
used to store data or instructions for use by a computer’s central processing unit (CPU).
Computer memory encompasses various types, each tailored to meet distinct demands.
These memories store classical information encoded in bits. In this thesis however, the
focus lies on the concept of a quantum memory, that is, a device able to store quantum
information, i.e., qubits, for a sufficient amount of time, generally dependent on the
specific application. Quantum information tends to be more volatile than its classical
counterpart, hence the need for this clarification.
I will start the thesis with an introduction to the so-called second quantum revolution,
driven by the field of quantum information processing, and one of its fundamental
building blocks, the famous no-cloning theorem. I have chosen to deliver a detailed
introduction with some historical accounts because I really enjoyed the process of
investigating and summarising the field, and hope that it will serve as a gentle initiation
that can be of use to colleagues and the interested reader. Thereafter, the topics of
quantum cryptography and quantum repeaters and their components will be presented,
followed by an introduction into quantum light sources, essential components of these
repeaters. To conclude the introduction, I will give a short definition of what constitutes
a quantum memory in general terms. Chapter 2 will yield a thorough review of the
field of quantum memories, from the figures of merit used to characterise them, through
the different memory platforms, to the variety of existing storage protocols. Chapter 3
contains the theoretical backbone of the thesis and describes the relevant concepts in
order to understand light storage in atomic vapours. In Chapter 4, the group’s first
experimental realisation of the hyperfine Λ-memory in warm atomic caesium is described
in detail, and the main results of this thesis are presented, along with further experiments
conducted on the setup. Moreover, this chapter contains theoretical simulations of the
memory that serve for comparison with the experiment. Thereafter, in Chapter 5, several
possible applications and developments of our system, in which the group is involved,
are described in form of a detailed outlook, ranging from more speculative proposals to
imminent experiments, delivering a roadmap for current and future implementations and
endeavours. Finally, I will end with a summary of the achieved results and some con-
clusions about the field of quantum memories in the context of space research in Chapter 6.

1I hereby genuinely thank ChatGPT for its contributions to this thesis.
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1.1 The second quantum revolution

After having collected the work of several physicists and scientists before him, among
them Ampère, Gauß and Faraday, in the 1860s James Clerk Maxwell set out to write
his famous equations of electromagnetism, which together explain the existence of
light and its nature as an electromagnetic wave. Originally, these consisted of a set of
about 20 equations in scalar form (or about 12 in form of quaternions) [15]. It was
actually Heaviside who granted physicists the great favour of summarising these into
the four famous equations we know today, by introducing vector calculus [16]. Even
though the corpuscular hypothesis of light, enforced by Newton himself, had been mostly
relinquished by then, time would show that Maxwell’s equations would survive the
birth of quantum mechanics at the beginning of the 20th century, and the complete
change of paradigm that this implied. The photoelectric effect and the ultraviolet
catastrophe led Einstein and Planck to suggest that light and energy were quantised,
thus giving birth to quantum mechanics. The latter stated that photons, as these
light quanta were later on called by Lewis in 1926 [17], showed a wave-particle duality
themselves, just as other subatomic particles, like the electron and the proton, had.
Quantum mechanics and electrodynamics were afterwards combined to form quantum
electrodynamics by Dirac, Heisenberg and later on Feynman, among others. Another
revolutionary theory born in the same era was relativity. Maxwell’s equations also
survived this upheaval admirably as they are relativistically covariant, the only addition
to them being the fundamental limit of achievable velocities posed by the speed of light, c.
Thus, Maxwell’s equations might be the longest standing correct equations in physics [18].
In other words, light is powerful, and the amount of possibilities it gives us is incredi-
bly vast. Let us however momentarily set aside the topic of light. We will later return to it.

The invention and development of quantum mechanics, as mentioned before, is generally
known as the first quantum revolution. It brought us a deep understanding of the
world on a microscopic level and confronted humanity with its weirdness and complete
counterintuitiveness, as I will dwell on a bit more later on. Concepts like superposition
and entanglement still are a source of headache for many physicists, and not less so for
the general public. We have learned to accept them and work with them, but as Feynman
or Bohr themselves argued, nobody in their right mind could claim that they really
understand their meaning, or are not disturbed by it. However, this first revolution was the
source of later technical milestones of humanity, the transistor invented by W. Shockley,
J. Bardeen, W. Brattain in 1948 [19], and the laser by T. H. Maiman in 1960 [20], which
both gave rise to a great technological revolution and to the information age we live in now.
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Nonetheless, returning to the headaches, in the 1920s-1940s, quantum mechanics led to
intense philosophical discussions regarding its possible interpretations and its correctness.
The Bohr-Einstein debate at the Solvay conference of 1927 remains famous to this day
[21]. Even though Einstein played a major role in the development of quantum physics,
he never came to peace with the idea of uncertainty and the role of the measurement
process, as described in the Copenhagen interpretation, pushed forward by Niels Bohr,
Heisenberg and others. Hence his famous phrase: “God does not play dice”. Nevertheless,
quantum theory was able to correctly predict the outcomes of measurements, something
Einstein never questioned. The debate was rather about the profound implications of this
new theory. In 1935, Einstein, Podolski and Rosen presented an apparent paradox of
faster-than-light signalling in their famous EPR paper [22], and claimed that quantum
theory must be incomplete, a statement with which Bohr did not agree [23]. Einstein
(and others) concluded that there must be some sort of underlying structure to quantum
mechanics, some hidden variable that would explain this apparent paradox. It was
not until John Stuart Bell presented his famous Bell inequality in 1964 [24], which
formulates a mathematical description of the problem by posing an upper bound for
correlations between measurement outcomes of distant particles obeying local realism,
that a possibility for solving this debate was unveiled. This groundbreaking paper’s result
is that quantum mechanics is in conflict with our intuitive local-realist world view. This
discovery shifted the longstanding debate between Einstein and Bohr from epistemology
into the realm of experimental physics [25].
By realism, we understand that physical systems have objective states and characteristics
with definite values inherent to them, and not determined by observation. Although
consistent with our every-day experience, this turns out to be problematic under quantum
theory, if simultaneously subjected to locality. Locality meaning that physical interactions
between objects or events can only occur if these are located within each other’s light
cones. Correlations exceeding the speed of light, such as entanglement or, as Einstein
called it “spooky action at a distance”, are therefore non-local.
In the last decades, several quantum physical experiments have been proposed and realised,
which have shown to violate Bell’s inequality. First pioneering experiments were performed
in the 70s by S. Freedman and J. F. Clauser [26] (see also [27, 28]). Later on in 1982,
Alain Aspect and colleagues were the first to close the locality loophole [29]. These major
achievements won Aspect and Clauser the 2022 Nobel Prize, together with Anton Zeilinger.

These abstract discussions that Bell was able to bring into the realm of the experimentally
provable led to the realisation of the relevance and benefits of entanglement, essentially
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planting the seed of what has been coined the second quantum revolution [21, 30, 31],
in the midst of which we are today. It is not only the understanding of superposition
and entanglement, as far as this is possible, but the harnessing of exactly these
puzzling characteristics that led to the development of quantum information science (or
processing) (QIS/QIP). One can consider Feynman’s 1982 lecture on computation at
Caltech [32], where he firstly introduced the concept of a universal quantum computer,
as the origin of QIS, followed shortly after by Wiesner’s conjugate coding paper
[33], and by Bennet and Brassard’s BB84 quantum communication and teleportation
protocols [34, 35]. The three big pillars of QIS are quantum computing (QC) [36–39] and
simulation [40], quantum communication [41], and quantum metrology and sensing [42, 43].

But what is the essence of QIS in a nutshell? Classical information is encoded in bits,
strings of zeros and ones. These can have different physical implementations, a switch
being off or on, two different voltage levels, etc. When ‘going quantum’, information
is encoded in quantum bits or qubits1 [44]. Qubits do not only take the two mutually
exclusive states 0 and 1, but all possible combinations thereof. They thus can be in a
superposition state, written in Dirac notation as

|ψ⟩ = α |0⟩ + β |1⟩ , (1.1)

where |ψ⟩ represents the state vector, and α and β are complex numbers that can take on
any value, provided |α|2 + |β|2 = 1.
The remaining weird quantum mechanical property needed to understand QIP is entangle-
ment, a name we owe to Schrödinger2 [46]. An entangled state of two particles is a state
that can only be described as a whole, and not through its constituents. Mathematically
this is equal to saying the state cannot be factorised into a product of its component
states [39]. As a result, two entangled particles have correlations that cannot be explained
classically, and that persist even when the particles are infinitely separated. Infinite here
meaning even when they are outside of each other’s light cones.
A joint quantum state of two particles with two distinct possible states, i.e., two spin- 1

2
particles, can be written as

|Φ±
12⟩ = 1√

2

{
|↑1↑2⟩ ± |↓1↓2⟩

}
, (1.2)

1Other encodings like qudits, qumodes, etc. exist.
2It has come to my attention recently that Schrödinger was actually a horrible human being and a

paedophile [45]. Unfortunately, it is very often the case that many great thinkers in history were not
the nicest people, to put it softly. However, this case is in my opinion extreme. Although this does not
undermine the contributions Schrödinger made to physics, one should not separate author and work
completely, and I definitely consider this issue worth mentioning.
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in the case of perfect correlation, or

|Ψ±
12⟩ = 1√

2

{
|↑1↓2⟩ ± |↓1↑2⟩

}
, (1.3)

for perfect anticorrelation. The notation signifies that, e.g., for the state |↑1↓2⟩
the first particle (1) has a spin projection of + 1

2 with respect to the quantisation
axis, while the second (2) particle’s projection equals −1

2 . These states in Eqs. (1.2)
and (1.3) represent maximally entangled states and are known as the Bell states.
The measurement of one individual particle directly determines the state of its
partner. Moreover, a measurement that projects the state of two particles into either
one of these Bell states is called a Bell-state measurement (BSM), essential for,
i.e., quantum teleportation [35]. For more details on the fundamentals of quantum
mechanics for QIP, especially regarding the measurement process, I refer the reader to [39].

Returning to light, photons can be considered ideal qubits. Information can be encoded
in, i.e., their polarisation states (horizontal |H⟩ and vertical |V ⟩), and superpositions of
these (diagonal |D⟩ and anti-diagonal |A⟩) can be straightforwardly prepared in the lab
by means of waveplates. Further discrete degrees of freedom such as time-bin, frequency,
path, etc. [39] are also feasible. Photons are weakly interacting but easily manipulated
in the lab via linear optical elements like beamsplitters, mirrors, and filters, and they
can travel long distances, famously very fast, making them perfect flying qubits that
can transmit quantum information over long distances. However, their reluctance to be
stopped or trapped renders them problematic as stationary qubits.
Many applications for photons in QIP exist. Universal quantum computation, for instance,
requires two type of operations or gates [38, 39], namely single-qubit rotations and
two-qubit entangling gates. The first kind are, as explained above, very easily performed
with photons. However, it is the second kind that is not straightforward, due to the
non-interacting nature of photons. Nevertheless, proposals for overcoming this issue
through careful use of the measurement process have emerged in the last decades, and
thus shown that universal computation with linear optics is possible [47–50]. This field is
now known a linear optical quantum computing (LOQC). Another widely inverstigated
field of QIS using photons is photonic quantum simulation [51].

Even if photons do not turn out to be the ideal qubit for quantum computing, they
surely are for quantum communication. Because of their quantum nature, they offer the
possibility of inherently secure communication, resulting from the no-cloning theorem,
which will be introduced below. This means, security is guaranteed by the laws of
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physics. Future quantum networks consisting of nodes connected locally or globally via
communication networks operating with quantum information are currently envisioned.
These networks will definitely require the transmission of entangled flying qubits, i.e.,
photons, over long distances. Moreover, the ability to convert them into stationary qubits
with the help of some type of quantum interface will be fundamental1 [52]. This point
is were quantum memories enter the equation. They are an essential building block for
these networks and for the rather science-fiction sounding proposal of a global quantum
internet [53, 54]. Notwithstanding, the idea that we would all have a small computer, the
size of our hand in our pockets that would allow us to communicate instantaneously with
people all over the world, also seemed like science fiction 50-60 years ago. So we will
have to let the future surprise us2. Before we go into quantum memories in depth, let
me present the essential no-cloning theorem and introduce (a fraction of) the field of
quantum cryptography in more detail.

1.1.1 No-cloning theorem

The basis of most quantum communication protocols is a relatively simple, but highly
important result in quantum mechanics arising from its linearity, namely the no-cloning
theorem [55]. It states the impossibility of perfectly copying an arbitrary unknown
quantum state. The proof of this fact is very straightforward [39]. Suppose we have a
machine capable of making a perfect copy of an unknown pure quantum state |ψ⟩. The
machine receives this state |ψ⟩ as input, and is supposed to copy this state into some
target state, given by some general, also pure, quantum state |t⟩. As we are dealing with
quantum mechanics, our machine ideally performs some unitary transformation U , such
that it is reversible and length-preserving [39], onto the initial composite state |ψ⟩ ⊗ |t⟩,
and thus produces a copy of it. Mathematically, one has

|ψ⟩ ⊗ |t⟩ U−→ U(|ψ⟩ ⊗ |t⟩) = |ψ⟩ ⊗ |ψ⟩ . (1.4)

Supposing this procedure works for two different pure quantum states |ψ⟩ and |φ⟩, one
obtains

1I will here, I hope for obvious reasons, overlook memoryless repeater proposals.
2Here I feel obliged to paraphrase my colleague Helen Chrzanowski: That is, if we sort out climate change

first.
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U(|ψ⟩ ⊗ |t⟩) = |ψ⟩ ⊗ |ψ⟩ (1.5)

U(|φ⟩ ⊗ |t⟩) = |φ⟩ ⊗ |φ⟩ . (1.6)

The scalar product of the equations above yields

(⟨ψ| ⊗ ⟨t|U †) (U |φ⟩ ⊗ |t⟩) = ⟨ψ| ⊗ ⟨ψ| |φ⟩ ⊗ |φ⟩ . (1.7)

and thus

⟨ψ|φ⟩ = ⟨ψ|φ⟩2 . (1.8)

Since the equation above has only two possible solutions, ⟨ψ|φ⟩ = 0 or ⟨ψ|φ⟩ = 1, either
|ψ⟩ = |φ⟩, or they are orthogonal. Thus, the unitary machine we envisioned is only able
to clone either a fixed predetermined state or states which are mutually exclusive, such as
a classical computer when copying the bits 0 and 1. Therefore, cloning any arbitrary
unknown quantum state is impossible.
This result has various important consequences. It means that if two parties are
communicating via a quantum channel, i.e., a communication channel which can transmit
quantum information, as well as classical information, and the parties are sending
information encoded in quantum states, then an eavesdropper will not be able to intercept
the information and copy it without destroying it. Several quantum communication
protocols, specifically those involving an adversary (like the eavesdropper from above),
rely on this simple fact. With respect to the field of quantum storage, no-cloning implies
that the quantum state cannot be copied and thus will have to be fully transferred onto
the memory, while the original state will be lost. How this is explicitly done will be
discussed in Chapter 2.

1.2 Quantum cryptography

The encryption of secret messages has been a problem concerning humanity for thousands
of years. Classical cryptography, today still used in many different areas such as the
finance world, internet communications, online banking, and the security of state affairs
among many others, is still an active area of research. One of the simplest cryptographic
protocols is the one-time pad. Here, a message is paired with a secret key, generally via
modular addition. As long as the key is randomly generated, at least as long as the
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message itself, is only used once without repeated use of even a fraction of it, and is
secretly shared by the two communicating parties, usually referred to as Alice and Bob,
then the protocol is provably secure. In fact, it is considered the only provably secure
encryption algorithm. If Alice uses the key to encrypt the message, then Bob can use the
same key to decrypt it later on. Generally, Alice and Bob are assumed to trust each other.
The problem of this technique arises in the sharing of the secret key. Historically, these
keys were transmitted in secret meetings and were always destroyed after use. This type
of protocol is also known as symmetric encryption, as both parties make use of the same
key. However, in the information world we live in we cannot be subject to such conditions.

In order to solve the problem of secure key transmission, around the 1970s, another type
of protocol was developed, known as asymmetric or public-key cryptography. Here, a pair
of keys, a private and a public one are generated, and only the latter is transmitted via a
public channel. Thus, anyone is able to use the public key to encrypt a message, but only
the person in possession of the private key can use it to decrypt it. The generation of
these keys relies on so-called directional mathematical functions, which are simple to
calculate in one direction, but whose inverse is very hard to calculate. Among these
functions we find the factorisation of very large numbers. Multiplying two large prime
numbers is not computationally hard, while determining the prime factors of very large
numbers becomes exponentially more complicated as they grow. If the prime factors of a
number n are p and q, such that n = pq, the fastest algorithm to find p and q when only n
is known, is the number field sieve, which can find the factors in n in about eN1/3 log2/3

2 N

computational steps, where N is the number of bits needed to encode n [18]. The most
famous public key algorithm is known as RSA, and was developed by Rivest, Shamir, and
Adleman in 1977 [56]. As opposed to the case of the one-time pad, the security of RSA or
similar protocols has to date not been proven, it is assumed to be secure as long as the
premise that it remains a NP hard problem is not disproved. In other words, security is
based on the arguably rather bold assumption that our opponent does not have better
resources than we do.
Nonetheless, with the quest for developing a universal quantum computer being currently
pursued all around the world, the generalised use of such algorithms renders the security
of private and secret data in great danger. It makes our information vulnerable to present
but also future attacks. It seems, regrettably or not, since the realisation of a quantum
computer does represent the holy grail of QIP, only a matter of time (however long)
until RSA systems are cracked. Specifically, in 1994 Peter Shor’s famous algorithm for
factorisation of prime numbers appeared for the first time and was published later in
1997 [57]. It shows how a quantum computer can be used to increase the speed of prime
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factorisation. The number of steps needed in this case is given by N2(log2N) log2(log2N),
which corresponds to an exponential improvement over classical algorithms. Nevertheless,
as it does happen rather often in physics, quantum information science has not only
created new problems but also new solutions. It has provided us with a way of securely
sharing an encryption key with security ensured by the laws of physics, namely quantum
key distribution (QKD).

1.2.1 The BB84 protocol

The field of quantum cryptography originated from Bennett and Brassard in 1984 with
the publication of the original QKD protocol [34], now known as the BB84 protocol.
This protocol makes use of the quantum characteristics of photons in order to securely
transmit a secret key, which can be used as a one-time pad. Here, photons act as qubits
which are sent from Alice to Bob in order to generate a qubit string, from which the
secret key can be extracted. The principle works as follows: In the original proposal, the
polarisation degree of freedom is used to encode the bit value, although there exist many
other realisations using different encodings. Specifically, two conjugate bases are used,
namely the rectilinear basis consisting of the states |H⟩ and |V ⟩ (horizontal and vertical),
and the diagonal basis made out of the states |D⟩ and |A⟩ (diagonal and anti-diagonal),
which is obtained from the previous basis by rotating it by π/2. Due to the Heisenberg
uncertainty principle, the measurement process will affect the state of the qubit if it is not
prepared in the correct basis. Thus, if the photon is prepared, e.g., in the rectilinear basis,
a measurement in exactly that basis will yield the correct result with 100% probability,
while a measurement in the diagonal basis will yield a random result, either |D⟩ or |A⟩,
each with 50% probability. Thus, if the measurement is performed in the wrong basis, the
result becomes useless.
For the transmission of the key, Alice sends a string of photons, each prepared in a
basis which she randomly chooses at the time of sending. She records the bit value
(|H⟩ , |D⟩ = 0 and |V ⟩ , |A⟩ = 1) and the chosen basis each time. Bob, in turn, as
he does not know which basis Alice has used for preparation, randomly chooses the
measurement basis of his detector for each photon, and also records the basis choice
and his measurement result. In a second step, Alice then shares a bit string with only
the information of the used bases, but not the encoded values, with Bob over a public
classical channel. As no information about the actual key is included in this transmission,
there is no concern about security. Bob then compares his basis choices with Alice’s
basis choices and both discard all bits where these do not match, as they contain no
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information. The remaining bit string of values shared by Alice and Bob should then
match perfectly up to some transmission errors which can be calculated.
There exists the possibility that an eavesdropper, the famous Eve1, will try to intercept
the quantum key. Since Alice’s choice of basis is secret, Eve can only either try to
intercept the information about the used bases, which is sent after the transmission of the
photons and contains no relevant information about the actual key, or she can try to
measure the photons Alice has sent to Bob before they reach their destination. Since she
does not know which basis Alice has used for preparation, she can only randomly choose
her measurement basis and then send the photons to Bob, encoded, i.e., in the same basis.
As the measurement process affects the state of the photons, this will introduce more
errors into the resulting bit string. In order to determine if Eve has tried to interfere, Alice
and Bob can take a small part of the actual key string and compare the measured values.
This process is known as key sifting. If the error rate is larger than the transmission error
rate mentioned before, it means that someone has meddled in the transmission process
and the key will be discarded. Thus, Alice and Bob can always determine if someone
has tried to intercept the information, which makes the protocol secure by the laws of
quantum mechanics.

1.2.2 The Ekert protocol

A further relevant QKD protocol, this time relying on entanglement, was developed by
Ekert in 1991 [58], some years after the introduction of BB84. In this case, the used
photons are not transmitted from Alice to Bob, but they both share a pair of entangled
photons generated by a photon-pair source (originally spin-1/2 particles), typically in
a singlet state |Ψ−⟩ = 1√

2{|↑↓⟩ − |↓↑⟩}2 (where I have dropped the subscripts 1, 2 for
simplicity). Upon arrival of the photons, one at Alice’s and one at Bob’s end, they
both perform randomly chosen measurements of the spin (polarisation) component
on a plane perpendicular to the photons, each using a set of three azimuthal angles,
ai ∈ {0, π/4, π/2} for Alice and bj ∈ {π/4, π/2, 3π/2} for Bob. Each measurement will
yield either ±1 in units of ℏ/2 and maximally one bit of information. Note that among
the possible measurement angles, some of them belong to the same orientation and some
do not. Alice and Bob divide their measurements into the ones where they used the same
orientation and the ones were they used different orientations of the analysers, while they
discard any measurements where either one or both of them did not measure a photon.

1Naturally, a woman who, like in the Bible, merely sought wisdom by taking the apple from the tree, yet
was condemned as evil for all eternity.

2|Ψ−⟩ = 1√
2 {|H, V ⟩ − |V, H⟩} in polarisation basis.
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As a next step, Alice and Bob perform a Bell test on their measured results, meaning
they check their results and calculate the so-called CSHS quantity S (see Ref. [27]) for
the measurements where different orientations were used. S is a composed quantity
consisting of the different probabilities of measuring the result ±1 along ai, when the
orientation along bj is given by ±1 [58]. Quantum mechanics requires |S| = 2

√
2. Because

of unavoidable measurement errors in real applications, S will not reach exactly this value
but will be very close to it. Alice and Bob now can use the measurement results obtained
with the same orientation as the shared secret key. If the singlet state has been used, one
of them will need to perform bit flips on every bit to obtain the key, as the results will be
perfectly anticorrelated.
Intercepting the photons by Eve before they are analysed by Alice and Bob will yield
no information whatsoever, as the information only ‘comes into existence’ when the
measurements are performed by both parties. It can be shown that if Eve has tried to
perform some other type of eavesdropping, such as meddling with the used photon pair
source, the quantum correlations of the entangled pair will be destroyed and the photons
will behave classically. This will yield a result of |S| ≤

√
2. Thus, if the resulting value

is S ≪ 2
√

2, Alice and Bob will again know someone has tampered with their photons
and they will discard the resulting key. This method constitutes a real application of
the Bell inequalities and allows for QKD with untrusted nodes, e.g., for application
on satellite-based QKD, as will be discussed in more detail in Ch. 5. This stems from
the above mentioned fact that the information is only created at the time of mea-
surement. Therefore, this protocol is sometimes referred to as quantum key generation [39].

1.2.3 Further protocols

The two protocols described in the previous section constitute the most widespread and
studied quantum communication protocols. Implementations of the BB84 protocol have
been realised with single photons using practically all imaginable encodings, including
polarisation, time-bin, amplitude and phase, etc.; and also with the same discrete
degrees-of-freedom but using coherent states of light [59, 60]. Another worth-mentioning
protocol is continuous-variable (CV) QKD [61], where the information is encoded in the
continuous degrees of freedom of the electromagnetic field, i.e., the field quadratures.
Another protocol developped by Bennet, Brassard and Mermin in 1992 [62], which we
will refer to as BBM92, is a simpler version of Ekert’s protocol, that was shown to be
secure against more general attacks such as the substitution of a fake EPR source, and is
now widely used alongside BB84.
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Concerning this last point, even though theoretically QKD proves to be secure against
eavesdropping, practical implementations will never be perfect and will possess loopholes
sensitive to many different types of attacks of motivated hackers. Typical security
loopholes in experimental systems rely on source- and detector imperfections. Thorough
reviews of possible existing attacks to QKD systems are given in Refs. [63, 64].
Secure QKD systems can be attained, e.g., by implementing (full) device-independent
QKD (DI-QKD) [65]. However, DI-QKD turns out to be very complicated to achieve
experimentally, stemming from the necessary near-unity detector efficiencies, quantum
nondemolition measurements or qubit amplification. Therefore, it amounts to a
loophole-free Bell violation. Moreover, it yields extremely low key-rates [41]. A simpler
approach to the problem is given by measurement-device-independent (MDI)-QKD
[66, 67]. In this case, the focus lies in overcoming the generally most problematic
part of QKD by removing the requirement to trust your measurement devices. The
aforementioned requirements are relaxed in these implementations. Further, they achieve
many orders of magnitude higher key rates when compared to full DI-QKD.
The development of novel protocols for quantum communication is an ongoing effort and
this section only aims to give a small introduction. For thorough reviews on the topic I
recommend Refs. [68–70].

1.3 The quantum repeater

QKD is a widely advanced field that has been developing incredibly since its birth in
the 80s. It arguably is the fastest growing area of QIP that has produced functioning
commercial devices. There exist several companies offering commercial systems and the
number of quantum startups like MagiQ, ID Quantique (IDQ), QXchange, Quintessence
Labs, QNu Labs, QEYnet, to name a few [71], seems to be ever growing. However,
overcoming exponential losses in the transmission rates and the sharing of entanglement
over large distances remains a Sisyphean endeavour both in fibre and free-space operation
due to fundamental bounds [72–74]. In other words, photons do not survive longer than
about 1 ms in optical fibres (depending highly on the wavelength). As a result, Alice and
Bob should not be further than ∼ 200 km apart for Alice’s photons to reach Bob with
non-vanishing probability.
Entanglement purification techniques can be used in order to regain a better fidelity
[75, 76], but this requires a large number of partially entangled states and the scaling is
again exponential, which clearly does not solve the issue.
The quantum repeater (QR) was proposed in Ref. [77], and shortly after also investigated
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in Ref. [78], as a general solution to this problem. The underlying principle consists in
dividing a long distance L between two nodes that are too far away for point-to-point
entanglement distribution into smaller segments or elementary links. First, entanglement
is established between neighbouring nodes connecting these smaller segments, which are
close enough to each other to allow for effective and efficient entanglement distribution.
When all pairs of neighbouring links have successfully established entanglement, recursive
entanglement swapping operations [79, 80] are performed until the two outermost nodes
share the entanglement. The entanglement swapping operation consists of a joint
Bell-state measurement. Optically this simply means sending two photons arriving from
distinct locations, each belonging to its respective entangled pair, through a beamsplitter
and detecting coincidence counts on two detectors placed behind the two output ports.
This procedure effectively erases the ‘which-way’ information and entangles the two
measured photons. Therefore, the former partners of the measured photons, now at
double the original distance, are immediately entangled as well, despite never having
encountered each other. This procedure was first demonstrated experimentally in Ref. [81].
A very informative description of the principles behind Bell-state measurements and
simple entanglement swapping is given in [18]. The scheme in Refs. [77, 78] further makes
use of entanglement purification with imperfect means and a ‘nested purification’ protocol,
where the time required for creating entanglement now scales polynomially with distance,
but the required resources scale only logarithmically.
In order for the distribution of entanglement to succeed, it needs to occur simultaneously
across all elementary links. This being a probabilistic process makes this joint probability
rather low. Quantum memories can aid to synchronise this process, by storing the arriving
photons until all have arrived, before performing the swapping. Exactly this fact is what
ensures the polynomial scaling of communication efficiency. The working principle of
entanglement swapping is represented in Fig. 1.1.

1.3.1 Repeater architectures

A highly prominent proposal for the realisation of a QR is the DLCZ protocol, brought
forward by Duan, Lukin, Cirac and Zoller in 2001 [82]. The scheme relies on manipulation
of atomic ensembles, linear optics, and single photon detectors, making it dependent
only on currently (and at the time) available technology. The resulting communication
efficiency scales polynomially with channel distance, a considerable improvement to the
exponential case. Furthermore, the scheme includes built-in entanglement purification
[76, 83], making it robust against noise and allowing for high entanglement fidelities over
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Figure 1.1: Working principle of a quantum repeater network. A distance L is
divided into several sections of length L0 = L

N , where 2N is the number of nodes.
The nodes, here each represented by a quantum memory (QM), are pairwise
entangled in a first step (a). Thus, entanglement (light blue) is created between
A & B, C & D, W & X, and Y & Z. In a second step (b), neighbouring links are
entangled via entanglement swapping by performing a Bell-state measurement
on B & C and X & Y, such that now A & D and W & Z are entangled. Third,
entanglement swapping is performed again. As a result, now A & Z are entangled
and the information is shared over the whole distance L.

long distances. The general principle consists in the creation of a long-lived collective spin
excitation in two atomic ensembles acting as read-only memories (see Sec. 1.5), called a
spinwave, as we will see later on. This excitation is generated via a stimulated Raman
transition of one atom, which generates a forward scattered Stokes photon. As it is not
known which atom in the ensemble has been excited, the resulting state is a coherent
superposition of all possibilities. Via coincident detection of the generated Stokes photons
after passing a beam splitter, i.e., after a Bell-state measurement, both memories can
be entangled. In order to extend the quantum communication distance, entanglement
swapping between pairs of entangled memories distributed across three nodes is performed
by reading out the two memories of each pair located in the central node. The readout
again occurs via a stimulated Raman transition. The included purification scheme relies
on the fact that noise corresponding to vacuum components of photons that have been
lost in transmission are inherently discarded, as they do not yield coincidence clicks at
detection. The ensembles, generally consisting of alkali vapours, used in this protocol
serve both as memories and as photon sources (see Sec. 1.4.2). Resulting from the
wavelength of the generated photons (≈ 800 − 900 nm), losses in fibre are relatively
high. Furthermore, since the verification that the entanglement has been created in the
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elementary link can only be communicated through a classical channel, as occurs in the
Ekert protocol [58], the time between entanglement generation attempts is limited to L0

c .

Further QR schemes were proposed in 2007 by C. Simon et al. [84] and by N. Sangouard et
al. [85] aiming to overcome the classical information transmission issue by developing the
DLCZ scheme to include photon pair sources and multimode memories, or a single photon
source, respectively. The latter protocol [85] additionally yields enhanced transmission
rates, limited in Ref. [84] by the intrinsic two-photon pair emission probability (see
Sec. 1.4.3). This is accomplished by using an ideal single photon source and a beam
splitter in order to separate the photon going to the memory and the one going to the
intermediate link. A schematic of the repeater scheme of Ref. [84] is depicted in Figure
1.2.

Figure 1.2: Schematic of a basic quantum repeater segment as proposed in
Ref. [84]. Two photon-pair sources SA,B emit pairs of entangled photons a and a’
& b and b’. The distant memories QMA and QMB can be entangled via a Bell-
state measurement performed with the beamsplitter (BS) and the single photon
detectors SPDA,B. Several of these segments can be entangled via entanglement
swapping (not shown).

The field of quantum repeaters is a large area of research on its own, and implementations
can be divided into three big categories according to the scheme employed for the
correction of propagation errors, as described in detail in Ref. [86]. For more information
about details and further schemes I refer the reader to several review papers [68, 87, 88].
The type of repeaters that mostly interest us though, are the ones which make use of
quantum light sources and quantum memories plus entanglement swapping operations
to extend the communication lengths. As these components are highly relevant, a
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short introduction on quantum light sources is given in the following section. Quantum
memories will be introduced in Sec. 1.5. Several proposals exist for the realisation of
QRs in space, this being a large field of its own. Therefore, repeaters for long-distance
satellite-based quantum communication and various other ground- and space-borne
applications will be discussed in detail in Ch. 5.

1.4 Quantum light sources

As we have seen, single photons are indispensable for QIP protocols, if we leave
continuous-variable primitives out of the discussion. However, the definition of a single
photon is not straightforward, and as always, has led to many discussions in the quantum
optics community. As a matter of fact, there are several possible definitions [89], and
even denial of their existence [90].
Assuming photons do exist, since we do need them for this work, we will mainly adopt
the experimentalist’s practical point of view, where a photon is understood as a click on a
detector. Yet, we will also keep in mind that a photon can be seen as the elementary
excitation of a single mode of the quantised electromagnetic field, as Dirac understood it
[91]. The latter is what theorist’s would understand a photon to be. Notwithstanding, if
we are going to discuss quantum or single-photon sources (SPS), our photons will have
to be ‘created’ somewhere, and therefore exist before they arrive at the detector1. We
can thus imagine the photon as a discrete travelling wave-packet mode propagating from
source to detector [89].

Turning to the description of the sources, or so-called ‘photon-guns’ [92] where the photons
are ‘created’, it is important to summarise what makes an ideal SPS. First, it should be
on-demand or deterministic, meaning that the user can define the emission time of the
photon with 100% probability, just as if pressing a button on a photon-creating black box.
Further, the probability of multi-photon emission should vanish. Second, subsequently
emitted photons should be indistinguishable, that is, have exactly the same frequency,
polarisation, duration of the temporal pulse, etc. Third, the repetition rate or brightness
of the source should be arbitrarily high [93]. Naturally, no such perfect source exists to
date, and will probably ever exist. Yet, the development of near-to-ideal SPS has become
a large, steadily-growing field of its own. Real SPS can de divided into two different
types: deterministic and probabilistic ones. The first kind are semiconductor sources such
as quantum dots (QDs) and nitrogen-vacancy (NV) centres, but also single emitters in

1Although this fact also is a matter of taste.
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cavities. The second kind are heralded pair sources based on spontaneous-parametric
down-conversion (SPDC) or four-wave mixing (FWM), where the detection of an idler
photon heralds the creation of a signal photon. Ensemble-type emitters like read-only
memories also belong to this category. In the following, I will shortly describe these types
of sources. For more detailed information I refer the reader to Refs. [92–95].

1.4.1 Single emitters

Single-emitter-based photon sources comprise a broad variety of systems. Among these
there exist single atoms, ions, and molecules, and semiconductor based systems such as
quantum dots (QD) and NV- and other colour centres. Here I will focus mainly on QDs,
and leave out the discussion of the rest (see again [93]). In Ch. 2, some of these remaining
systems are described in the context of their use as possible memory platforms. The
operational principle of all of these types of systems is similar, even though the material
systems are different. They are externally excited by some sort of control, and emit
a photon upon relaxation to a lower level. Generally, optical cavities are employed to
engineer the emission characteristics and achieve higher efficiencies.
Semiconductor QDs are engineered ‘artificial atoms’, islands of a smaller-bandgap
semiconductor material embedded in a host semiconductor material with a larger bandgap.
Common material combinations are InAs or InGaAs on GaAs. Due to the small size of
the dots, the resulting energy structure for the involved electrons and holes is discrete.
In a weak-excitation regime, excitons (electron-hole pairs) can be produced on demand.
Their recombination results in photon emission with a radiative lifetime of about 1 ns.
Quantum dots thus emit deterministically, with a high brightness and a low multiphoton
contribution [96]. They are very well suited for use in quantum information processing
[97, 98]. There have been several approaches to interface these systems with warm alkali
vapours [99], as a first step to build heterogeneous quantum systems. A drawback of
these systems is that they require cryogenic cooling and suffer from inhomogeneity of the
source [100]. An ongoing issue is the difficulty of achieving high collection efficiencies of
the emitted photons into optical fibres. A detailed review of QD sources for quantum
communication can be found in [97].

1.4.2 Ensemble-based sources

Ensemble-based sources are a very good alternative SPS compared to single emitters,
showing satisfactory rates and efficiencies, albeit with a lower photon state accuracy,
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hereby meaning its closeness to a single photon Fock state [94]. A significant example
are sources based on spontaneous four-wave mixing (FWM) [101, 102]. These types
of sources can be seen as the atomic ensemble analogy to SPDC sources in non-linear
crystals and achieve comparable results when operated in a cavity [94]. A huge benefit
of ensemble-based sources is the innate compatibility with ensemble-based memories,
facilitating interfacing between these systems. Another candidate in this context are
so-called ‘read-only’ memories [103], as the ones used in the DLCZ repeater scheme
introduced above. Here the single photons are generated via Raman scattering using a
write-read pulse sequence, in which the first photon heralds the existence of a spinwave
(see Fig. 1.3) in the atomic ensemble, which is later converted into a second photon. For
more details I refer the reader to Chapter 2. Examples of these sources in cold and warm
atomic ensembles can be found in Refs. [104–109].

1.4.3 Spontaneous parametric down-conversion sources

Spontaneous parametric down-conversion (SPDC) is the name given to a process occurring
in a nonlinear crystal, in which a high-frequency photon of a strong pump laser is
downconverted into a pair of photons with lower frequency. The process allows for
tunability over a broad wavelength range. It relies on a χ(2) optical nonlinearity in the
material, which gives rise to a three-wave mixing process [94, 110]. Common materials are
LN, BBO and KTP [95]. The process can be degenerate, where the two resulting photons
have equal frequency, and it can also be non-degenerate, producing two photons with
different frequencies. These are called the signal and the idler, and ωpump = ωsignal +ωidler

is required for the resulting frequencies. The possible frequency and wavevector relations
between signal and idler are given by the phase-matching conditions, stemming from
energy and momentum conservation. As a result, the emission in these sources is highly
directional. However, due to reduced control over the dispersion of the material, phase
matching is only attainable for some sets of wavelengths [95]. Regarding experimental
complexity, SPDC sources are relatively simple when compared to deterministic sources,
since they work at room temperature. They behave as probabilistic sources. Specifically,
the detection of the idler photon heralds the presence of the signal photon. The ideal state
emitted by a (non-degenerate) downconversion source is a two-mode squeezed state. The
emitted photons in such a process are exclusively generated in pairs [95]. Even for a small
generation probability, there is a non-vanishing probability of higher order multi-photon
events. For a mean photon-pair number µ, the generation probability pµ(k) of k photon
pairs is given as [100]
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pµ(k) = µk

(µ+ 1)k+1 . (1.9)

This implies that the generation probability of a single photon pair reaches a maximum
at 25%, resulting from the non-vanishing likelihood ∼ µk of undesired zero-pair and
multiple-pair outcomes. In other words, for the generation of heralded single photons,
SPDC sources have to be operated far below threshold [95]. This leads to low generation
rates, posing a problem for applications in, i.e., QIP.
The generated photons in bulk SPDC have typical spectral widths on the order of
hundreds of GHz to THz [111]. In order to make the output of such a source compatible
with atomic quantum memories, the output can either be filtered, leading to even lower
brightness, or the crystal can be placed in a cavity that leads to narrowing of the emission
of the cavity decay rate [95] and what is more, to enhanced brightness. Examples of such
sources are presented in [112, 113].

1.5 Quantum memory

This section aims to give an introduction to the concept of a quantum memory, which
will be later on reviewed in detail in Chapter 2.
In its most general definition, a quantum memory [114] is a device able to store quantum
information, allowing for its on-demand read-out when the information is needed for
further manipulation, processing or detection. We have learned that due to no-cloning
quantum information can in general not be copied, meaning, as mentioned, that the storage
procedure of a quantum memory cannot be the same as the one used in the memory, of,
e.g., a classical computer. Here, the information, encoded in bits, is simply copied onto the
storage system, while it remains existent in its original form. In the quantum realm how-
ever, the storage process must consist of a physical interaction of the storage system with
the information carriers, resulting in the coherent transfer of the quantum state of the lat-
ter onto the memory. Unless, of course, we are thinking of storing a photon in a delay loop.

Apart from this last case, a quantum memory therefore is an interface between flying
information carriers, typically photonic qubits, and stationary matter qubits. These
matter qubits can encompass various physical systems, ranging from single particles to
ensembles, spanning warm and cold atoms, solid-state systems, and optical fibres or
delay lines. An essential attribute of a quantum memory is its ability to preserve the
quantum state as faithfully as possible until it’s needed again. Hence, the physical system
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Figure 1.3: Sketch of the working principle of an optical warm vapour quantum
memory. The signal pulse (blue wiggly pulse) enters the memory cell filled with
atoms simultaneously to the strong control pulse (light red) that serves as a
switch to write (a) into and read (c) from the memory. The red wave in (b)
represents the so-called spinwave, the long-lived atomic coherence into which the
photonic information is transferred to and stored for a given time.

should ideally be well-shielded from noise and decoherence processes, or if this is the case,
suitable for quantum error correction [115]. However, a memory will never be perfect and
will therefore eventually forget.
Furthermore, simplicity in manipulation is desirable. Unfortunately, this often conflicts
with noise susceptibility. Easily controlled systems tend to be more susceptible to noise
from the very sources used to manipulate them, while highly isolated systems with
minimal noise susceptibility are usually less amenable to manipulation. As a result, the
former are much more short-lived than the latter, there always seems to be a trade-off.
One has to differentiate between two kinds of memories; read-only memories, which emit
a photon entangled with them upon excitation; and write-read memories, where the
information from an incoming photon is transferred into the material excitation, and can
be converted back to light upon read-out. The first kind of memories are the protagonists
of, e.g., the DLCZ protocol introduced already [82]. We are however more interested in
the second kind, as schematically represented in Fig. 1.3.
The field of quantum storage has witnessed significant growth in recent decades, with
a wide range of potential applications [114]. Quantum memories are not limited to
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synchronising and buffering information at network nodes in long-distance quantum
communication and quantum computing. They also find use in single photon generation,
tests of fundamental physics in space, secure authentication through quantum tokens,
distributed quantum computing architectures, and many other areas. As a result, the
study of quantum memories is a captivating and expanding field, in which I have been
fortunate to work for the past few years. In the following chapter, I will deliver a detailed
review of the field.
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2 Quantum Memory Review

“The problem is not making up the
steps, but deciding which ones to
keep...”

Mikhail Baryshnikov

2.1 General considerations

As was described in the introduction, quantum memories are physical systems that
serve as an interface between flying photonic qubits and stationary matter qubits or
atomic excitations. They allow one to store photonic quantum information and retrieve it,
favourably on demand. This chapter will offer a broad review of the field of quantum
memories, covering relevant figures of merit, several different memory platforms, and
existing protocols. The discussion is inspired mainly by Refs. [2, 18, 94, 116].
Apart from the possibility of on-demand retrieval, one can impose many different
conditions on a memory system and protocol. This memory ‘wish-list’ will highly depend
on the envisioned application. The figures of merit used to describe the performance of a
given memory system, which will be introduced in Section 2.2, are a means to compare
the far reaching landscape of different platforms and protocols. Some systems yield very
long storage times, others high efficiencies, large bandwidths, or low noise, but not a single
one shows ideal performance with respect to all of these parameters. In general, trade-offs
between these parameters have to be made, depending substantially on the application.
The realm of different physical systems in which quantum memories of light have
been realised is vast. It spans from single emitters, such as single atoms in cavities or
color centres in diamond, to large atomic ensembles containing 104 − 1012 atoms, both
(ultra)-cold and warm (room temperature or higher); and also to solid-state systems. As
mentioned in the introduction, also fibre delay lines or storage rings can be considered
memories. Each of these platforms, which will be introduced in detail in Section 2.3,
has its benefits and its drawbacks, and no single one has yet been found to be the ideal
quantum memory.
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In order to understand light storage, it is useful to think of the simplest imaginable
memory system: a single atom in free space interacting with a single mode of the
electromagnetic field, i.e., absorbing one single photon. Describing the atom as an ideal
two-level system (see Fig. 2.1(a)), if the energy difference of the photon matches the
energy difference between the states, absorption of the photon will transfer the atom from
its ground state |g⟩ to the excited state |e⟩.
Ideally, the atom would then reemit the photon after a given time, making the storage
process reversible. Naturally, it is not as simple as that. An atom interacting with an
electromagnetic field via an electric dipole interaction in, e.g., the strong coupling regime,
undergoes Rabi flopping. As a result of the time reversibility of quantum mechanics, in
the case of no losses, e.g., due to spontaneous emission, the atom oscillates between |g⟩
and |e⟩ with a frequency given by the Rabi frequency Ω, a measure for the coupling
strength between the atom and the electromagnetic field. Hence, such a simple memory
would not abide to the condition of on-demand retrieval of the photonic information.

Figure 2.1: Two- and three-level atomic systems. (a) A two level atom becomes
excited from its ground state |g⟩ to the excited state |e⟩ by a photon (yellow
wiggly arrow). In order to obtain controllability, a third (storage) state |s⟩
becomes necessary. In (b) the atom is transferred from |g⟩ to |s⟩ via |e⟩ with the
aid of the control pulse (grey arrow). In (c) the reverse process is shown.

It is thus necessary to include some type of controllability in the system. For this, one
must add a third state |s⟩ to the system, which does not interact with the mode of the
field to be stored, and is therefore a ‘dark state’. There are several possible choices for
this state |s⟩ and thus also for the atomic configuration. Depending on the energy of this
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state relative to the other two, one can describe the atom as a three-level Λ- (lambda), Ξ-
(ladder) or V- (vee) system (see Fig. 2.2). There exist also more complex configurations
including even more states [117, 118] but these will be ignored here for simplicity.
The controllability arises from the transfer of the photonic information from |e⟩ to the
dark state |s⟩ via an auxiliary control field (grey, see Fig. 2.1(b)), which stops or ‘freezes’
the Rabi oscillations. In this manner, the photon ideally remains trapped in this storage
state for as long as needed, provided the atom is well isolated from the environment.
In order to read the information out from the memory, the same control field reverses the
mapping, transferring the photon from |s⟩ back to |e⟩, where the Rabi oscillations lead to
reemission of the photon, as depicted in Figure 2.1(c).

Figure 2.2: Different types of three-level systems. From left to right Λ-system,
(ladder) Ξ-system, and V-system. The arrows represent the present laser fields.

The description given above assumes, of course, ideal conditions. When considering real
systems, neither the atom can be described as an ideal two- or three- level system, nor
the electromagnetic field consists of only one single mode, but actually spans a continuum
of modes in all of space. For an atom in free space is it actually rather improbable to
undergo Rabi oscillations, as the emitted photon will probably escape before coupling
back to the atom. Thus, instead of Rabi flopping, we will see spontaneous emission, an
exponential decay of the coupling with a lifetime inversely proportional to its strength.
As a result, a real atom in free space will not serve as a quantum memory, alas not a very
good one.
However, there are several ways to circumvent this problem. Single atoms or other single
emitters have indeed been used for quantum storage. As the coupling of a single atom
to light is very weak, one trick is to enclose it in a high-finesse cavity that will restrain
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the interaction with unwanted field modes and enhance the coupling to the relevant ones.
Another possible option is to increase the probability of light-atom interaction by using
not only one, but many atoms. Ensembles of cold or warm atoms in the gas phase with
high optical depth, and also solids are thus common storage platforms.
In an ensemble of N atoms, as it is not known exactly which atom experiences the
excitation into the storage state |s⟩, the storage process results in a long-lived collective
superposition of all but one of the atoms being in the state |g⟩ and one (unknown) atom
being in the state |s⟩. Such a superposition is called a spinwave. Mathematically it takes
the form [119]

|ψ⟩ = 1√
N

∑
j

ei∆k·rj |g...sj ...g⟩ , (2.1)

where ∆k is the wavevector of the spinwave, and rj corresponds to the spatial coordinate
of the jth atom, which is excited to |s⟩.
As extensive as the different memory systems are also the various protocols known to
achieve light storage in these systems, which will be described in Section 2.4. The general
working principle of optically controlled memories described above applies to all protocols
based on light-matter interaction, although the specific details are widely different. In
this chapter only an simplified explanation will be given. More detailed calculations will
be left to Chapter 3.

2.2 Memory characterisation

We will start our discussion by revisiting the most important figures of merit used
to characterise a specific quantum memory. As mentioned before, no single platform
and protocol have been found to date to yield an optimum in all of these following
parameters simultaneously. Much effort is being put into exactly this, notably in our
experiments presented in Chapter 4. For simplicity, we will focus on the case of storage
of a single photon, or of coherent light at the single-photon level for the following
definitions, although they are also valid in the case of storage of macroscopic light pulses,
with some slight modifications. The definitions presented here are mainly based on
Refs. [39, 94, 120–122].
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2.2.1 Efficiency

The memory efficiency is a measure of the probability of retrieving a light pulse or a
photon after having stored it in a memory. Realistic memories will never reemit the
stored light perfectly without any losses. As most of the loss mechanisms in a memory
platform are time dependent, i.e., the longer a photon is stored, the less probable it is
to retrieve it back, the memory efficiency is normally defined as the efficiency at zero
storage time ηmem = ηmem(t = 0). Naturally, this is not a realistic value for applications,
but it yields a baseline with respect to which very different systems can easily be compared.

When storing single photons, the external (end-to-end) memory efficiency can be deter-
mined from a photon arrival time histogram and is given by

ηe2e = Nout −Nnoise
Nin

, (2.2)

where Nout(in) stands for the counts measured at the output time bin (input time bin)
and Nnoise is a measure for the photons the memory emits even when no photon has been
stored in it (and also on top of the retrieved photon when storage has indeed taken place).
This is due to spurious unwanted physical processes such as the ones described in Section
3.4.
This end-to-end efficiency includes all transmission losses ηtransm of the experimental
setup and is related to the internal memory efficiency of only the physical storage and
retrieval process as ηe2e = ηtransmηmem. Such transmission losses can be seen as technical
losses and can theoretically be improved by better optics or better fibre coupling of light.
For real applications, naturally the resulting end-to-end efficiency is the relevant one, and
the one that should be used to compare different memory systems. Further theoretical
definitions of the efficiency, that are of aid in simulations or theoretical work, are given
Ch. 3 and in Refs. [123–125].

2.2.2 Signal-to-noise ratio and measures of noise

As stated above, realistic physical systems are not ideal. Spurious physical processes
that produce unwanted counts at the detector when nothing has actually been stored
in the memory are inherent to quantum storage. These unwanted photons that are
added to the retrieved photon counts generate errors in storage, which can, e.g., lead to
loopholes in some quantum cryptographic protocols and thus compromise security (see
Sec. 1.2.3 and Ref. [126]). Therefore, it is essential to have a measure of the quality of the
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retrieved information. As the fidelity, which will be introduced below, is not always easily
experimentally accessible, the signal-to-noise ratio (SNR) given as

SNR = Nout −Nnoise
Nnoise

(2.3)

is typically used as a measure. The time window for which the SNR is defined can be
adjusted to include more or less noise, since in practical implementations time gating can
be implemented via hardware. This is useful for memories, such as the EIT Λ-memory,
where the highest amount of noise typically is found in the later part of the optical pulse.
A further relevant parameter commonly used to describe the noise level or unconditional
noise floor is the µ1 parameter, firstly introduced in Ref. [127] and defined as the ratio
of the average noise counts to the end-to-end efficiency scaled by the detector efficiency
[120, 128]

µ1 = ⟨Nnoise⟩
ηe2eηdet

. (2.4)

It provides a measure for the number of input photons into a memory, for which the SNR
is exactly one.

2.2.3 Storage time

The storage time tstorage of a memory system refers to the time until which it is still
possible to retrieve the stored information or some fraction of it. Due to several
decoherence mechanisms [129], no memory will have infinite storage time and will thus
eventually forget. The definition of the storage time varies, as most of these figures of
merit do, with the application. Mostly, one refers to the coherence time of the physical
system τc, more specifically of the used storage state. Other values, generally extracted
experimentally, give a measure of how long it takes for the efficiency or the fidelity (or
some other measure) to fall below a specific threshold, generally 1/e. The latter measure
for the decay time of the efficiency will be the benchmark used throughout this thesis. I
will generally refer1 to the actual storage time of the memory as tstorage, and the 1/e time
as τmem.
For applications, such as long-distance quantum communication, the storage time is
clearly of high importance, as it must exceed the time of flight between distant nodes, and
be of the order of entanglement creation times. Corresponding estimated values are of the

1Although I have done my best to avoid it, I cannot completely guarantee that there will not be some
symbol confusion along the thesis. I hereby sincerely apologise for this.
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order of 1 − 100 ms [130, 131]. Other more local applications, such as synchronisation,
require significantly lower storage times [94].

2.2.4 Fidelity

The fidelity in quantum mechanics is a measure of distance between two quantum states.
In quantum memory applications, it is crucial to determine how much the retrieved state
resembles the initially stored state, e.g., if the storage process was coherent. The fidelity is
calculated as the overlap between the output and the input state of the memory [39, 121],
conditioned on the fact that the memory produces a non-vacuum output. For pure states
characterised by a state vector |ψ⟩, the conditional fidelity is thus given as

F = | ⟨ψout|ψin⟩ |. (2.5)

In the case of a mixed state characterised by a density matrix ρ [39], this converts to

F = Tr
(√√

ρoutρin
√
ρout

)
. (2.6)

When considering a quantum memory, its quantum character needs to be certified. This
translates to the fact that its fidelity must surpass the ‘fidelity’ achievable by a classical
memory. Such a device would be able to measure an input state and prepare a new
state as close as possible to the input state upon retrieval. It has been shown [132] that
the maximal achievable fidelity of such a device, assuming perfect efficiency, is given as
F = N+1

N+2 , where N is the photon number. In the case of a one-photon Fock state |1⟩
this bound equals 2/3. In the case of coherent states and non-unity memory efficiency
ηmem, the Poissonian statistics and ηmem have to be taken into account, yielding higher
classical bounds [128, 133, 134]. From these considerations, in Ref. [135] the following
relation between the conditional fidelity F and the SNR, and/or µ1 is derived:

F = SNR + 1
SNR + 2 = |α|2 + µ1

|α|2 + 2µ1
, (2.7)

which allows to determine the fidelity of a quantum memory via easily attainable
experimental parameters without having to reconstruct the density matrix of the state
via quantum state tomography or similar techniques.
There is controversy around the question if it makes sense to define a fidelity for a
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coherent-state input in a quantum memory, even at single photon level, hence the name
‘conditional fidelity’ used above. The definition of this fidelity requires the measurement
record to be post selected to neglect all ‘null’ results, where the memory produced no
output. Therefore, this fidelity, calculated for coherent states, should be taken with care
and understood as the maximal bound on the fidelity achievable by a quantum memory,
if it were to store a single photon.

2.2.5 Further figures of merit

Bandwidth

This parameter determines the spectral and temporal size of the photonic wavepacket
that can be stored in the memory. As we have seen in the discussion of the different
memory protocols, this parameter depends not only on the used platform, but specially
on the method used for storage. This is specially important when interfacing quantum
memories with, e.g., single photon sources, such as semiconductor quantum dots or
parametric down-conversion sources. A formal definition of the bandwidth of a memory is
tricky, as it is highly dependent on the protocol. Notwithstanding, one could define the
bandwidth ∆ωmem of the memory as the full width at half maximum (FWHM) of the
Fourier transform F of an input pulse Ein,opt (in time domain) optimised to give the best
attainable efficiency of a given memory system as [136]

∆ωmem = F(Ein,opt(t)). (2.8)

The bandwidth of the memory also gives information about the repetition rate and the
multiplexing potential, when thinking about time or frequency multiplexing, as will be
treated below. Again, the importance of this parameter depends highly on the application.

Time-bandwidth product

The repetition rate of a memory, and thus of a quantum-information protocol involving
such a memory, depends not only on its bandwidth ∆ωmem, but also on the amount
of time that pulses can be stored in it. In order to store temporally short pulses, the
bandwidth of the memory needs to be large. Furthermore, the storage time of the memory
should exceed the pulse duration by a large factor, to perform operations while the qubit
is stored. This is why the time-bandwidth product (TBP) is commonly used as a metric
in some specific quantum memory applications. It is given as
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TBP = ∆ωmem · τmem. (2.9)

The TBP gives a measure for the number of clock cycles spanned by the storage time of
the memory. For synchronisation tasks specifically, a large TBP is required [120, 137, 138].

Multimode capacity

For realistic quantum information protocols to succeed, the transmitted bit rate needs
to reach high values in the kHz-MHz range. For this, it is crucial to be able to store
more than one mode simultaneously in the memory [130, 131]. This is referred to as
multiplexing. It allows to reduce the amount of entanglement swapping trials and enhance
the speed with which the quantum channel is established.
There are many possibilities for multiplexing in a quantum system, such as time-,
frequency- or spatial multiplexing, and the best suited one depends again on the specific
memory system and the application. For completeness it should be noted that storage
in continuous variables inherently realises higher bit per symbol possibilities, but I will
set aside CV encoding in this thesis. Another approach to multiplexing would be to use
N copies of the same quantum memory. As long as quantum memory systems are not
so easily scalable, this will be much more cost intensive than trying to implement some
multimode storage in a single memory.

Scalability, compatibility and technical simplicity

When thinking of practical applications, another relevant aspect about a quantum
memory is how easy to implement and how scalable or integrable it is. Quantitatively,
this may be seen also in terms of the cost of implementation. As discussed above, highly
multimode memories are desirable for many applications, but if the memory itself is cheap,
one can also think of simply implementing a large number of memories in a system. If the
goal is to implement memories on a satellite, large cryogenic systems or magneto-optical
traps are complicated setups that are hard to implement. However, much progress is
being made in this area, and currently there exist many experiments (already active)
or proposals planning to implement, e.g., cold atomic experiments in space [139–141].
Nevertheless, it is generally desirable to have a memory which can be operated at ambient
conditions, such as room temperature and pressure. Independently of space operation or
not, a goal for quantum memories is their implementation in photonic networks based on
fibres or in optical circuits. For this, compatibility is a key aspect. Different features
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may fall under this requirement, such as the operational wavelength, the possibility for
fibre-based operation or even (micro-)integration.
Another measure for the applicability of a memory system is the SWaP (size, weight, and
power) budget, as generally resources in these areas are limited in the context of space
applications [11].

2.3 Memory platforms

This section will introduce the variety of storage platforms that are commonly used
for quantum storage and shortly compare their advantages and drawbacks. The
state-of-the-art experimental realisations of quantum memories in these systems will also
be mentioned. The focus of this section will be on optically active systems, as they serve
as great candidates due to the already very advanced technology of photonic quantum
information distribution. Platforms currently lacking optical interfaces, such as those
based on semiconductor technology [142], will not be included here. Figure 2.3 shows
schematic depictions of the different memory platforms covered in this section. Table 2.1
(at the end of the chapter) presents a comparison of the different platforms regarding
experimental parameters such as operational temperatures and magnetic fields, and
regarding the technical effort required for their implementation.

2.3.1 Single emitters

Single atoms/ions in a cavity

Among the first systems to be studied for light storage were single atoms or ions in
cavities [53, 133, 143, 144]. These can be understood as a slightly different type of
memory. Experiments in these types of systems generally do not see the memory as
designed to absorb and then emit a photon, but more as a memory emitting photons that
are entangled with it, resembling more a DLCZ memory [82], but using single atoms/ions
instead of an ensemble. The measurement of two emitted photons from two of these
trapped particles allows us to entangle distant memories. They have also been used for
teleporting quantum states between nodes [145].
These memories can be integrated with efficient optical interfaces and possess excellent
coherence properties. Combining them with efficient high-finesse cavities permits boosting
the optical interaction via the Purcell effect and/or strong coupling to cavity modes
[146–149]. In these systems, entanglement swapping between network nodes has been
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Figure 2.3: Quantum memory platforms. Using single emitters, we find (a) single
atoms/ions in a cavity and (b) colour centres in diamond. Among ensemble-based
photon storage systems, relevant examples are (c) warm vapour cells, (d) cold
atomic gases in magneto-optical traps, and (e) rare-earth-ion-doped crystals
(REIDs). Furthermore, we include (f) delay lines and storage loops.

extensively studied and demonstrated [150–154].
In Ref. [155], a single ion used as a memory achieved close to 70% efficiency. Using a
single atom in Ref. [156], an efficiency of 22% and a storage time of 100 ms were realised.
These systems offer the possibility of realising heralded storage of single photons [157].
The use of single particles allows to perform quantum gates on stored qubits as in
Refs. [158–160]; a first step towards quantum information processing and quantum error
correction in these systems. For applications in quantum networks, entanglement between
a trapped Yb ion and an emitted photon into the resonator mode with a fidelity of ∼ 90%
was reached in Ref. [161].
These systems, although very interesting to study, require highly complex experimental
apparatuses. For long-distance quantum communication applications like entanglement
distribution, the limited multimode capacity of single trapped particles poses a problem
difficult to overcome.

Colour centres in diamond

In solid state systems, colour centres in diamond or silicon carbide which act as single
emitters [162], have been shown to also be good candidates for quantum memories.
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The most known one is the NV center, where a carbon atom has been substituted by
a nitrogen atom next to a vacancy in the carbon lattice of bulk diamond. This leads
to magnetically tunable fluorescence. These systems are widely used as highly sensitive
quantum magnetic sensors and allow for access to the quantum properties of the nitrogen
atom, any proximal carbon nuclear spin, and the associated free electron spin of the
system. A ten-qubit memory register has been realised using these nuclei, showing a
coherence time of 75 s for single-qubit states and of 10 s for two-qubit entanglement [163].
High fidelity storage of 98% for coherence times of 10 s has been achieved in Ref. [164].
Several techniques have been proposed to extend the reachable storage times [165–167].
Recently, a multi-node quantum network has been realised in such a system [168].
More recently, other similar systems, the tin-vacancy (SnV) [169] or the silicon-vacancy
(SiV) [170] have become popular. They offer significant improvement in compatibility
with photonic nanostructures as a consequence of their inversion symmetry (the electronic
states of the SiV center have a vanishing permanent electric dipole moment, which
makes them insensitive to Stark shifts), resulting in high detection efficiencies, [171, 172].
Among these systems, SnV shows sub-ms coherence times at temperatures above 1 K,
while in SiV coherence times of 13 ms are achieved at 100 mK.
The read-out in theses systems has historically been performed using confocal microscopes,
which hinder simple scalability. Therefore, developments in the use of optical cavities
[172, 173], photonic chips, and nanostructures [174, 175] might help to aid this problem.
As colour centres have been shown to act as single-photon sources [171], they offer great
advantages in integrability of memory and source. A disadvantage of these systems is the
low efficiency achieved in absorptive storage schemes, unless they are placed in cavities as
in Ref. [172], which is why they might be better suited to act as read-out only memories
in specific applications.

2.3.2 Ensembles

Warm atomic vapours

Warm atomic vapours are technically low-complexity systems, which allow for operation
in a wide range of conditions, as they do not pose the need for cryogenic cooling or
large magnetic fields. Thus, they are highly scalable systems. Commercial vapour cells
or miniaturised wafer systems [176] are therefore very good candidates for, e.g., space
applications. Due to their easily accessible low-lying spin states at infrared wavelengths,
alkali atoms such as caesium or rubidium are the most commonly used candidates. Since
their ground spin states do not fluoresce, they yield long coherence times. The storage
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time in these types of systems is not limited by inherent coherence times, but by atomic
diffusion from the interaction region, or by loss of coherence due to collisional processes
such as spin-exchange collisions or wall collisions, among others [177]. In order to mitigate
these effects, buffer gases are added to the atomic mixture, reducing the effect of some
of these processes. The relevant parameter for efficient storage is the optical depth
(OD), which is proportional to the atomic number density and can be easily tuned with
temperature. Even at room temperature, these systems show reasonable optical depths.
Drawbacks of these types of memory systems are their susceptibility to noise, such as
fluorescence from the excited states, spontaneous Raman scattering (SRS) or four-wave
mixing (FWM) [114, 178]. These memories typically make use of EIT or Raman storage
(see Section 2.4) [179–181], although other techniques as AFC [182], FLAME/ORCA
[183, 184] etc., are also commonly employed.
Recent and relevant experimental demonstrations in these systems include very long
storage times of 150 − 430 ms for coherent pulses well above single-photon level by using
spin-orientations degrees of freedom in Cs [185]. The achieved memory efficiencies in
this experiment lie between 9% − 14%. One of the highest memory efficiency achieved
to date in such systems, reaching 82%, and a fidelity of 98% at single photon level, are
reported in Ref. [186] using a Raman scheme in Rb. Before this, the gradient-echo (GEM)
protocol (see Sec. 2.4.5) had kept the record for highest efficiencies in warm vapours, with
efficiencies around 80% [187, 188]. A high bandwidth memory of 0.66 GHz in such a
system was realised in Ref. [136], potentially allowing interfacing with single photons from
semiconductor quantum dots. As for noise, characterised by the unconditional noise floor
parameter µ1 (see Sec. 2.2.2 for the definition), values below µ1 = 0.04 are achieved in
Ref. [189], without the need of optical cavities as used in Ref. [190]. Recently, remarkable
noise values of µ1 ∼ 10−4 were achieved in Ref. [191]. In the experiments above, always a
trade-off with respect to additional memory parameters has to be made when reaching the
mentioned values. Conversely, in this thesis, a simultaneous optimisation of end-to-end
efficiency and signal-to-noise ratio at single photon level was performed [1].
Atomic vapours allow for spatial multiplexing, as we showed in Ref. [3]. Although already
investigated in Ref. [192], the first true single photon storage experiment in a Λ-system
to date, in which the single photon nature of the input photon was maintained upon
retrieval, was performed in such a system in Ref. [191], where a spontaneous parametric
down-conversion (SPDC) source was interfaced with an atomic vapour memory. Single
photon storage in a ladder Ξ-system was achieved in Ref. [183]. If we, for a moment,
consider CV encoding again, squeezed vacuum state storage in warm Rb vapour was
realised already back in 2008 [193].
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Cold atomic gases

By cooling atomic systems to cryogenic temperatures in the 100 µK regime or lower by
using magneto-optical traps (MOTs) and dipole traps, reduction of the atomic motion and
thus the coherence times of atomic gases can be achieved. This allows for the realisation
quantum memories with long storage times. Bose-Einstein condensates (BECs) also have
been proposed as storage systems [194, 195], but require even more laser cooling. The
storage protocols used in these systems are the same as in warm atomic gases [114, 196].
Some notable experiments and results include a record efficiency of 87% via a GEM
protocol [197] for an on-demand memory. Ref. [196] reaches a storage efficiency (not
including retrieval) of 92% using an EIT scheme. Other significant results are a retrieval
efficiency of 82% in a DLCZ-type memory in a cold Rb ensemble [198], and of 76% in
the same kind of read-only memory again in cold Rb vapour, yet with a storage time of
220 ms [199]. Another similar experiment achieved an efficiency of 73% for 3.6 ms storage
time in Ref. [200]. Using orbital angular momentum (OAM) degrees of freedom [201] and
spatial multiplexing [202, 203], cold atoms have shown to allow multimode operation.
Furthermore, two Rb memories have been entangled in the experiment in Ref. [204].
Moreover, storage of single photons from an SPDC source was shown in Ref. [205].
Much work has been put into on-chip operation [139, 206–208] and miniaturisation [209]
of these types of systems, yielding astonishing scalability properties. Several missions
have been working on sending these types of systems into space. Important examples are
MAIUS [139], CAL [140], and the planned project BECCAL [141]. In this context, it has
recently been shown that microgravity could enhance the performance of BEC memories
dramatically [210].

Rare-earth ion-doped solids

REIDs grant optical access to long-lived nuclear and electronic spin states and show
narrow homogeneous linewidths. Furthermore, they allow one to engineer their
optical inhomogeneous broadening, giving rise to an inherent frequency multimode
capacity. REIDs are compact systems with low complexity, and are very well suited for
micro-integration. Thus, they are a great candidate for quantum information processing.
Common materials used as donors are europium 151/153Eu3+, or praseodymium 141Pr3+

embedded in a yttrium-orthosilicate matrix Y2SiO5 [211–213]. Some of them are
compatible with telecommunication wavelengths [214, 215]. These crystals have to be
cooled to temperatures below 6 K.
At these cryogenic temperatures the effect of phonons in the host lattice is greatly
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suppressed, such that the coherence of these systems is only limited by spin-spin
interactions. Hyperfine coherence times on the order of milliseconds are common without
external engineering. The achievable lifetimes of the excited states stem from the special
electronic structure of the investigated transitions. Partially filled 4f electron shells are
shielded by filled 5s2 and 5p6 shells [216]. Applying techniques from NMR spectroscopy
or spinwave storage allows to extend these times to seconds [217] and even hours [218].
However, this requires very strong external magnetic fields of the order of |B| = 1 − 2 T,
and cryogenic temperatures below 4 K. Achieved noise levels for single-photon-level
storage in these systems are at µ1 = 0.069(2) [135] and µ1 = 0.10(2) [127] for storage
times of about 12µs. Extension of storage times into the hour range has been achieved in
Ref. [219], however using bright coherent pulses (i.e., it is not a quantum memory as
such). A high efficiency value of 69% has been achieved in Ref. [220], again via the GEM
protocol.
Because of the heterogeneous structure of the host material, the absorption lines are
initially broadened inhomogeneously by hundreds of MHz or even GHz in AFC, CRIB or
GEM protocols, then combined with spinwave storage to make the memories on-demand
[220, 221]. Moreover, also EIT storage is used in these systems [222, 223]. In recent
experiments, multimode operation using OAM [224] and entanglement between two REID
memories [225] have been shown, using frequency down-conversion to match telecom
frequencies [226, 227]. These techniques have also been used for interfacing with cold
atomic gases [228].
Regarding space applications, miniaturisation and integration with optical waveguides
might help reduce the need for large magnets [229–231]. Recently, there have been
notable developments in compact cryocoolers, which can be of aid for such systems [232].
In a new proposal using ultra-long-lifetime (UUL) memories, it has been shown that a
single satellite can be used for global quantum networking [233].

2.3.3 Delay lines and storage rings

In the introductory definition of quantum memories given in Ch. 1, Section 1.5, the
necessity of a physical interaction of the storage system with the light was stated. However,
loosening this definition of a memory slightly, it is not necessary to include interaction,
or more specifically absorption of light within a medium, in order to store light. It is
also possible to delay a light pulse or a single photon for a given amount of time, until
it is needed for some application, e.g., synchronisation with another photon. This can
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Figure 2.4: Storage loop in free space combined with an optical fibre delay. After a
photon (or light pulse) enters the loop, the Pockels cell (PC) acts as a polarisation
switch, first causing the photon to stay in the loop and, after a second switch,
allowing the photon to exit the loop when needed. This extends the delay of the
single round-trip time by an integer factor. M1-3: mirrors, PBS: polarising beam
splitter.

be achieved using either optical fibres or storage loops. In this case, the retrieval is not
exactly on-demand, but this is technically also the case in some other types of memory
systems.

These types of memories are capable of very low optical losses. An ideal optical fibre
loop has a loss of 50% in 100µs [197], which can be seen as the a benchmark a ‘real’
quantum memory should surpass. However, in order to achieve long storage times, very
long optical paths are required. For this reason, this type of platform is used more for
local applications, such as synchronisation of single photon events. One of the first
proposals of such a system as a memory was presented in Ref. [234] and there named
a cyclical quantum memory (CQM). One envisioned application was the realisation of
pseudo-on-demand single photon sources via synchronisation [235, 236]. Since then,
several other experiments have been performed using such types of memory systems
[100, 237, 238]. Even experiments involving interconnection and simultaneous operation
between such a memory and an atomic ensemble-based memory have been performed in
Ref. [239].
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2.4 Light storage protocols

In this section, the most relevant storage protocols used in the different platforms
described in the last section will be introduced. I will start with a short description of
light storage in delay lines and storage rings for completeness, and then I will dive into
light-matter-interaction-based protocols. There exist several ways of categorising these,
either by atomic level structure used, by the specific range of a certain relevant parameter,
or by the physical limit they work in best. Here, I decided to divide the protocols into
optically controlled ones, being the ones that make use of a strong control pulse to
mediate absorption, and protocols based on the engineering of the physical system in
order to change some of its characteristics, i.e., its inhomogeneous broadening. The first
ones can further be divided with respect to the level structure they are implemented on.
Thus, among the optically controlled protocols we have EIT, Raman, and ATS working in
Λ-systems, and FLAME/ORCA in ladder Ξ-systems. Engineered protocols include CRIB
and AFC, as photon-echo type protocols. Moreover, also hybrid protocols exist. In fact,
the engineered protocols presented here are actually hybrid. In other words, the ‘pure’
CRIB and AFC protocols were originally defined and implemented in two-level systems.
As they are photon-echo techniques, their storage time is limited and an inherent result of
the engineering of the specific system. In order to make these protocols truly on-demand,
a third state needs to be added. The transfer to this state happens generally via a control
π-pulse, which is what renders these protocols hybrid. This ‘improved’ version of the
CRIB and AFC protocols is the one I present here.
Although this review aims to include also other types of platforms, since Chapter 4 will
be dedicated to a warm atomic vapour memory, special importance will be given to this
specific platform and its corresponding protocols.

In 2007, A. V. Gorshkov et al. published the first work on a universal theoretical approach
to treat optimal photon storage in Λ-type atomic media [123]. Subsequent to this work,
a series of four further papers appeared, giving a very detailed and general theoretical
description of such systems in a cavity model [124], a free space model [125], including
effects of inhomogeneous broadening [240], and lastly developing techniques for calculating
optimal control pulses with a gradient ascent method [241]. These works have become the
theoretical backbone for light storage in (Λ-type) atomic ensembles. Before introducing
all the different protocols, I will here offer a short summary of the findings of these
publications. A detailed theoretical description of storage based on these works is further
presented in Ch. 3, Sec. 3.3.
In Ref. [123], a physical picture unifying many of the existing different approaches
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to photon storage in Λ-type atomic media was introduced. Each approach can be
optimised within this universal picture based on time reversal, and on the fixed branching
ratio between the desired quantum state transfer and the existing losses. Moreover, in
Refs. [241, 242], the authors advance (in theory and experiment, respectively) the optical
control strategy that yields the maximal attainable efficiency in such systems. This
efficiency is shown to depend solely on the optical depth of the medium, here denoted
by dopt. This (theoretical) optical depth is given as the product of the on-resonance
absorption α of a given transition of the system, multiplied by the length L of the
medium1. This fact results from the branching ratio between collectively enhanced
emission into desired modes and spontaneous decay, only dependent on dopt. Another
essential fact arising from their investigations is that, when ignoring spinwave decay, the
optimal storage process is the time reverse of the retrieval, leading to the conclusion
that the attainable optimal efficiency is the same for all considered techniques. Again, it
depends only on the optical depth and can be achieved by optimisation of the control
pulses or the shape of the photon wave packet to be stored. The optimal strategy also
yields the optimal possible spinwave in each case. The optimisation process in all of these
techniques consists in finding the perfect balance between two possible sources of loss:
the leakage of the input pulse through the ensemble and the scattering of input photons
due to spontaneous emission. This does not include other possible sources of noise as
these do not reduce the maximal attainable efficiency.

These works provide a further way of categorising the existing protocols, which is
introduced here in order to gain a better understanding of the literature. In Λ-type
systems, which will be the main focus of this review, the existing protocols can be divided
into the ones corresponding to the adiabatic limit (∆tsdoptγe ≫ 1, where ∆ts is the time
length of the input pulse and γe = Γe/2 is half of the spontaneous decay rate of the excited
state (defined in Eq. (3.36)), and can also include further broadening mechanisms2),
among which we find EIT and Raman protocols, and the fast limit (∆tsdoptγe ∼ 1)
protocols corresponding to photon echo techniques [243], such as CRIB and AFC,
and similar ones that make use of homogeneous broadening. The ATS protocol also
corresponds to this limit. In the ladder Ξ-system realm, the FLAME and ORCA protocols
would also be associated to the adiabatic limit. The main difference between these limits
lies in the way the photonic information is transferred onto the atomic coherence. In the
adiabatic limit this occurs via adiabatic elimination of the excited state (hence the name),

1See Ch. 3, Eq. (3.31) for a formal definition. Experimentalists, by convention, use a value of 2dopt for
the optical depth.

2See Ch. 3 Eq. (3.23).
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meaning no polarisation P (|g⟩ − |e⟩ coherence, see Ch. 3) is formed, while in the fast
limit the transfer occurs via excitation to the state |e⟩, which is de facto populated during
the storage process. In both limits, the ideal performance is only reached in the limit
of infinite dopt. As a result of time reversal, an important finding is that the optimal
efficiency can be achieved by sending the retrieval pulse in the backward direction. Since
in general, experimentally it is simpler to implement forward retrieval, this case is also
investigated, although here the storage and the retrieval processes have to be optimised
independently, and a compromise has to be made. Thus, forward retrieval will yield lower
total efficiencies compared to backward retrieval. After these general considerations, let us
now dive into the specifics of each protocol. For comparison and to summarise the most
important characteristics of each protocol, I have added Table 2.2 at the end of this chapter.

2.4.1 Delay of light

The ‘storage’ of light can be achieved by letting the photon propagate locally, either in
free space or in an optical fibre. The delay time τ will then be given by τ = nL

c , where
n is the refractive index of the medium (n = 1 for free space or n = 1.5 for a standard
optical fibre), L is the distance the photon travels, and c is the speed of light. Naturally,
as the speed of light is large, significant delays will require long distances L.
This process will also involve some losses, which in free space are not so significant due to
the (ideally) non-interacting nature of photons, but become relevant in optical fibres. The
most prominent loss mechanisms in fibres are Rayleigh scattering in the visible frequency
range [247] and the intrinsic absorption lines of silica, the fibre material, starting at
the end of the near infrared [248]. These losses will depend on the wavelength of the
transmitted light and reach their minimum for the so-called telecom C-band around 1550
nm. A measure for losses is the attenuation of the light intensity per distance L in units
of decibels (dB), given by aL = 10 log10

(
Iin
Iout

)
, where a is the attenuation and I stands

for the light intensity [94]. Common values for these losses are a = 0.2 dB/km for the
telecom C-band and a = 0.35 dB/km for infrared wavelengths around 850 nm.

In order to extend the delay in a given system one can think of constructing some
storage loop, again either in free space or using fibres. A sketch of this is given in
Figure 2.4. Horizontally polarised light is initially transmitted at the beam splitter
and enters the loop. A Pockels cell driven by a specific voltage is used to switch
the polarisation of the light to vertical before it reaches the beam splitter again,
thus trapping it in the loop. In order to exit the loop after an integer number of

41



round trips, another voltage pulse is applied to the Pockels cell, letting the light exit
at the beam splitter port. Apart from the already mentioned losses in free space
or fibre, it is important to consider some further losses of the beam splitter and the mirrors.

2.4.2 EIT

Electromagnetically induced transparency (EIT) is a phenomenon that occurs when an
optically dense medium becomes transparent to resonant light due to the interaction
of two lasers with a three-level system. While EIT can manifest in various three-level
configurations (see Fig. 2.2), this discussion will focus on the Λ-system. The effect was
first observed by Boller et al. in 1991 [249] in strontium, and can be well described in a
static picture [250–252].

Figure 2.5: EIT storage (a) and retrieval (b) process. The signal field or single
photon (E , wiggly blue) and the control field (Ω, red) are on resonance or
detuned by a small ∆. The control field alters the atomic response and creates a
transparency window in the absorption spectrum. Meanwhile, the group velocity
of the signal field is reduced. Adiabatically ramping off the control field brings
the signal to a complete stop inside the medium. Here, one atom in the ensemble
is transferred from |g⟩ to |s⟩. For retrieval, the control field is applied again. This
reverses the process, transferring the excited atom back to the original ground
state |g⟩ and reemitting the signal photon.

In the Λ-system, a classical or quantum signal (probe) field E , resonant with the |g⟩ → |e⟩
transition, interacts with the ensemble, while a stronger control field Ω, characterised
by its Rabi frequency, is applied to the |s⟩ → |e⟩ transition, as shown in Figure 2.5.
Depending on control field’s strength relative to the decay rate γe of the excited state
|e⟩ (see Eq. (3.23)), two possible regimes can be defined. For moderate control powers
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with Ω < γe, the system response aligns with the EIT model. Conversely, for very strong
control fields (Ω > γe) the Autler-Townes regime is entered [253].
The control field’s presence alters the atomic response, leading to the emergence of a
transparency window due to an interference of the different paths the light can take
to reach the excited state, namely either the path directly from |g⟩ → |e⟩, or the
longer path |g⟩ → |e⟩ → |s⟩ → |e⟩. As the control field is much stronger than the
signal field, the longer pathway is equally probable. This creates a quantum interfer-
ence, dressing the eigenstates of the Hamiltonian and thus making the state |e⟩ a dark state.

Mathematically, it is in the limit of the aforementioned Autler-Townes regime, where the
behaviour is simpler to understand. The diagonalisation of the electric dipole interaction
Hamiltonian

H = ℏΩ
2 |e⟩ ⟨s| + h.c. (2.10)

yields

H = ℏΩ
2 (|+⟩ ⟨+| − |−⟩ ⟨−|) . (2.11)

The corresponding dressed eigenstates are

|±⟩ = 1√
2

(|s⟩ ± |e⟩) . (2.12)

From this treatment, a double resonance appears (Autler-Townes splitting (ATS)), with
energies shifted by ±ℏΩ

2 from the original energy level (see Fig. 2.6 (c)).

In the EIT regime, the original absorption peak is not yet split into two, but shows
precisely the characteristic transparency window. Nevertheless, the dressing of the original
states is already applicable. Within the transparency window, the dispersion of the system
changes so drastically at the point of minimal absorption (see Fig. 2.6(b)), such that the
group velocity of a probe field is reduced significantly, giving rise to the phenomenon of
‘slow light’ [254, 255]. By looking at a steady-state calculation of the linear susceptibility
χ(1) of the probe field, as depicted in Figure 2.6, we can gain a better understanding of this
behaviour. The imaginary part (blue) of χ(1) is directly related to the absorption, while
the real part of the susceptibility (green) is linked to the medium’s refractive index as
n =

√
1 + Re(χ(1)). Without a control field (Fig. 2.6(a)), the signal field would experience

normal absorption (Lorentzian) and dispersion inside the medium. The presence of a
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Figure 2.6: Real and imaginary parts of the linear susceptibility χ(1) = χ,
describing the dispersion and the absorption of the medium, respectively. (a)
Normal absorption case, no control field. (b) EIT case, moderate Rabi frequency
Ω < γe. (c) ATS case, very strong Rabi frequency Ω > γe, which determines the
peak separation.

moderate control field (Ω < γe) alters this behaviour, thus giving rise to EIT. This reveals
the transparency window at the center of the absorption spectrum (Fig. 2.6(b)). In the
case of a very strong control field (Ω > γe), the regime changes from EIT to ATS, where
two distinct absoption peaks separated by Ω appear (Fig. 2.6(c)). In the EIT case, it is
the strong change in Re(χ(1)) or strong dispersion within the transparency window, which
leads to the aforementioned reduction of the group velocity of the signal beam, with
vg ∝

(
∂n
∂ω

)−1
[256], that is proportional to the strength of the control field. As a result,

there will be significant pulse compression inside the medium (see Figure 2.7). A more de-
tailed theoretical derivation of the above mentioned effects will be given in Ch. 3, Sec. 3.2.4.

This effect led to the development of the EIT storage protocol, wherein light is brought to
a complete halt within the medium, and thus stored and subsequently released on demand.
Since its development by M. Lukin and M. Fleischhauer in the year 2000 [257, 258], many
experimental demonstrations have been performed in a variety of systems including cold
atomic vapours [196, 205, 259, 260], solid state systems [261, 262] and warm atomic gases
[1, 179, 263–265]. It has evolved into one of the most established absorptive quantum
memory protocols. To achieve quantum storage of the incoming signal pulse, that is, to
bring the light to a complete stop, it is necessary to adiabatically close the transparency
window. This requires adiabatically turning off the control field.

The working principle of such a memory is as follows: The signal pulse is spectrally
tuned to the center of the transparency window and sent into the atomic ensemble.
The presence of the control field changes the dispersion of the medium, causing the
signal pulse to slow down and become spatially compressed until it entirely fits within
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Figure 2.7: Pulse compression and slow light in EIT. Due to the slowing down
of the group velocity vg in the medium, the signal pulse is spatially compressed
inside.

the atomic ensemble. At this point, the control field is ramped down adiabatically,
narrowing the transparency window and increasing the steepness of the slope in the
refractive index n, until it diverges as Ω vanishes. This process maps the quantum state
of the signal onto the collective atomic excitation, known as the spinwave (see Eq. (2.1)).
Turning the control field back on reverses the process and releases the light from the
medium once again. A full quantum mechanic description of this process, including
light-matter quasi particles known as dark-state polaritons [266], is needed in order to
explain how this process occurs without absorption of the signal at any point, and is be-
yond the scope of this review. A more profound theoretical description is left for Chapter 3.

The EIT protocol offers many advantages. It is very well understood and the required
control pulse energies to open a transparency window are easily attainable by commercial
diode lasers. Some drawbacks include the collision-induced fluorescence noise resulting from
on-resonant operation, as well as SRS and possibly FWM noise in detuned operation, which
may become problematic for single-photon level operation [1, 246, 265, 267]. Furthermore,
achieving high-bandwidth storage is not straightforward, as the spectral width of the
transparency window, proportional to the strength of the control Rabi frequency Ω,
determines the bandwidth of the memory. The full width at half maximum (FWHM) of
the transparency window is given as [268]

∆ωEIT = |Ω|2

γe

1√
2dopt

. (2.13)
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Note the factor two in the optical depth, since here the experimental optical depth is
used, as explained below Eq. (3.31). In Ref. [269], a derivation of the initial conditions
necessary for efficient EIT storage is performed. Assuming an ideal system without
incoherent losses (γs = 0, where γs is the dephasing of the storage state |s⟩), achieving
100% storage efficiency requires simultaneously fulfilling two conditions: To perfectly
store a pulse of duration ∆ts in a medium of length L, the entire length Ls of the signal
pulse must spatially fit inside the medium, i.e., Ls = ∆tsvg ≤ L. At the same time, the
signal’s spectrum must fit within the EIT window, such that (∆ts)−1 ≤ ∆ωEIT, in order
to minimise losses due to spontaneous emission. Comparing these conditions to the
relevant measure of comparison in static EIT, the group delay of the medium, given as
τD =

√
2dopt/∆ωEIT, we can derive the following inequalities: L

Ls
∼ τD

∆ts
≤
√

2dopt [94].
This implies that components of the signal pulse that do not meet these conditions, such
as long spectral or temporal tails of the pulses, will not be stored, especially as Ω is
reduced, leading to lower storage efficiencies. For these two conditions to be met, very
high optical depths are essential [123, 266].

In the high control power limit (Ω > γe), as mentioned, the shift of energies due to a
strong laser’s Stark shift gives rise to the well known ATS [253, 270, 271]. Although
there are similarities, this effect is not sufficient to explain the appearance of the EIT
transparency window at low powers, which is a result of quantum interference. With
increasing control power, the description goes from the EIT picture at low powers, to
the ATS model at high powers, where the effect of interference is small compared to the
splitting of the levels caused by the Stark shift [271]. In this ATS regime, another stor-
age protocol has been proposed, which will be described in its dedicated section (Sec. 2.4.4).

2.4.3 Raman

Raman scattering is the name given to a weak inelastic scattering process of light by
a material excitation in a vapour or a liquid. It serves as a valuable tool for gaining
experimental insights into the electronic, vibrational, or rotational states of a system.
This phenomenon was originally observed by C. V. Raman in 1928 [272], and has since
become a commonplace technique in spectroscopy, quantum optics and related fields.
The scattering process is an inelastic two-photon process resulting from a second order
dipole interaction between light and matter. In the Λ-system picture, a pump photon
is absorbed, while simultaneously a red-detuned Stokes (S) photon is emitted. If the
frequency of the emitted photon is blue detuned, that is, exceeds the one of the pump
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Figure 2.8: Raman storage (a) and retrieval (b) process. The signal field (wiggly
blue) and the strong control field (red) are far off-resonant. The storage occurs
via a stimulated two-photon Raman transition. Here, one atom in the ensemble
is transferred from |g⟩ to |s⟩. For retrieval, the control field is applied again. This
reverses the process, transferring the excited atom back to the original ground
state |g⟩ and reemitting the signal photon.

field, as it is in the reversed process, then the emitted photon is termed an anti-Stokes
(AS) photon.
A similar interaction takes place in the Raman storage protocol, originally introduced in
Ref. [273], and analysed and optimised in Ref. [274]. Specifically, for the storage process
the Raman interaction is reversed. Here, the signal field E is detuned by ∆ from the
|g⟩ → |e⟩ transition, while the strong control field Ω is detuned by the same amount
from its respective transition |s⟩ → |e⟩, such that they are in two-photon resonance. The
simultaneous presence of the two fields drives the stimulated emission of a Stokes photon.
Energy is conserved in this interaction, if the frequency difference between the control and
the Stokes photon matches the frequency splitting between the states |g⟩ and |s⟩. The
signal is thus mapped to the same long-lived atomic coherence of the two ground states
|g⟩ and |s⟩, the spinwave. As it is not known which atom has undergone the transition,
it is a collective process involving all atoms in the interaction region. This is depicted
schematically in Figure 2.8.
The detuning ∆ is chosen to be large compared to the excited state linewidth γe, and
the bandwidth of the photon to be stored. Although the likelihood of a Raman process
decreases with further detuning from resonance, the strength of the interaction can be
amplified significantly with a strong control field and a large number of involved atoms,
i.e., a high optical depth 2dopt.
A key difference between the Raman protocol and the EIT protocol described above,
which is defined as a resonant process, is precisely the size of the detuning ∆. Both can
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be seen as different limits of the same physical process, however, they exhibit distinct
physical characteristics. While on resonance it is the quantum interference of different
pathways that leads to the mapping, this is not the case in the Raman limit. Here, the
atoms are never excited to the excited state |e⟩ due to the large detuning (in EIT there
is also no excitation to |e⟩, but the reason for this is the quantum interference). The
coupling can rather be described as an absorption of the signal into a virtual state created
by the control field, from which the latter transfers the excitation onto the storage state
|s⟩. Moreover, in a Raman process there is no reduction of the group velocity of the signal
field as a consequence of modified dispersion, as is the case for EIT.
Nevertheless, the Raman and EIT memories share many similarities in their underlying
physics. In the dressed-state picture derived in the EIT case, the virtual state of the
Raman process can be identified with the |−⟩ state, which is a combination of |e⟩ and
|s⟩. In EIT, the signal is tuned in between the dressed states, meaning the contribution
of both states is equal. On the contrary, in the Raman case the signal is on resonance
with one of the dressed states, consisting mostly of the |s⟩ contribution, due to the large
detuning ∆ [18]. When the control field is turned off, in the EIT regime the light is
stopped inside the medium, whereas in the Raman scenario, the virtual state into which
the light is absorbed becomes dark when it is decoupled from the electromagnetic field.
An interesting feature of Raman storage, compared to EIT, is the inherent possibility of
storing broadband pulses. These pulses are short in duration, and encompass a large
range of frequencies. While in EIT the width of the transparency window poses a limit on
the spectral bandwidth of the pulse to be stored, this is not the case in Raman storage, as
it does not rely on a transparency effect. Here, the width of the control pulse determines
the bandwidth of the virtual state, and therefore the possible bandwidth of the pulse to
be stored. However, a necessary condition for efficient storage is that the excited state |e⟩
never becomes populated, for which ∆ must be much larger than the bandwidth of the
signal photon.
The initial comprehensive theoretical description of Raman storage was provided in
[274]. Since then, the technique was implemented and improved in Refs. [116, 178]. As
mentioned, Raman memories offer the advantage of broadband storage, related to the
storage of short pulses that enable high processing speeds, particularly in quantum
network applications. Among its drawbacks, there is the necessity of achieving high
powers in the control pulses to enhance the likelihood of the Raman interaction. The
larger the detuning ∆, the larger the Rabi frequency of the control field Ω needs to be, in
order to achieve efficient storage. Furthermore, while fluorescence noise contamination
decreases with detuning, these memories are more susceptible to FWM and SRS noise
due to the use of strong control powers [114, 178].
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A well-known application of Raman-type memories is in DLCZ memories [82], originally
proposed for quantum repeater networks. State-of-the-art experiments involving Raman
storage include, e.g., Refs. [180, 181, 186, 190, 192].

2.4.4 ATS

Figure 2.9: ATS storage (a) and retrieval (b) process. The signal field (wiggly
blue) and the strong control field (red) are on resonance. The protocol is similar
to EIT but uses a much stronger control field, leading to the appearance of an
ATS doublet in the transition. It relies on ‘fast’ storage, i.e., the excitation from
|g⟩ to |s⟩ occurs via the excitation of the atomic polarisation, e.g., excitation to
the state |e⟩.

In Ref. [244], yet another protocol for quantum storage was introduced. The following
description is based on the discussion presented in that work. In this case, the presented
protocol is a high-speed technique relying on dynamically controlled absorption of light
via the ‘Autler-Townes’ splitting (ATS) effect [253]. The authors demonstrated this
technique in a laser-cooled gas of rubidium atoms. They argue that the ATS memory
is intrinsically suitable for efficient, broadband, and long-lived quantum storage and
relaxes the requirements on optical depth, control-field coupling, technical complexity,
and robustness to decoherence, when compared to other established techniques.
In a similar configuration to Λ-type EIT storage, as introduced above, but using a control
field Rabi frequency ideally much larger than the coherence decay rate of the optical
transition (Ω ≫ γe = Γe/2)1, instead of an EIT window, the transition shows an ATS
where the resulting two peaks are separated by a distance Ω (see Fig. 2.6 (c)). The
acceptance bandwidth of the memory is determined by the control Rabi frequency as

1γe can include other contributions, see again Eq. (3.23).
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∆ωmem ≈ Ω/2π.
The ATS scheme (depicted in Figure 2.9) is very similar to the EIT scheme, since it is
an on-resonant interaction scheme, benefiting from large light-matter coupling. It also
bears many resemblances to the far-off-resonant Raman protocol, in that it can have
dynamically controlled absorption and bandwidth. The authors argue, despite some
existing similarities between these protocols, that the physical processes underlying them
are fundamentally different. In Raman and EIT, a necessary condition is the adiabatic
elimination of the atomic polarisation, i.e., of the absorption to the excited level |e⟩,
while the ATS scheme requires ‘fast’ operation and thus exactly this excitation of the
atomic polarisation. Mathematically, in Raman and EIT the adiabaticity condition
∆tsdoptγe ≫ 1 is met, while for ATS the condition is that ∆tsdoptγe ∼ 1 [123]. This
fact makes the ATS protocol resemble photon-echo memory protocols, such as the ones
introduced below, the difference being that the ATS memory only relies on the a.c. Stark
splitting of an absorption line and does not make use of electric-, magnetic-field-controlled
absorption mechanisms or on hole burning techniques, such as in CRIB/GEM or AFC
protocols. Ref. [275] provides a very detailed study on the distinctions between the ATS
and EIT storage protocols in different limits, and determines optimal memory conditions
for both techniques. Notably, in the ATS regime, the conditions relating the bandwidth of
the signal pulse to the width of the EIT window are no longer valid, as the ATS protocol
does indeed relay on signal absorption and reemission. Compared to Raman and EIT
protocols, ATS shows much lower noise levels, due to the lower required optical depths for
efficient storage. In Ref. [195], the protocol was used to store single-photon-level pulses in
a BEC.

2.4.5 CRIB

The controlled reversible inhomogeneous broadening (CRIB) protocol, sometimes referred
to as gradient echo memory (GEM) protocol in certain cases with a specific (longitudinal)
geometry, is a technique based on an artificial broadening of the atomic resonance of a
system. Although originally proposed in Ref. [243] for Doppler broadened atomic gases, it
has since then been developed and improved mainly in REID platforms [214, 220, 276–
279]. Nevertheless, there are also realisations in cold atomic ensembles [280] and in warm
vapours [281].
The fundamental principle of CRIB involves applying a spatially varying electric or
magnetic field to an atomic or solid-state ensemble. This action results in a proportional
shift of the resonance frequency of the |g⟩ → |e⟩ transition, varying for each atom based on
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Figure 2.10: CRIB storage (a) and retrieval (b) process. The signal field (wiggly
blue) is absorbed resonantly by the inhomogeneously broadened ensemble, exciting
the atom to state |e⟩. A control pulse (red) then transfers the excitation to a
long-lived storage state |s⟩. For retrieval, the control reexcites the atom back to
|e⟩. The polarity of the external field is then reversed, leading the optical dipoles
to rephase and reemit the signal photon.

its position within the ensemble. Consequently, this creates inhomogeneous broadening of
the atomic resonance. Thus, every individual atomic resonance remains narrow, but when
combined, the ensemble exhibits a significantly broader absorption frequency spectrum.
The approach hence allows to store photons with a bandwidth exceeding the natural
linewidth of the atoms.
The storage process works as follows: A signal pulse resonant with the broadened |g⟩ → |e⟩
transition is initially absorbed by the ensemble. As the degree of broadening, and thus
the width of the pulse to be stored, are governed by the applied external field, extremely
short signal pulses can be used. This results in an absorption process much faster than
the lifetime of the excited state |e⟩, minimising losses due to spontaneous emission. After
the absorption is finished, the external field is turned off, and the atoms regain their
original absorption frequencies. The atomic dipoles then start to precess at different
frequencies due to the inhomogeneous broadening, leading to an out-of-phase behaviour.
Consequently, the information about the signal’s arrival time is lost. Now, an optical
control pulse, typically a π-pulse, is employed to transfer the excitation into a storage
state |s⟩, effectively ‘freezing’ the dipole precession.
Upon retrieval, another control pulse unfreezes the atomic motion and excites the atoms
back to |e⟩. To recover the signal pulse, the dephasing process needs to be reversed. A
change in the polarity of the external field leads to precession of the atoms in the opposite
direction, causing rephasing of the atomic spins and reemission of the signal when they
all realign. This complete reversal of the storage process results in what is known as a
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photon echo, mirroring the initial configuration. A schematic depiction of the storage and
retrieval processes is shown in Figure 2.10.
In mathematical terms, between the absorption at t = 0 and the inversion of the external
field polarity at t = τ , the atoms with a detuning ∆ relative to the carrier frequency of the
light accumulate a phase e−i∆τ . When the polarity is inverted, the detuning for the atoms
changes from ∆ → −∆. After a time t = 2τ , the accumulated phase factor of the atoms
becomes ei∆τ . This results in rephasing of all atomic dipoles, determining the storage
time tstorage of the memory. Consequently, CRIB memories are not precisely on-demand.
The memory efficiency in CRIB is given as

ηCRIB =
(
1 − e−d̄opt

)2
sinc2 (γe,0 tstorage), (2.14)

where d̄opt = dopt
γe,0
γe

[114, 122]. Here, γe,0 represents the width of initial narrow line, γe

is the width of the broadened line, dopt is the optical depth of the initial line, and tstorage

stands for the storage time in the excited state. As the initial absorption depth is reduced
by a factor γe,0

γe
, increasing the broadening leads to a decrease in storage efficiency.

A primary advantage of CRIB lies in its inherent frequency multimode character, stemming
from the broadening of the line. However, its main drawback is associated with the
preparation of the storage medium. CRIB was developed and refined for REIDs, where the
linewidth is already inhomogeneously broadened due to doping. This means, the medium
often has to be narrowed down before controlled broadening can be achieved. This process
results in the loss of many absorbers, reducing the optical depth of the system and thus
posing challenges in achieving high memory efficiencies. The efficiency given in Eq. 2.14 is
limited to a value of 54% because of reabsorption in the forward direction. However, many
techniques and geometries (such as GEM, where the external field gradient is applied
in propagation direction) have been proposed to mitigate these problems and achieve
higher efficiencies, some of which held the record for the highest efficiencies achieved in
memories for some time [187, 197, 280]. For more specific details I refer the reader to [128].

2.4.6 AFC

The Atomic Frequency Comb (AFC) protocol is closely linked to the CRIB protocol and
was firstly introduced by Afzelius et al. in Ref. [282]. An AFC is an ensemble-based
system, in which the excited state is spread into equally spaced absorption lines, again
enabling the storage of bandwidths exceeding the atomic linewidth. This is achieved by
engineering the ensemble to exhibit a periodic absorption pattern resembling a comb,
with a series of periodic, narrow absorption peaks characterised by a width γ0, a height
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Figure 2.11: AFC storage (a) and retrieval (b) process. The broadband signal
field (wiggly blue) is absorbed resonantly by the atomic frequency comb. A
control pulse (red) then transfers the excitation to a long-lived storage state |s⟩.
For retrieval, the control reexcites the atom back to the frequency comb. Due
to the periodic structure of the comb, the optical dipoles rephase after a time
inversely proportional to the comb spacing δAFC, reemiting the signal photon.
The |aux⟩ level is necessary to pump away the atoms in between the comb’s
teeth.

d, and separated by δAFC. This comb-like structure is created by optically pumping the
ensemble with equal peak spacing.
The storage process in AFC closely resembles that of the CRIB protocol. However, it
significantly enhances the memory’s multimode capacity in comparison to CRIB [282, 283].
The main difference, and the special feature of the AFC protocol, becomes evident
upon retrieval. In contrast to CRIB, where an external field is required to reverse the
inhomogeneous broadening process, in the AFC case the revival or rephasing of the spins
occurs automatically in a periodic manner as a result of the discrete structure of the
excited state and the associated beat note of the corresponding frequencies. Figure 2.11
shows a schematic of the protocol.
The periodic rephasing occurs every 2π/δAFC. Each rephasing event results in a photon-
echo-type coherent retrieval. As in CRIB, the signal’s broad bandwidth, and thus short
duration, implies that the absorption process can be completed before the excited state
has any time to decay. The single photon to be stored is absorbed by all atoms in the
comb and the state of the light is transferred to a collective atomic excitation at the
optical transition. Here again, for long-time storage the excitation can be transferred to
an extra storage state |s⟩ via an optical π-pulse.
The experimental preparation of such an atomic structure is challenging and was originally
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proposed for REIDs [219, 221, 282], but has also been implemented in atomic vapours
[182]. It involves selective optical pumping to excite unwanted atoms from the ground
state into an auxiliary state |aux⟩ with a very long lifetime, effectively “shelving” them for
the memory protocol’s duration. AFC’s primary advantage lies in its remarkable increase
in the memory’s multimode capacity, surpassing even CRIB, and making it highly suitable
for quantum repeater networks. However, its drawback lies in the complex preparation of
the comb structure, which involves shelving many atoms away from the broad absorption
spectrum.
A practical advantage of AFC over CRIB is that in the latter, all atoms except a single
narrow resonance are pumped away, resulting in the discarding of numerous atoms
compared to AFC, where N narrow resonances remain, corresponding to the number of
comb teeth, which can be quite large. Consequently, fewer atoms are removed in AFC,
and the optical depth of the system is larger, allowing for more absorption and improved
efficiencies in an ensemble with the same doping concentration as in the less efficient CRIB
protocol.
One might question whether an ensemble with a comb-like absorption structure is able
to absorb all frequencies of the signal pulse. It could be expected that frequencies not
overlapping with the comb teeth might be transmitted and lost. However, as is explained in
the original AFC proposal, if the integral of the atomic density over the photon bandwidth
is large enough, the photon will be totally absorbed by the AFC even though the spectral
density of atoms is concentrated to the narrow peaks of the comb. This has to do with
the Heisenberg energy-time uncertainty relation. For the time scale of the absorption,
which is of the order of the input pulse duration τ = 1/γp, the uncertainty of the optical
transition will be of the order of γp ≫ δAFC, where γp is the spectral distribution of the
input field. This will cause a spectral averaging of the sharp AFC comb structure into
a smooth distribution. Therefore, when a sufficient number of atoms is involved, the
collective absorption of the entire ensemble can store the full spectrum of the signal. An
important condition for long-term storage, is that the control pulse used to transfer the
excitation to the |s⟩ state must be sufficiently strong and broadband to transmit all the
involved frequencies of the signal.
In Ref. [282], a formula for the efficiency of the AFC is derived for the case where the two
control fields are counter propagating. The formula applies to a series of Gaussian peaks:

ηAFC ≈
(
1 − e−d̄opt

)2
e− 7

F 2 , (2.15)

where d̄opt ≈ dopt
F is the effective optical depth and F = δAFC/γ0 is the finesse of the AFC.
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2.4.7 FLAME/ORCA

Figure 2.12: FLAME/ORCA storage (a) and retrieval (b) process. These protocols
resemble EIT/Raman protocols, but operate in a ladder Ξ-system. Here, ORCA
is a far-detuned FLAME. A signal photon (wiggly blue) is absorbed into |e⟩ and
adiabatically transferred to a storage state |s⟩ by the control field (red). As the
storage state |s⟩ is a highly excited state, it does not have initial excitations,
making the atomic noise sources in these protocols minimal. The storage time is
limited by the decay time of |s⟩.

The acronyms FLAME and ORCA stand for fast-ladder memory and off-resonant
cascaded absorption protocols. These two closely related storage protocols were developed
in the last decade by R. Finkelstein et al., and by K. T. Kaczmarek et al., respectively.
They both are based on EIT/Raman type interactions, but in this case in ladder-type
Ξ-systems. A general limitation of Λ-scheme-type protocols are noise processes resulting
from unwanted coupling of the control field, or from unwanted population of the storage
state, such as FWM and SRS, which limit the memory fidelity. As a result of these
drawbacks, these new protocols were developed, that have the benefit of being inherently
noise free. A general schematic representation of the working principle of both protocols
is illustrated in Figure 2.12.
A drawback of FLAME/ORCA memories is their short storage time, which is limited
by the lifetime of the excited state used as storage state. The main difference between
ORCA and FLAME resides in the choice of the two-photon detuning ∆. ORCA can be
described as a far-detuned FLAME (in the same manner that Raman can be seen as a far
detuned EIT). There are also further technical differences between the protocols, which
will be summarised below.

In his PhD thesis [120], K. T. Kaczmarek introduces the ORCA protocol by stating
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that the release of the long storage time requirement opens the possibility of using
non-spin states as storage states. One could, e.g., use highly excited Rydberg states which
have lifetimes of tens of µs. However, if one desires a simple system working at room
temperature, these types of schemes are problematic, as a result of the large wavelength
mismatch on the order of nanometers between the two involved fields. This fact leads to
a very strong Doppler broadening of the two-photon transition and thus to fast dephasing
of the memory [183, 284]. In order to mitigate this effect, one could chose to use low-lying
orbital states with a shorter, but still sufficient lifetime. The resulting transitions of the
two fields thus become closer in wavelength, allowing for room-temperature operation.
The ORCA protocol, described as a noise-free quantum memory protocol operating in a
simple room-temperature platform, specifically in caesium, has an operational principle
very similar to the Raman memory, in the sense that it uses two broadband optical
fields, the signal and control, which are in two-photon resonance with the storage state,
but are both far detuned of their respective transition. Unlike in Λ-type protocols, the
bandwidth in ORCA is not in principle limited by the ground-state splitting of the atom,
and the counter-propagating geometry of the fields reduces the Doppler-broadening and
the motional-induced dephasing of the stored coherence. This then yields reasonable
time-bandwidth products for specific applications [94, 138, 285]. A doubly excited
electronic state with no thermal excitations at room-temperature is used as the selected
storage state. This means, in principle, the protocol requires no preparation of the
ensemble through optical pumping, allowing for higher operational speed of the memory.
Moreover, the retrieved pulse suffers from no contamination through noise resulting from
imperfect optical pumping, such as SRS. Also regarding noise, since the signal and control
wavelengths are chosen to be off-resonant from the populated ground-state transitions,
the control-induced fluorescence noise is eliminated. Stemming from the ladder structure,
there is also no FWM noise, as no scattering process can populate the storage state. The
only remaining source of loss is then technical and can be maximally reduced, yielding
end-to-end efficiencies very close to the internal memory efficiencies, ηe2e ∼ ηmem. In
Ref. [183], for the first proof-of-principle experiment they report a 1/e-lifetime of 5.4(1) ns
and a memory efficiency of ηmem = 16.77(2)% at the single photon level. They further
show storage of real single photons from a type-II parametric down-conversion source.
The FLAME protocol [184, 245] is, as stated above, a version of the same protocol,
but this time operating on resonance, or at much lower detunings (∆ = 0 − 1.15 GHz).
Due to the large energy difference of the ladder levels in caesium, which limits the
lifetime of the memory to a few nanoseconds, the experiment in FLAME uses rubidium
vapour and thus achieves larger storage times, while maintaining a large bandwidth and
minimal noise levels. The first implementation (FLAME1, [184]) achieves a memory
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lifetime of 86 ns and a end-to-end efficiency of ηe2e = 25%. An improved version of
the experiment published recently (FLAME2, [245]), in which the experimental setup
was upgraded by using stronger control pulses, wider beams, higher optical depth, an
annular (ring-shaped) pumping beam, and a weak dressing field in order to counteract
residual Doppler broadening, yielded an end-to-end memory efficiency of ηe2e = 35%
and a 1/e-lifetime of 108 ns. The noise level in all of these types of memories is on the
order of 10−5 photons per pulse. Recently, storage of telecom light in an ORCA memory
was performed in Ref. [286]. In our group, a ladder-type memory on the Cs D1 line
compatible with single photons from InGaAs quantum dots has been developed [287].
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3 Theoretical Framework

“On the other hand I think I can safely
say that nobody understands quantum
mechanics.”

Richard P. Feynman

This chapter will yield the theoretical background relevant for this thesis. First, a general
introduction to caesium and its atomic structure will be given, as this is the atom which
we use for our experiments. Next, the topic of light-matter interaction will be addressed,
starting with the framework of the two-level atom. Here I will describe the relevant
broadening mechanisms and the concepts of optical pumping and lifetime-limiting
mechanisms. Then, the three-level atom and some effects arising in such a system will be
introduced. Thereafter, I will present a summary of the theory behind light storage in a
Λ-system and the corresponding control pulse optimisation, as developed by Gorshkov
et al., in Refs. [123–125, 240, 241]. The following subsection will be devoted to the
explanation of the relevant noise sources in warm vapour memories. The chapter will end
with some general notes on spectral filtering.

3.1 Caesium atomic structure

Caesium, a silvery golden metal, is the rarest and most reactive of the naturally occurring
alkali metals. In 1860, it was the first element to be discovered with a spectroscope by
R. Bunsen and G. Kirchhoff, an instrument the two scientists had invented only a year
before. It owes its name to the blue spectroscopic lines it produces, which were related
to the Latin word ‘caesius’ meaning ‘sky blue’. It reacts explosively with water already
at very low temperatures, for which it is considered a hazardous material. It has only
one stable isotope, 133Cs, and has a melting temperature of 28.5 °C. With an atomic
number of 55 and the chemical symbol Cs, it is used as a frequency standard, as the
SI second is defined by the ground-state resonance frequency of exactly 9192631770 Hz.
From its 55 electrons, only one is in the outermost shell, which makes Cs hydrogen-like
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and therefore easier to describe physically. This, combined with the fact that there exist
optical transitions in Cs (and other alkalis) with frequencies easily attainable by com-
mercial diode lasers, makes these elements very attractive for quantum optical experiments.

The optical line of interest in this work is the Cs D1 line at 894 nm, lying in the infrared,
and therefore not visible with human eyes. The D1 line stems from the fine structure of
the Cs atom, which arises from the interaction between the orbital angular momentum L

and the electron spin S of the valence electron. These two together form the total angular
momentum J = L + S. The nuclear spin of Cs is I = 7

2 . The interaction between the
total angular momentum and the nuclear spin gives rise to the hyperfine structure. The
resulting hyperfine angular momentum is

F = J + I. (3.1)

For the D1 line, namely the transition between the ground state 62S1/2 and the excited
state 62P1/2 we have L = 0, S = 1/2 for the ground state, and therefore J = 1/2, and
L = 1, S = 1/2 and J = 1/2 for the excited state. These states then split into the
hyperfine states labelled by the F quantum number with |J − I| ≤ F ≤ |J + I|, hence
F, F ′ = 3, 4, giving rise to four possible transitions (see Table 3.1). The D1 hyperfine
structure is depicted in Fig. 3.1. The resulting ground-state splitting between the
F = 3 and F = 4 states of the long-lived 62S1/2 state amounts to 9.193 GHz, the largest
ground-state hyperfine splitting among alkali atoms. The excited state splitting between
F ′ = 3 and F ′ = 4 amounts to 1.168 GHz.

Transition Frequency ω Wavelength λ

|62S1/2;F = 3⟩ → |62P1/2;F ′ = 3⟩ 335.120563 THz 894.581 nm
|62S1/2;F = 3⟩ → |62P1/2;F ′ = 4⟩ 335.121731 THz 894.578 nm
|62S1/2;F = 4⟩ → |62P1/2;F ′ = 3⟩ 335.111370 THz 894.605 nm
|62S1/2;F = 4⟩ → |62P1/2;F ′ = 4⟩ 335.112538 THz 894.602 nm

Table 3.1: Hyperfine optical transitions of the Cs D1 line. Values are taken from
Ref. [288].

Another closely related optical line used in many quantum memory experiments is the
Cs D2 line at 852 nm, that corresponds to the 62S1/2 → 62P3/2 transition. In this case
the excited state splits into four different lines F ′ = 2, 3, 4, 5 with separations between
150 − 250 MHz.

62



Figure 3.1: Hyperfine level scheme of the Cs D1 line including the Zeeman
sublevels. Data for the transition frequencies and wavelengths are from [288].

As for any angular momentum operator it holds

F̂ 2 |F mF ⟩ = F (F + 1)ℏ |F mF ⟩ (3.2)

F̂z |F mF ⟩ = mFℏ |F mF ⟩ , (3.3)

where mF is the magnetic quantum number and represents the projection of the F angular
momentum along the z-axis in multiples of ℏ. It can take the values −F ≤ mF ≤ F .
Under normal conditions, without external magnetic fields, all the mF levels have the same
energy and are thus degenerate, and the population of the corresponding atomic hyperfine
state is equally distributed among all of them. When an external magnetic field is applied,
the hyperfine levels split into mF = 2F + 1 magnetic sublevels, according to the Zeeman
effect. This is the case when the splitting is small compared to the energy difference
between the unperturbed hyperfine levels. This splitting amounts to the O (kHz-MHz)
(radio frequency) range for the earth magnetic field. If the external field becomes very
large, the system is said to be in the Paschen-Back regime, where the magnetic interaction
disrupts the coupling between the angular momenta J and I, and the hyperfine description
no longer holds. Recently, this regime has been investigated for the realisation of quantum
memories [289, 290].
For the possible optical transitions between the different hyperfine lines and their magnetic
sublevels, it is important to note the relevant selection rules for dipole-allowed transitions
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arising from the Wigner Eckert theorem [291]. The electric dipole operator only yields
non-zero matrix elements between states of different parity. For a |F mF ⟩ → |F ′mF ′⟩
transition with ∆F = F ′ − F and ∆mF = mF ′ −mF it holds

∆F = 0, ±1 (3.4)

∆mF = 0, ±1 (3.5)

if ∆F = 0 → ∆mF ̸= 0. (3.6)

The typical Doppler-free saturated absorption spectrum of the Cs D1 line is depicted in
Fig. 3.2. This technique allows to see the Lamb dips and thus to reliably determine the
transition frequencies between different states.

Figure 3.2: Doppler-free absorption spectroscopy of the Cs D1 transition 62S1/2 →
62P1/2. Data taken by David Becker, Bachelor student under my supervision
[10] and values from Ref. [288].

A summary of the most relevant parameters related to the Cs D1 line for the following
chapters is given in Table 3.2. A very useful program to theoretically calculate and fit the
behaviour of Cs vapour and other warm atomic systems and their absorption properties,
among others, is ElecSus [292, 293].
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Quantity Abbreviation Value

Atomic number Z 55
Nucleons Z +N 133
Atomic mass mCs 2.207 · 10−25 kg
Nuclear spin I 7/2
Vapour Pressure at 25°C Pv 1.49 · 10−6 torr
Frequency ω0 2π · 335.116049 THz
Wavelength λ 894.593 nm
Nat. linewidth (FWHM) Γnat 2π · 4.575 MHz
Lifetime τ 34.791 ns
Absorption osc. strength f 0.3449
Transition dipole matrix element MCs,D1 = ⟨J = 1

2 ||er||J ′ = 1
2⟩ 2.7020 · 10−29 C·m

Table 3.2: Relevant physical and optical properties for Cs atoms and the 62S1/2 →
62P1/2 D1 transition [288].

3.2 Light-matter interaction

This section aims to present an overview of the theoretical description of light-matter
interaction relevant for this work. First, some general concepts of the interaction will be
reviewed, in which the atom is described with the simplest possible model, a two-level
system. I assume the reader to be familiar with the quantum mechanical treatment of this
system using a density-matrix formalism. Examples hereof are given in Refs. [110, 291].
Here, I will only shortly derive the absorption response and lineshape of an atom, and
introduce important quantities such as the experimental optical depth 2dopt and the
Rabi frequency Ω. Moreover, I will describe the relevant broadening mechanisms present
in warm atomic systems. Thereafter, I will introduce the concept of optical pumping
and describe lifetime-limiting mechanisms existent in such systems. Subsequently, the
three-level system mainly used throughout the thesis, will be introduced. In such a model
we can describe the effect of electromagnetically induced transparency (EIT) from a
theoretical perspective, expanding on the overview given in Ch. 2. For now, a semiclassical
model of light-matter interaction is sufficient to describe occurring phenomena, at least to
first order. In such a treatment, the atom is treated quantum mechanically, while the
light field is treated classically.
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3.2.1 The two-level atom

We will work in the framework of the dipole approximation, where only the lowest-order
term of the multipole light-atom interaction is considered. This approximation is justified
as long as the wavelength of the field (λ = 894 nm) is much larger than the size of the
atom (dcov ≈ 0.6 nm, where dcov is the covalent diameter of a Cs atom [294]). Thus, we
can ignore the spatial dependence of the electric field and assume it to be monochromatic,
oscillating at a frequency ω. This field takes the form [291]

E(t) = ϵ̂E0 cos(ωt), (3.7)

where ϵ̂ is the field unit polarisation vector and E0 is the amplitude of the field. The field
can be decomposed into a positive- and a negative rotating component as

E(t) = ϵ̂
E0
2 (e−iωt + e+iωt) =: E

(+)
0 e−iωt + E

(−)
0 e+iωt. (3.8)

Note that E
(±)
0 corresponds to e∓iωt.

The total Hamiltonian Ĥ = ĤA +ĤAF can be divided into the bare (free evolution) atomic
Hamiltonian ĤA = ℏω0 |e⟩ ⟨e| (assuming zero ground state energy), and the atom-field
interaction Hamiltonian

ĤAF = −d̂ · E = −(−e r̂e) · E, (3.9)

where

d̂ = ⟨g|d̂|e⟩ (σ̂ + σ̂†) (3.10)

is the electric dipole operator, and r̂e is the position operator of the electron. Here,
σ̂ := |g⟩ ⟨e| is the atomic lowering operator. The total Hamiltonian can then be written as

Ĥ = ĤA + ĤAF = ℏω0σ̂
†σ̂ − ⟨g|d̂|e⟩ · E (σ̂ + σ̂†), (3.11)

with ω0 being the transition frequency between states |g⟩ and |e⟩, and σ̂†σ̂ = |e⟩ ⟨e| the
excited state projection operator.

Rabi frequency

Inserting the specific time dependencies, separating the dipole operator and the electric
field into positive and negative-rotating parts, and implementing the rotating-wave ap-
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proximation (RWA), which ignores rapidly oscillating terms that average over time, one
can derive

ĤAF = − ⟨g|ϵ̂d̂|e⟩
(
E

(−)
0 σ̂eiωt + E

(+)
0 σ̂†e−iωt

)
= ℏΩ

2 (σ̂eiωt + σ̂†e−iωt), (3.12)

where the electric field component E(+)
0 = E0

2 is assumed to be real and the Rabi frequency
Ω has been introduced as

Ω := −2 ⟨g|ϵ̂d̂|e⟩E(+)
0

ℏ
= −⟨g|ϵ̂d̂|e⟩ E0

ℏ
. (3.13)

The phase of the dipole matrix element is normally chosen such that Ω > 0. In the case
where the light field is linearly polarised along the z-direction, we can write1.

Ω := −⟨g|d̂z|e⟩E0
ℏ

. (3.14)

For an estimation of the Rabi frequency from an experimental perspective, assuming a
Gaussian beam with a beam waist w0 (1/e2 intensity radius), the peak intensity at the
beam center as a function of the total beam power P is given as

I = 2P
πw2

0
, (3.15)

where the factor 2 is relevant since for the same optical power, the Gaussian mode has
twice the peak intensity when compared to, e.g., a rectangular mode [295]. When written
in terms of the electric field amplitude one has

I = E2
0

2µ0c
(3.16)

where µ0c =
√
µ0/ϵ0 = z0 is the impedance of free space, and µ0 and ϵ0 are the permeability

and the permittivity of free space, respectively. The Rabi frequency can thus be rewritten
as

Ω = −| ⟨g|d̂z|e⟩ |
√

2µ0cI

ℏ
=
[

4µ0c | ⟨g|dz|e⟩ |2 P
πℏ2w2

0

]1/2

. (3.17)

1This expression of the Rabi frequency is twice the value that will be used in the theoretical description
of storage in a Λ-system in Sec. 3.2.4. The factor 2π common in angular frequency definitions is already
included in the ℏ in the denominator.
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For the correct calculation of the dipole transition strength for, e.g., a hyperfine transition,
one needs to consider the polarisation of the incident light and sum over all the contributing
degenerate states, in the case of zero magnetic field. As an example, let us consider the
transitions of the Cs D1 line with π-polarised light. The reduction of the transition matrix
element and its calculation via Clebsch-Gordan coefficients is extensively explained in
Refs. [288, 291]. For the squared matrix element | ⟨g|dz|e⟩ |2 one has1

| ⟨g|d̂z|e⟩ |2 = |dz,eg|2 = C2
F F ′M2

Cs,D1 = 1
2F + 1 c

2
F F ′M2

Cs,D1, (3.18)

where the transition dipole matrix element MCs,D1 = ⟨J = 1
2 ||er||J ′ = 1

2⟩ can be taken
from Table 3.2 and the transition strength factor C2

F F ′ = 1
2F +1 c

2
F F ′ is calculated by

summing over all the involved mF → m′
F Clebsch-Gordan coefficients and averaging over

the number of possible transitions (factor 1
2F +1). The values for C2

F F ′ for the Cs D1 line
are given in Table 3.3.

F
F ′

3 4

3 1
12

1
4

4 7
36

5
36

Table 3.3: Transition strength factors C2
F F ′ = 1

2F +1c
2
F F ′ , where the c2

F F ′ are the
summed up dipole matrix elements for π-transitions from [288].

From the treatment of resonance fluorescence in Refs. [288, 291], one obtains the relative
transition strength factors SF F ′ for resonance fluorescence. There, assuming the case of an
isotropic electric pump field, i.e., a field coupling to all three possible transitions (π, σ±)
coupling two F levels, the atom can be treated as a two-level atom and the resulting
effective dipole moment is given as

|diso,eff(F → F ′)|2 = 1
3SF F ′M2

Cs,D1. (3.19)

Notably, 1
3SF F ′ = C2

F F ′ , where the factor 1/3 accounts for the fact that generally any
polarisation only couples to one out of three atomic transitions. The SF F ′ are given in
Table 3.4.

1For symmetry reasons we have | ⟨g|d̂|e⟩ |2 = | ⟨e|d̂|g⟩ |2 → |deg|2 = |dge|2.
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SF F ′ Value

S33
1
4

S34
3
4

S43
7
12

S44
5
12

Table 3.4: Cs relative transition strength factors for resonance fluorescence SF F ′

for the D1 line [288].

Susceptibility and atomic response

In order to characterise the response of an atomic system to an applied electric field from
a macroscopic point of view, including its linear and nonlinear behaviour, we consider the
polarisation of the material system P , defined as the dipole moment per unit volume. Its
dependence on the strength of the applied optical field E is given as a power series of the
form [89, 110, 296]

P (t) = ϵ0[P0 + χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ... ], (3.20)

where the χ(i) are the the first, second, and third order susceptibilities of the medium, ϵ0
is the permittivity of free space, and P0 is any initial polarisation present in the material
(if present).
In linear optics, the series is truncated after the first order and one has (assuming P0 = 0)

P (t) = ϵ0χ
(1)E(t). (3.21)

This is valid for an isotropic material, where due to symmetry considerations, the polari-
sation P of the medium must be parallel to the electric field E, and the susceptibility can
therefore assumed to be a scalar. In this case, the susceptibility for a transition |g⟩ → |e⟩
as a function of the frequency ω can be shown to take the form [110]

χ(1)
eg (ω) ≃

∑
n

Nfege
2

ϵ0m

[
1

ω2
eg − ω2 − 2iωegγeg

]
. (3.22)

Here, n is a sum index over the total number of atoms N , ωeg corresponds to the transition
frequency from state |g⟩ to state |e⟩, and the decay rate γeg includes the natural decay
rates Γe,g and other possible homogeneous decay rates (γcol,i, etc.) stemming from different

69



types of collisions that will be described in more detail in the next section1. Generally, for
homogeneous linewidths (see Sec. 3.2.2) it holds

γeg,hom = 1
2(Γe + Γg) + γcol,i + ... (3.23)

The combination of homogeneous and inhomogeneus linewidths is a bit more complex
and will be discussed in Sec. 3.2.2.
We have further introduced the oscillator strength of the |g⟩ → |e⟩ transition, defined as

feg = 2mωeg|d̂eg|2

3ℏe2 , (3.24)

which obeys the sum rule given by ∑n feg = 12. The factor 1/3 includes the summation
over all magnetic sublevels, as on average, only one third of the |g⟩ → |e⟩ Zeeman
transitions will have a dipole moment parallel to the polarisation vector of the incident
field, and thus contribute effectively to the susceptibility.

From the linear susceptibility, the refractive index n(ω) and the absorption coefficient α(ω)
of the material can be calculated. The refractive index is related to the linear dielectric
constant ϵ(1)(ω) and to the linear susceptibility χ(1)(ω) through

n(ω) =
√
ϵ(1)(ω) =

√
1 + χ(1)(ω) ≈ 1 + 1

2χ
(1)(ω). (3.25)

The last approximation is made assuming that the medium is sufficiently dilute because
N is sufficiently small, such that χ(1) ≪ 1.
Considering the propagation of a plane wave given as

E(z, t) = E0e
i(kz−ωt) + c.c., (3.26)

through a material system, with a propagation constant k = n(ω)ω/c, the intensity of the
light I = n(ω)cϵ0 ⟨E(z, t)2⟩ varies as a function of position z in the medium as

I(z) = I0e
−α(ω)z, (3.27)

with the absorption coefficient α given as

α(ω) = 2n′′ω/c, (3.28)

1For symmetry reasons we can state ωij = ωji, γij = γji, etc.
2Here we are assuming the case of a non-degenerate ground state (J = 0) and (J = 1) excited state. For

a more detailed description assuming degeneracy I refer to Refs. [288, 291].
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and n(ω) = n′ + in′′, separated into real n′ = Re(n) and imaginary parts n′′ = Im(n) of
the refractive index. The absorption coefficient can also be written as a function of the
susceptibility as

α(ω) = χ(1)′′
ω/c, (3.29)

where χ(1)(ω) = χ(1)′ + iχ(1)′′ . Inserting Eq. (3.22) one finds (for narrow resonances with
respect to the atomic transition frequency)

α ≈
∑

n

fegNe
2

2mϵ0cγeg

[
γ2

eg

(ωeg − ω)2 + γ2
eg

]
. (3.30)

The absorption of the atom thus shows the typical Lorentzian lineshape. Moreover, one can
define the experimental optical depth 2dopt as the product of the length of the ensemble
z = L and the on-resonance probe absorption α as [297]

2dopt = αL = Nω|deg|2L
ϵ0ℏcγeg

. (3.31)

The factor 2 comes from the fact that the above definition of the optical depth is twice
the value used in the theoretical description of light storage in Λ-systems (see Sec. 3.3).
For the number of atoms N , as we are interested only in the atoms present in the
interaction region, and from a quantised picture of the light-field interaction, the
quantisation volume enters the equations in the denominator, we can replace the total
atom number using the atomic number density as N → n = N/V , which can be calculated
from the ideal gas law (Eq. (3.47)) knowing the temperature T and vapour pressure Pv of
the considered atomic vapour.

3.2.2 Broadening mechanisms

In an atomic transition, the emitted light is not perfectly monochromatic. The shape of
the emission or absorption line is described by the spectral lineshape function fω(ω) [298].
The peak of the function is at the center frequency given by ℏω = E2 −E1, with Ei being
the energies of the initial and final levels. The lineshape is normalised as

∫∞
−∞ dω fω(ω) = 1.

The width of the of the spectral line is given by its full width at half maximum (FWHM)
γ or its 1/e2 width ∆ω, depending on convention. Atomic transitions are subject to
several different broadening mechanisms, such as lifetime (natural) broadening, collision
(pressure) broadening and Doppler broadening. These mechanisms can be divided into
homogeneous ones, which affect all the atoms in an ensemble in the same manner, and
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inhomogeneous ones, affecting the atoms differently, so that each atom contributes to
a different part of the spectrum. The former two, lifetime and collisional broadening
correspond to the homogeneous processes, which give rise to a Lorentzian lineshape, while
Doppler broadening is an inhomogeneous mechanism and produces a Gaussian lineshape.
When considering different mechanisms that lead to the total line broadening, the total
lineshape is given by the convolution of the single lineshapes. From the linearity of the
convolution one has that convolving two Lorentzians yields a third Lorentzian lineshape
with a FWHM given by the sum of the single FWHM of its components, γconv = γ1 + γ2.
Convolving two Gaussian profiles again leads to a Gaussian profile with a 1/e2 Doppler
width given as ∆ωconv =

√
∆ω2

1 + ∆ω2
2. The relation between the FWHM and the 1/e2

width of a Gaussian spectral line is

γFWHM = 2
√

2 ln(2)∆ω1/e2 . (3.32)

The convolution of a Lorentzian L(ω) and a Gaussian lineshape G(ω) yields a composite
lineshape given by a Voigt profile as

Vω(ω) =
∫ ∞

−∞
dνL(ν)G(ω + ω0 − ν). (3.33)

For the convoluted width of a Voigt profile including homogeneous (Lorentzian) and
inhomogeneous (Gaussian) widths, no analytical expression exists. There are a large
number of studies [299] attempting to determine increasingly better approximations for
the Voigt width. For an experimental estimation of the total linewidth of the system, I
will here use a very simple approximation from Ref. [300] given as

γV ≈
√
γ2

L + γ2
G, (3.34)

from which we then have

γeg,tot ≈
√
γ2

eg,hom + γ2
Dopp. (3.35)

Figure 3.3 shows the three different lineshapes, Gaussian and Lorentzian with equal
width, and the resulting convoluted Voigt profile. The Gaussian lineshape falls
to zero faster than the Lorentzian, but the latter is narrower at the peak. The
Voigt profile combines both characteristics and is thus broader at the peak than the
Lorentzian and Gaussian profiles, but falls slower to zero compared to the Gaussian profile.
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Figure 3.3: Normalised Gaussian (G, green), Lorentzian (L, blue), and Voigt (V,
red) lineshapes. Here, the Gaussian width ∆ωG equals the Lorentzian width γL,
and the Voigt profile results form the convolution of G and L.

Lifetime broadening

From the optical Bloch equations, describing the time evolution of the density operator
(see Ref. [291]), we know that an atom in an excited state |e⟩ will decay back into the
ground state |g⟩ by spontaneous emission. The rate at which this process occurs is given
by the decay rate Γeg [298]

Γeg =
e2ω3

eg

3πϵ0ℏc3
1
ge

∑
mg ,me

| ⟨e,me| r |g,mg⟩ |2, (3.36)

where ge is the degeneracy of state |e⟩, which consists of a manifold of degenerate levels
labelled by me,g. Its inverse determines the lifetime τ = 1/Γeg of the excited state. Because
this lifetime is finite, this results in a broadening of the spectral line as a result of the
time-energy uncertainty principle ∆E∆t ≥ ℏ/2 ≃ ℏ. With ∆t = τ , the broadening must
satisfy

∆ω = ∆E
ℏ

≳
1
τ
. (3.37)

The name natural broadening stems from the fact that it is intrinsic to the transition.
The exact lineshape function can be derived by calculating the Fourier transform of an
exponentially decaying light burst with time constant τ , and yields
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fω(ω) = Γ
2π

1
(ω − ω0)2 + (Γ/2)2 , (3.38)

a Lorentzian with FWHM given by

Γ = Γnat = 1
τ
. (3.39)

This corresponds to the lineshape obtained for the absorption coeficient in Eq. (3.30).

Collisional broadening

In a vapour cell the contained atoms are constantly experiencing collisions with the cell
walls and with other atoms. As a result, the light emission process of the atoms may be
reduced and with it, the emission lifetime. When the mean time between collisions is
shorter than the excited-state lifetime, this gives rise to an additional type of broadening.
An estimate for the order of magnitude of the collision lifetime can be derived from the
kinetic theory of gases and results in

τcol ∼ 1
σcolP

(
πmkBT

8

)1/2
, (3.40)

with σcol being the collision cross-section, P the pressure, m the atomic mass, kB the
Boltzmann constant, and T the temperature of the gas. The dependence of the resulting
FWHM γcol = 1/τcol on the pressure is the reason for the alternative name of pressure
broadening. At standard temperature and pressure, typical collision lifetimes amount to
τcol ∼ 10−10 s and are thus shorter than typical radiative lifetimes [11, 288]. More detailed
information on collision types and rates will be given in Sec. 3.2.3.

Doppler broadening

The randomness of the atomic motion in a gas results in Doppler shifts in the observed
frequencies, as atoms are moving towards or away from an observer. In the case an atom
is moving towards (away) the reference frame of the observer with a velocity component
vz, the latter will measure a frequency Doppler shifted from the initial frequency ω0 to

ω = ω0

(
1 ± vz

c

)
, (3.41)

where the the negative sign is for the case were the atoms are moving away. The Maxwell-
Boltzmann distribution gives a measure for the number of atoms N(vz)dvz with velocities
between vz and vz + dvz:
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N(vz) = N0

(2kBT

πm

)1/2
exp

(
− mv2

z

2kBT

)
, (3.42)

where N0 is the total number of atoms. The Doppler lineshape thus results in a Gaussian
lineshape

fω(ω) = c

ω0

√
m

2πkBT
exp

(
−mc2 (ω − ω0)2

2kBTω2
0

)
, (3.43)

with FWHM given by

γDoppler = 2ω0

√
(2 ln 2) kBT

mc2 = 4π
λ

√
(2 ln 2) kBT

m
. (3.44)

The magnitude of Doppler broadening at room temperature or in warm gases
O(100 − 500 MHz) is generally much larger than the natural linewidth O(3 − 5 MHz),
and is therefore generally the dominant broadening mechanism in these systems at low
pressures < 7.5 − 10 torr.

3.2.3 Optical pumping and lifetime-limiting mechanisms

Optical pumping

Optical pumping refers to one of the most important techniques used in atomic physics
and quantum optics, that enables the preparation of atoms in specific states by utilising
resonant light with different polarisations and frequencies [301, 302]. The resulting atomic
polarisation can be quantified by detecting the intensity and polarisation of the emitted
fluorescence light [116]. Standard pumping techniques involve orienting the spins of atoms
by transferring photonic angular momentum to spin polarisation, aligning the spins along
the direction of light propagation following atomic dipole interaction selection rules.
Specifically, the transfer of angular momentum from light to atoms follows dipole selection
rules affecting the magnetic quantum number mF (see Eq. (3.6)). For decay into possible
ground states, all pathways conserving the angular momentum are possible. Specifically,
π-polarised light, lacking angular momentum, allows only ∆mF = 0 transitions. Circularly
polarised σ+ light leads to ∆mF = +1 transitions, while σ− light leads to ∆mF = −1
transitions [288]. Modelling optical pumping semiclassically using a rate equation model
allows the calculation of pumping rates and efficiencies for specific transitions [177].

In the initial step, known as depopulation pumping, atoms are excited by a constant
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resonant light field into an excited state |e⟩. This is followed by decay into lower states
through processes like spontaneous emission. This leads to the (re)population of either
the initial state or another ground state, a dark state, which does not interact with the
applied light field. If the atoms decay into this dark state they could theoretically remain
there indefinitely, unless they are subject to external influences. The efficiency of the
pumping process relies on factors such as pumping time and power, allowing for complete
depopulation of a specific state with sufficient laser power and time. This process is
applied in this work for the preparation of the atoms in a specific ground state before the
memory interaction.
Despite the effectiveness of optical pumping, various dephasing processes, such as atomic
collisions, interactions with vapour cell walls, drift of the atoms in and out of the interaction
region of the laser, etc. [177] may lead to the repopulation of the initial state. In fact,
almost perfect preparation of a specific hyperfine or Zeeman state is feasible, but the
gradual deterioration of polarisation after a given relaxation time limits the lifetime or
coherence time of the prepared state.

Lifetime-limiting mechanisms

As a result of optical pumping, memory interaction, or interaction with the environment,
the population distribution between states, be it hyperfine states or Zeeman mF states, is
driven out of equilibrium. In the terminology of nuclear magnetic resonance (NMR), the
lifetime of a population imbalance in the hyperfine states (diagonal elements of the density
matrix, ρee and ρgg) is called T1 = 1/γ1, the longitudinal relaxation time. As a reminder,
the lifetime of a specific state denotes the time in which the population is reduced to
1/e ≈ 37% of the initially prepared population. This relaxation time T1 is related to
processes leading to energy loss in the system. Conversely, there are interactions with the
environment where there is no net energy loss in the system, but which only cause the
relative phases of the quantum states to become randomised or lost. This dephasing time,
e.g., between different magnetic mF sublevels, is known as the transversal relaxation time
T2 = 1/γ2, and is related to the anti-diagonal elements of the density matrix (ρeg and
ρge). Here, one can differentiate between dephasing and decoherence mechanisms, where
the former are considered to be reversible, while the latter are not. In this section we will
have a closer look into the different relaxation, dephasing, and decoherence processes
existent in warm atomic vapours, and into their calculation. The discussion mainly
follows Ref. [177].

When dealing with warm atomic vapours, the aforementioned processes are caused
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mainly by atomic motion and collisions between atoms, and are highly dependent
on vapour pressure and temperature [303]. The main decoherence mechanism is
considered to be the motion out of the interaction region with the laser. The associated
broadening is referred to as transit time broadening. If only alkali atoms are present
in the vapour cell, they will fly ballistically and collide with the cell walls, randomising
their spin. Thus, unpumped atoms will enter the interaction region and pumped
atoms will leave it, completely destroying the preparation. The mean velocity v̄ of
the atoms is ∼ 300 m

s
1, which in a large cell of a 2 cm diameter yields transit times

across the whole cell of ca. 100µs. The second main reason for spin decoherence or
dephasing are various types of collisional processes. These can be divided into Cs-Cs col-
lisions, collisions between Cs atoms and buffer gas atoms (if present) and Cs-wall collisions.

Different measures can be undertaken in order to reduce some of these effects. First,
another atomic species is commonly added into the cell as a buffer gas. This turns the
ballistic motion of the alkali atoms into a diffusive one, effectively causing the atoms
to stay longer in the interaction region. As opposed to the case of ballistic motion,
where for the transit time it holds ∆ttransit ∝ l, the transit length l being, e.g., the
laser beam size, in the diffusive case one has ∆ttransit ∝ l2, as in a random walk [304].
Typical buffer gases are N2 and noble gases such as Ne, Ar or Xe. The addition of
another atomic species naturally gives rise to interatomic collisions, which can also
have a negative effect on polarisation and lead to further relaxation effects. How-
ever, this effect is generally much smaller than polarisation changes due to Cs-Cs collisions.

In order to model diffusion, from a two dimensional model (Fick’s law) one can estimate
the time it takes the atoms to diffuse out of the interaction region. The radial diffusion
length ∆r is given as [305]

∆r =
√

4D∆t, (3.45)

where D is the diffusion constant and ∆t is the transit or diffusion time. The motion can
be considered to be diffusive, if the size of the interaction volume is much larger than the
Cs mean free path ℓ, introduced below in Eq. (3.52). The diffusion constant D can be
estimated mathematically as [177]

D = 1
3ℓv̄Cs,bg = 1

nbgσtotal

√
8kBT

9πmCs
, (3.46)

1e.g., v̄ = 326 m
s for Cs at T = 60°C.
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where nbg is the buffer gas number density, which can be determined from temperature
and pressure using the ideal gas law as

nbg = P

kBT
. (3.47)

Moreover, σtotal is the total cross section for all collisional effects, which has been measured
in several atomic physics experiments and can be found in the literature [306], and mCs is
the Cs atomic mass. The value of the diffusion constant is however generally extracted
from experiments. In the literature one can find a value D0, which corresponds to the
diffusion constant measured at the reference pressure P0 = 1 atm, and a specific reference
temperature T0. Values of D0 and the corresponding measurement temperature T0 for
various candidates of buffer gases are listed in Table 3.5. From this value one can calculate
the diffusion constant D at given temperature and pressure values T, P . The dependence
is given by the formula [307]

D = D0
P0
P

(
T

T0

)κ

, (3.48)

where κ = 3/2 [308] and P can be calculated from the buffer gas pressure at filling
time as P = PfillT0/Tfill [177, 288]. If a combination of buffer gases is used, the total
diffusion constant is given as 1/Dtot = ∑

i 1/Di, where the Di are the diffusion constants
corresponding to each buffer gas species.

As a further measure to reduce spin decoherence or dephasing, anti-relaxation coatings
made of materials that prevent the change of spin in collisions, can be added to the cell
walls from the inside. Common coatings are paraffin or long hydrocarbon-chain-based
materials [314]. These coatings are however very hard to apply and not many people
possess the needed expertise, making these complicated to obtain commercially [177].
In this work, the addition of a buffer gas is assumed to be enough to reduce the effect
of spin randomisation due to wall collisions, but for future work both measures applied
together, as is commonly done in the literature, see Refs. [185, 186], will likely lead to
better results.

Now let us turn to the description of the relevant collisional processes. The resulting total
rate for all collisional mechanisms is the sum of the rates of the contributing mechanisms

γ1,2 = γCs1,2 + γbg1,2 + γwall, (3.49)

where γCs is the Cs-Cs total collision rate, γbg is the relaxation rate due to Cs-buffer-gas
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Species D0 ( cm2

s ) T0 (°C) Ref.

He
0.370 26 [309]
0.315 15 [308]
0.204 0 [310]

Ne

0.200 20 [311]
0.240 26 [309]
0.185 15 [308]
0.350 40 [180]
0.153 0 [310]

Ar
0.190 26 [309]
0.120 15 [308]
0.134 0 [310]

Kr 0.138 30 [312]
Xe∗ 0.048 0 [313]

N2

0.106 15 [308]
0.240 40 [180]
0.073 0 [310]

Table 3.5: Diffusion constants D0 of Cs for different buffer gases and the corre-
sponding measurement temperature T0. ∗Value for Xe is calculated theoretically.

collisions, and γwall corresponds to the relaxation rate due to collisions with the cell walls
[300]. Here, the subscripts 1, 2 refer to the T1, T2 relaxation types [177, 315, 316]. The
rate γwall is assumed to be the same for both longitudinal and transverse relaxation. In
two-level systems it holds that T2 ≤ 2T1, but the bound is slightly lower in multilevel
systems [177, 315].

In general, the calculation of the collision rate between a Cs atom and a second species S2

(subscript 2 stands for second species, either another Cs atom or a buffer gas atom) is
given as [177]

γcol = nS2(T )σv̄Cs,S2 , (3.50)

where nS2(T ) is the atomic number density of species S2 at a temperature T of the
vapour, and σ is the collisional cross-section for the given interaction, which is determined
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Species σtot (cm2)

Cs 2.24 · 10−13

He 2.81 · 10−14

Ne 3.32 · 10−14

Ar 7.15 · 10−14

Kr 1.10 · 10−13

Xe 1.35 · 10−13

N2 8.86 · 10−14

Table 3.6: Total collision cross sections σtot for Cs with different atomic (molecular)
species generally used as buffer gases. The total cross sections are calculated
from the data in [306]. In that work, several values for σtot determined with
varying experimental conditions are given. The value given here is calculated as
the mean of all the noted values, as an approximation.

experimentally and can be found in the literature. As an example, the total collision cross
sections σtot for Cs with different noble gases and other species are given in Table 3.6.
v̄Cs,S2 denotes the mean relative velocity of the Cs and S2 atoms and is given as

v̄Cs,S2 =
√

8kBT

πµ
with µ = mCsmS2

mCs +mS2

. (3.51)

Here µ is the reduced mass of the atomic pair. The temperature dependence does not
only appear in the mean velocity. γcol and σ can also be temperature and/or pressure-
dependent. For a detailed model of such effects, I refer the reader to Ref. [177]. The mean
free path between collisions is given as

ℓ = 1
nS2σ

√
mCs/µ

. (3.52)

Let us now review the most important collision types and their effects, starting with Cs-Cs
collisions, and then turning to Cs-buffer-gas collisions. Among the Cs-Cs collisions, the
spin-exchange (SE) mechanism tends to be the most relevant one. As mentioned above, it
is highly dependent on temperature. As the name indicates, in such a collision the partners
exchange their spin under conservation of the total angular momentum, i.e., the total
mF value, but not necessarily the F value [317]. Although the underlying mechanisms
of SE are not completely understood, one can determine the rates using Eq. (3.50) with
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the corresponding cross section σSE and the Cs number density at a given temperature
nCs(T ). The latter is taken from Ref. [318] where a phenomenological formula is given:

nCs(T ) = n0
T0
T
eb(1−T0/T ), (3.53)

where n0 = 1010 1/cm3, T0 = 283.12 K , and b = 32.523 are experimental parameters. The
resulting number density is approximated with a ±5% accuracy. Methods to reduce or min-
imise SE include optically pumping the atoms to the stretched states (|F = 4,mF = ±4⟩
in Cs), as these are somewhat protected from SE relaxation due to mF conservation [177].
However, as some population will always remain in other mF states, SE cannot be com-
pletely eliminated in this way. There are special techniques in magnetometry which can
be of aid, such as SERF (spin exchange relaxation free), where strong magnetic fields and
high atomic densities are used [319]. SE can also be an advantage when trying to polarise
gases which are not easily polarised, such as noble gases. This technique is known as
SEOP (spin exchange optical pumping) and is also widely employed in magnetometry [319].

Another relevant effect among Cs-Cs collisions is given by dipole-dipole interactions
leading to broadening of the optical lines. For the Cs D1 line this broadening, also called
self-broadening, is given as

γCs-Cs,dip = βCsnCs. (3.54)

Values for βCs can be found, e.g., in Ref. [320].
Further types of mechanisms exist in Cs-Cs collisions, notably spin-destruction
effects, in which mF is randomised and not conserved. As the rate of this mechanism is
much lower than the SE rate by several orders of magnitude, we will not consider it further.

When turning to Cs-buffer-gas collisions the relevant interactions are the hyperfine shift
interaction, resulting from electronic and nuclear wavefunction overlap, and the spin-
rotation interaction, where the Cs spin couples to the angular momentum of the colliding
pair. The latter is the most relevant mechanism leading to hyperfine spin relaxation
caused by the buffer gas. These types of interactions are the ones leading to pressure
broadening, as introduced in Sec. 3.2.2. In Ref. [321], experimental values for the pressure
broadening rate per pressure αp(T0) of different noble gases and relevant molecules for
the Cs D lines are measured at specific temperatures. From this value, the rate at the
actual cell temperature and pressure can be calculated as
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γbg(T ) = αp(T0)Pbg

(
T0
T

)1/2
, (3.55)

where Pbg = is the buffer gas pressure. This gives another method for calculating pressure
broadening rates independently of Eq. (3.50).

Finally, it is important to mention radiation trapping and quenching, relevant effects
occurring in vapour cells, which help to determine the best choice of buffer gas atoms.
Radiation trapping refers to the effect that occurs in ensembles with a high optical depth,
where excited atoms, e.g., due to optical pumping, emit a photon with an unfavourable
frequency (e.g., the signal frequency), which is reabsorbed by another atom before it
manages to fly out of the vapour cell. This unwanted effect lowers the pumping efficiency.
A solution for this problem stems from quenching, an effect where the excited Cs atoms
are able to decay back to the ground state by exciting internal molecular states of the
quenching gas in collisions, thus hindering optical decay. Quenching collisions are thus
inelastic and lead to energy loss. They are therefore related to T1 relaxation. The used
quenching gases should ideally also be good buffer gases. Most generally N2, with a
quenching cross section σQ,N2 = 7.70 · 10−15 cm2 [322], is used as a quenching gas, as it
presents internal vibrational states near to the alkali optical transitions. The quenching
rate γQ is given by Eq. (3.50), with the corresponding number density of quenching atoms
nQ, the quenching cross-section σQ, and the mean relative velocity between a Cs atom
and the quenching gas v̄rel (see Eq. (3.51)) [177]. The probability for a Cs atom to decay
from an optically excited state emitting a photon is then given as

Q = 1
1 + γQ/Γnat

. (3.56)

The quenching cross sections of Cs with noble gases are negligible, compared to σQ,N2 .
However, some of these gases lead to larger diffusion times of the Cs atoms out of the
interaction region, compared to N2, which makes the use of a combination of N2 and a
noble gas as buffer gases a good choice.

3.2.4 The three-level atom

The physics of atomic systems becomes much more interesting by adding a third level
to the model of the atoms. The presence of two optical fields in such system gives rise
to many interesting linear and non-linear effects [89, 296, 323]. We will here constrain
the discussion to electromagnetically induced transparency (EIT), as it is the memory
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protocol used in this work. The relevant noise processes in our memory, such as FWM and
SRS, are also effects arising due to the interaction of one or two laser fields in three-level
atoms. These will be discussed later on in Sec. 3.4.

Electromagnetically induced transparency

Figure 3.4: (a) Three level Λ-system for EIT description. (b) Real and imaginary
parts of the linear susceptibility χ(1) in the EIT case calculated using Eq. (3.66)
by setting the prefactor n|deg |2

ϵ0ℏ = 1 . Used parameters are Ωc = 500 MHz,
γe = 500 MHz, γs = 100 kHz, and ∆c = 0.

As was already introduced in Sec. 2.4.2, EIT is a nonlinear effect by which a normally
absorbing medium is rendered transparent for a weaker signal field by the presence of
another much stronger control laser field. The signal field, which can be quantum or
classical in nature, is slowed down extremely in this process, and can even be brought
to a halt inside the medium, thus allowing its storage for a given amount of time. We
will begin the description with a static picture, which is enough to explain the effect of
slow light in atomic vapours. For the storage of light pulses, a dynamic EIT picture is
necessary. Here we will only shortly mention the framework of dark-state polaritons. The
full theoretical description of light storage in a three-level Λ-system, valid not only for
EIT but also for related protocols, will be treated in more detail in a separate section
(Sec. 3.3).

There are several ways to describe the EIT process mathematically. We will first motivate
the effect from a simplified dark-state picture resulting from the Stark shift that a strong
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control field causes in a three-level system. Due to two-photon resonance, this control
field mediates the absorption of a weaker signal field.
We consider the case of a Λ-system with two long-lived ground states |g⟩ and |s⟩, sharing
a common excited state |e⟩, and two laser fields, a weak signal field with frequency ωs

coupling the states |g⟩ and |e⟩, and a strong classical control field with frequency ωc

coupling |s⟩ and |e⟩, as depicted in Fig. 3.4 (a). Due to the presence of the control field, a
transparency window appears in the absorption profile of the signal field (Fig. 3.4 (b)).
The transparency window arises as a result of an interference between the probability am-
plitudes for two different absorption pathways simultaneously excited by the two resonant
light fields. As the control field is much stronger than the signal field, the longer pathway
is equally probable. This creates a quantum interference, making the state |e⟩ a dark state.

Recalling the framework of the dipole approximation, the atom-field interaction Hamilto-
nian ĤAF = d̂ · E is generally expressed in terms of the Rabi frequency of the system,
given as Ω = ⟨g|d̂z|e⟩E0/ℏ, with E0 representing the amplitude of the electric field E, and
⟨g|d̂z|e⟩ the electronic transition dipole matrix element. Using the RWA, the interaction
Hamiltonian of a three-level atom interacting with a signal field with Rabi frequency Ωs

and a strong control field with Rabi frequency Ωc reads [270, 323]

ĤAF = −ℏ
2


0 0 Ωs

0 −2(∆s − ∆c) Ωc

Ωs Ωc −2∆s

 , (3.57)

where ∆s = ωs − ωeg, ∆c = ωc − ωes are the detunings of the laser fields from the
respective atomic transitions, as depicted in Fig. 3.4 (a). The detunings are chosen such
that a red detuning from resonance is negative, while a blue detuning is positive.

The solution of the stationary Schrödinger equation yields the eigenstates of the system,
which can be expressed in terms of two so-called mixing angles θ and ϕ, dependent on the
Rabi frequencies and the single-photon (∆s) and two-photon (δ = ∆s − ∆c) detunings.
For the case of two-photon resonance (δ = 0), these mixing angles are given as

tan θ = Ωs

Ωc
(3.58)

tan 2ϕ =
√

Ω2
s + Ω2

c

∆s
. (3.59)

The corresponding eigenstates then take the form
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|+⟩ = sin θ sinϕ |g⟩ + cosϕ |e⟩ + cos θ sinϕ |s⟩ (3.60)

| 0 ⟩ = cos θ |g⟩ − sin θ |s⟩ (3.61)

|−⟩ = sin θ cosϕ |g⟩ − sinϕ |e⟩ + cos θ cosϕ |s⟩ . (3.62)

The calculation of the eigenvalues leads to a zero energy for the | 0 ⟩ state, while the
energies of the |±⟩ states are shifted by a value

ℏω± = ℏ
2

(
∆s ±

√
∆2

s + Ω2
s + Ω2

c

)
. (3.63)

By looking at Eqs. (3.60) - (3.62), we see that while the |±⟩ states contain contributions
from all the bare atomic states, there is no contribution of state |e⟩ in | 0 ⟩. This means
that if the atom is pumped or decays into | 0 ⟩, it cannot be excited by any means. | 0 ⟩ is
thus a so-called dark state of the system, where the population remains trapped. This is
also known as coherent population trapping (CPT) [324].
Given the case of a weak signal field, Ωs ≪ Ωc, one obtains sin θ → 0 and cos θ → 1,
yielding | 0 ⟩ → |g⟩, the ground state of the system, from which excitation does not take
place any more.
In the limit ∆s = 0, when the fields are on resonance, one obtains tanϕ → 1, i.e.,
(ϕ = π/2), and the dressed EIT states become

|+⟩ = 1√
2

(|s⟩ + |e⟩), (3.64)

|−⟩ = 1√
2

(|s⟩ − |e⟩). (3.65)

Thus, the excited state splits into two states with equal contribution from |s⟩ and |e⟩.
Although the original absorption peak is not yet split into two peaks, as it occurs in the
Autler-Townes limit (see Ch. 2), it shows precisely the characteristic transparency window
of EIT.

From a more detailed derivation in a density matrix framework, one obtains for the linear
susceptibility in a three level system [110]

χ(1) = n|deg|2

ϵ0ℏ
(∆s − ∆c) + iγs

|Ωc|2 − (∆s + iγe) [(∆s − ∆c) + iγs] , (3.66)

where we have replaced N with n, γeg → γe = 1
2Γe +γcol

1, assumed Γg = 0, and introduced
the dephasing γs = γs,col from state |s⟩ to state |g⟩. This means all possible decay channels,

1and possibly convoluted with γDopp.
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radiative or collisional, and possible dephasing mechanisms are included into the total
decay rate of the excited state into state |g⟩. As for the decay rate γs, it only includes
dephasing, since radiative decay is forbidden by selection rules of the dipole operator.
Generally, in dilute media, it holds that γe ≫ γs. For EIT to be observable in warm
atomic systems, it further must hold that the control field satisfies |Ωc|2 ≫ γeγs. Even
in the presence of Doppler broadening, a coherent effect like EIT will still be observable,
given the former condition. This fact results from the copropagating nature of both light
fields, which ensures that the differential Doppler shift is small compared to the control
Rabi frequency γDopp ≪ Ωc.
In the resonant limit with ∆s = ∆c = 0 the above expression simplifies to

χ(1) = n|deg|2

ϵ0ℏ
iγs

|Ωc|2 + γeγs
, (3.67)

which is purely imaginary, resulting in vanishing absorption.
Dividing Eq. (3.66) into its real χ(1)′ and imaginary χ(1)′′ components we obtain

χ(1)′ = n|deg|2

ϵ0ℏ
δ
[
|Ωc|2 + δ(γeγs − ∆s)

]
− γs [γeδ − γs∆s]

[|Ωc|2 − ∆sδ + γeγs]2 + [γeδ + γs∆s]2
(3.68)

χ(1)′′ = n|deg|2

ϵ0ℏ
δ [γeδ − γs∆s] + γs

[
|Ωc|2 + δ(γeγs − ∆s)

]
[|Ωc|2 − ∆sδ + γeγs]2 + [γeδ + γs∆s]2

. (3.69)

The real and imaginary parts of the susceptibility χ(1) are depicted in Fig. 3.4 (b).
Im(χ(1)) = χ(1)′′ shows the characteristic transparency window. The refractive index can
again be written as n = n′ + in′′ =

√
1 + χ(1). The linear dispersion of the refractive

index dn/dωs is positive and is related to a reduction of the group velocity in the medium
according to [323]

vg = dωs

dks
= c

n′ + ωs
dn′

dω

∣∣∣∣∣
ωs

. (3.70)

In the resonant case one has n′ =
√

1 + χ(1)′ = 1 and the group velocity results in

vg = c

1 + ng(z) with ng = 2dopt
L

γec

|Ωc|2
, (3.71)

where ng is the group refractive index, dopt is the the optical depth of the medium
(see Eq. (3.31)), L its length, and c the vacuum speed of light. The amplitude of the
transmitted light through the medium, with T = I(z)

I0
(see Eq. 3.27) can be expressed as
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[270, 323]

T (ωs, z) = exp
(

−iksχ
(1)z

2

)
, (3.72)

ks being the propagation vector of the light. From an expansion of χ(1)′′ around the point
of maximum transmission (∆s = 1 − (γs/γe)∆c) [268], we obtain [266]

T (ωs, L) ≈ exp
(

−(ω − ωs)2

∆ω2
EIT

)
, (3.73)

a Gaussian with a (1/e2) width given by

∆ωEIT = Ω2
c

γe

1√
2dopt

. (3.74)

If the bandwidth of the signal pulse lies within the transparency window, the pulse will
be delayed with only little absorption while propagating through the medium. The group
delay is given as [269]

τD = L

vg
= 2dopt

γe

|Ωc|2
. (3.75)

This means the intensity of the control field determines the group velocity of the signal
field by dictating the spectral width of the transparency window. A stronger control
field results in less group delay. Thus, by adiabatically ramping down the control field
one can control the dynamics of the signal pulse with minimal losses. When the control
field vanishes, the signal group velocity will vanish too, effectively stopping the pulse
inside the medium and storing it. The complete description of this effect has to be
performed in a dynamic picture for which there exist several frameworks. We will choose
the one by Gorshkov et al. [123–125, 240, 241], described in detail in Sec. 3.3. Another
possible framework are so-called dark-state polaritons, as introduced by M. Fleischhauer
and M.D. Lukin [266, 325]. For these models, a semiclasical treatment of light-matter
interaction is no longer sufficient, as we are generally dealing with the storage of single
photons, or few-photon pulses. Therefore, a quantised model of, at least, the signal field
becomes necessary. Slow-light propagation is now described by quasi-particles called
dark-state polaritons Ψ(z, t). These are a combination of photonic modes E(z, t) and
ensemble spin coherence or spinwave modes S(z, t), and are written as [269]

Ψ(z, t) = cos(ϑ)E(z, t) − sin(ϑ)S(z, t), (3.76)

with the mixing angle ϑ given as
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cos(ϑ) = Ωc√
Ω2

c + g2N
=
√
vg

c
. (3.77)

Here, g is the atom-field coupling constant, also known as one-photon Rabi frequency,
obtained in the quantisation of the electromagnetic field (e.g., Jaynes–Cummings model
[291]), and equals

g = |deg|
√

ωs

2ϵ0ℏV
=
√
doptγec

NLV
, (3.78)

where V denotes the quantisation volume1. Within this description, the stored light pulse
can be simply described as a dark-state polariton completely turned into an ensemble
spin coherence with cos(ϑ) = 0 by adiabatically turning off the control field (Ωc = 0) once
the pulse is inside the EIT medium. The pulse is then stored for a time fundamentally
limited by the spin coherence time of the medium (T2 = 1/γs). The spinwave can be
converted back into a slowly propagating photonic mode and then released from the
medium by switching the control field on again (Ωc ̸= 0,→ cos(ϑ) ̸= 0).

3.3 Description of light storage in a Λ-system

After having presented the concept of static EIT in the previous section, which gives rise
to the phenomenon of slow light, this section will introduce the underlying theoretical
model for light storage in a three-level Λ-system used throughout this thesis. This model
is valid to describe the full dynamical picture leading to EIT storage, but it further yields
a theory that encompasses all protocols used in Λ-systems, adiabatic or fast, as explained
in Ch. 2, Sec. 2.4. The derivation presented here closely follows Refs. [124, 125, 326].

We consider an ensemble of length L and cross-section A containing N =
∫ L

0 dz n′(z)
Λ-type three-level atoms interacting with a classical field and a copropagating quantum
field. Here, n′(z) is the number of atoms per unit length. Within the interaction volume,
the concentration of atoms in the transverse direction of the ensemble is assumed to be
uniform. The three-level Λ-system coupled by the corresponding fields is presented in
Figure 3.5.
Only quantum electromagnetic field modes with a single transverse profile are assumed to
be excited. Furthermore, the quantum and classical fields are assumed to be narrowband

1Here we see the quantisation volume V entering the equations. Thus, as stated above, the substitution
N → n is valid for the calculations of susceptibility, absorption, and optical depth, as now the volume
will cancel out.
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and centred at ωs = ωeg − ∆s and ωc = ωes − ∆c, with ωeg and ωes being the respective
atomic transition frequencies. For simplicity, we assume ∆s = ∆c = ∆. The quantum
field is described by a slowly varying operator Ê(z, t) and the classical field is represented
by the Rabi frequency envelope Ω(z, t) = Ω(t− z/c).
For the analysis, the reabsorption of spontaneously emitted photons is neglected, as we
are only interested in the storage of single- or few-photon pulses. Therefore, there will be
at most a few spontaneously emitted photons. The probability for an emission onto the
mode Ê is given by the corresponding far field solid angle ∼ λ2/A ∼ dopt/N , where A is
the cross section area of the quantum field and the atomic medium, λ = 2πc/ωs is the
wavelength of the quantum field, and dopt ∼ λ2N/A corresponds to the resonant optical
depth of the ensemble. Although in an optically thick medium these emitted photons
could be reabsorbed and reemitted, this probability is very small in most experiments.
For the following treatment, a one-dimensional approximation is used. This yields a good
approximation in the case that the control beam is much wider than the signal field
(single mode of the quantum field). As a result, the transverse profile of the control beam
can be considered constant.

Figure 3.5: Three-level Λ-system for light storage of a quantised signal field E
mediated by a strong control field Ω. After the storage, the ground states |g⟩ and
|s⟩ form a spatially distributed long-lived coherence (light blue), the spinwave.

Before diving into the specific model, a discussion about the relevant figure of merit used
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to characterise the performance of the memory is given from a mathematical point of
view. This yields more detail to the definition given in Chapter 2.
Assuming the incoming mode consists of a single incoming photon in a known spatiotem-
poral mode denoted as Ein(t) (or, in the case of calculating the retrieval efficiency alone, a
single excitation in a known atomic spinwave mode), the efficiency η of all the mappings
considered (be it storage alone, retrieval alone, or storage followed by retrieval) is defined
as the probability to find the excitation in the appropriate (photonic or atomic) output
mode after the interaction.
For all considered interactions, the full evolution results in a passive beam-splitter-like
transformation of the type

b̂j =
∑

k

Ujkâk, (3.79)

where b̂j and âk denote the annihilation operators for all the output and input modes,
respectively (including all photonic, spinwave, and Langevin noise operators), with
commutation relations [âj , â

†
k] = [b̂j , b̂

†
k] = δjk. The matrix U has to be unitary in order

to preserve the commutation relations. The mapping from a certain input mode â0

to an output mode b̂0 with efficiency η is therefore described by b̂0 = √
ηâ0 +

√
1 − ηĉ,

where ĉ satisfies [ĉ, ĉ†] = 1 and represents some linear combination of all other input
modes orthogonal to â0. If all input modes other than â0 are in the vacuum state, then η

completely characterises the mapping, as will be shown later in more detail.
If, for instance, the mode to be stored is in an entangled state with some other system
(|0⟩â0

|x⟩ + |1⟩â0
|y⟩)/2, where |0⟩â0

and |1⟩â0
are the zero- and one-photon Fock states

of the input mode, and |x⟩ and |y⟩ are two orthonormal states of the other system, the
fidelity of the entangled state after the mapping is easily found to be F = (1 + η)/2. In
the description of the model it will be shown why in most experimental situations it is
reasonable to assume that the incoming noise included in ĉ is vacuum noise, e.g., noise
related to the zero-point fluctuations of the electromagnetic field.

The starting point for the derivation of the Maxwell-Bloch equations of motion is the
electric field, whose quantum field vector operator is given by

Ês(z) = ϵs

( ℏωs

4πcϵ0A

)1/2 ∫
dωâωe

iωz/c + h.c., (3.80)

where h.c. stands for the hermitian conjugate. The continuum of annihilation operators
âω, one for each field mode of different frequency ω, satisfy the commutation relations
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[âω, â
†
ω′ ] = δ(ω − ω′). (3.81)

The field modes corresponding to âω for different ω have, by assumption, the same
transverse profile and are nonempty around ω = ωs. Since, as will be shown, the final
equations will only depend on the optical depth dopt of the ensemble and not on the
specific cross section A, the precise definition of A, if it covers the whole ensemble or only
the interaction region with the beams, and the number of atoms N are irrelevant.
The copropagating classical control field vector is given as

Ec(z, t) = ϵc Ec(t− z/c) cos[ωc(t− z/c)], (3.82)

a plane wave with polarisation unit vector ϵc and carrier frequency ωc modulated by an
envelope Ec(t− z/c), assumed to be propagating with group velocity equal to the speed
of light c. This results from the fact that almost all the atoms are assumed to be in |g⟩,
and thus do not alter the propagation of the strong classical field coupled to the |s⟩ → |e⟩
transition.
In the dipole and rotating wave approximations (RWA), the Hamiltonian of the system is
given as

Ĥ = ĤA + ĤAF, (3.83)

where

ĤA =
∫
dω ℏω â†

ωâω +
N∑

i=1
(ℏωesσ̂

i
ss + ℏωegσ̂

i
ee), (3.84)

ĤAF = − ℏ
N∑

i=1

(
Ω(t− zi/c) σ̂i

ese
−iωc(t−zi/c)

+ g

√
L

2πc

∫
dω âωe

iωzi/c σ̂i
eg + h.c.

)
. (3.85)

Here, σ̂i
µν = |µ⟩ i i ⟨ν| represents the internal state operator of the ith atom between

states |µ⟩ and |ν⟩, zi is the position of the ith atom, d̂ is the dipole moment vector
operator, Ω(t − z/c) = ⟨e|ϵcd̂|s⟩ Ec(t − z/c)/(2ℏ) is the Rabi frequency of the classical
control field, and g = ⟨e|ϵsd̂|g⟩

√
ωs

2ℏϵ0AL (assumed to be real for simplicity) is the coupling
constant between the atoms and the quantised field mode. The quantisation length of the
quantisation volume has here been chosen to be identical to the ensemble length, which
does not affect the obtained results. The Rabi frequency here is defined as half of the
traditional (experimental) definition, such that here a π-pulse takes time π/(2Ω).
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Although the length of the ensemble does not affect the results, the position dependence
along it is of relevance. The ensemble is thus divided into slices along the length 0 ≤ z ≤ L

and slowly varying operators are introduced

σ̂µµ(z, t) = 1
Nz

Nz∑
i=1

σ̂i
µµ(t), (3.86)

σ̂es(z, t) = 1
Nz

Nz∑
i=1

σ̂i
es(t)e−iωc(t−zi/c), (3.87)

σ̂eg(z, t) = 1
Nz

Nz∑
i=1

σ̂i
eg(t)e−iωs(t−zi/c), (3.88)

σ̂sg(z, t) = 1
Nz

Nz∑
i=1

σ̂i
sg(t)e−i(ωs−ωc)(t−zi/c), (3.89)

Ê(z, t) =
√

L

2πc e
iωs(t−z/c)

∫
dωâω(t)eiωz/c, (3.90)

where the sums go over all Nz atoms in a slice of the ensemble positioned at z, thick
enough to contain Nz ≫ 1, but thin enough that the resulting collective fields can be
considered continuous. The normalisation of Ê is chosen so that it is dimensionless. For
these slow-varying operators, the effective Hamiltonian results in

ˆ̃H =
∫
dωℏω â†

ωâω − ℏωs
1
L

∫ L

0
dzE†(z, t)E(z, t) +

∫ L

0
dzℏn′(z)

× {∆σ̂ee(z, t) − [Ω(t− z/c)σ̂es(z, t) + g Ê(z, t) σ̂eg(z, t) + h.c.]}, (3.91)

and the same-time commutation relations are

[σ̂µν(z, t), σ̂αβ(z′, t)] = 1
n′(z) [δνασ̂µβ(z, t) − δµβσ̂αν(z, t)]

× δ(z − z′), (3.92)

[Ê(z, t), Ê†(z′, t)] = Lδ(z − z′). (3.93)

Defining the (dimensionless) polarisation operator P̂ (z, t) =
√
Nσ̂eg(z, t) and the (dimen-

sionless) spinwave operator Ŝ(z, t) =
√
Nσ̂sg(z, t), in the dipole and RWA approximations,

to first order in Ê , and assuming that almost all atoms are in the ground state |g⟩ at all
times, and thus σ̂gg ≈ 1 (due to normalisation) and σ̂ee ≈ σ̂ss ≈ σ̂es ≈ 0, the Heisenberg
equations of motion are given as
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(∂t + c∂z)Ê = ig
√
NP̂n′(z)L/N, (3.94)

∂tP̂ = −(γe + i∆)P̂ + ig
√
N Ê + iΩŜ +

√
2γeF̂P , (3.95)

∂tŜ = −γsŜ + iΩ∗P̂ +
√

2γsF̂S , (3.96)

where the spinwave decay rate γs, the polarisation decay rate γe, which may include
extra dephasing in addition to radiative decay resulting from, e.g., collisions with
buffer gas atoms in warm vapour cells, and the corresponding Langevin noise operators
F̂P (z, t) and F̂S(z, t) are introduced. Ω∗ is the complex conjugate of the Rabi frequency
(which is however generally assumed to be real). In turn, the spinwave decay rate
γs may result from, e.g., diffusion of the atoms out of the interaction region of the
quantised light mode, among other effects such as collisions leading to dephasing, etc. (see
Sec. 3.2.3). As a result of collective enhancement [325], the atom-field coupling constant g
(assumed real for simplicity) is increased by a factor of

√
N up to g

√
N . In the case that

there might be a population redistribution between the states |g⟩ and |s⟩, it has to be
ensured that the corresponding resulting noise is vacuum, as is needed for the following
analysis. If diffusing atoms are entering the interaction region, they will be assumed to
be already pumped into the level |g⟩, which experimentally is the case if the (pump)
and control beam diameters are much larger than the diameter of the quantised light mode.

Turning to the Langevin noise operator, from the generalised Einstein relations [296, 327]
one obtains

⟨F̂µν(t), F̂ †
αβ(t′)⟩ = ⟨D(σ̂µν σ̂αβ) −D(σ̂µν)σ̂αβ

− σ̂µνD(σ̂αβ)⟩ δ(t− t′), (3.97)

where D(σ̂µν) stands for the deterministic part, i.e., the part of Eqs. (3.94) - (3.96)
excluding noise. Again, making use of the approximation that almost all atoms are in the
ground state, one finds that the only non-vanishing noise correlations between F̂P , F̂S ,
F̂ †

P , and F̂ †
S are [327]

⟨F̂P (z, t), F̂ †
P (z′, t′)⟩ = N

n′(z) δ(z − z′)δ(t− t′), (3.98)

⟨F̂S(z, t), F̂ †
S(z′, t′)⟩ = N

n′(z) δ(z − z′)δ(t− t′). (3.99)
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The normally ordered noise correlations F̂P and F̂S vanish under reasonable experimental
conditions [124]. This translates to the fact that the incoming noise is vacuum noise, and
thus the efficiency is the only number required to completely characterise the mapping.
This fact results from the absence of decay from state |g⟩ into states |e⟩ and |s⟩. Decay into
|e⟩ does not happen because the energy of the optical transition O(104 K) is much greater
than the temperature at which experiments are typically done. However, the energy of the
|s⟩ → |g⟩ transition may be smaller than the temperature in some experiments. Since this
transition is typically not dipole allowed, the decay rate of |g⟩ into |s⟩ can be neglected
as well. As mentioned before, for the case where atoms are diffusing in and out of the
interaction region, i.e., the quantised light mode, in order to keep the decay rate of |g⟩
zero, all incoming atoms are assumed to be fully pumped into |g⟩ (see Sec. 3.2.3).
The field and atomic operators are now expanded in terms of modes. Initially, no atomic
excitations are present (all atoms are supposed to be in the ground state |g⟩). Under this
assumption, the commutation relations (3.92) imply

[Ŝ(z, t), Ŝ†(z′, t)] = N

n′(z) δ(z − z′), (3.100)

[P̂ (z, t), P̂ †(z′, t)] = N

n′(z) δ(z − z′). (3.101)

From Eq. (3.100), Ŝ(z, t) can be expanded in terms of any basis set of spatial modes {gα(z)}
that satisfy the orthonormality relation

∫ L
0 dz g∗

α(z)gβ(z) = δαβ and the completeness
relation ∑α g

∗
α(z)gα(z′) = δ(z − z′) as

Ŝ(z, t) =
√

N

n′(z)
∑

α

gα(z)ĉα(t), (3.102)

where the annihilation operators {ĉα} for the spinwave modes satisfy

[ĉα(t), ĉ†
β(t)] = δαβ . (3.103)

The commutation relations applying to the freely propagating input field Êin(t) = Ê(0, t)
and the output field Êout(t) = Ê(L, t) are

[Êin(t), Ê†
in(t′)] = L

c
δ(t− t′), (3.104)

[Êout(t), Ê†
out(t′)] = L

c
δ(t− t′). (3.105)
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From the above, one can expand the input and output fields in terms of a basis set of field
envelope modes {hα(t)} defined in the interval t ∈ [0,∞), satisfying the orthonormality
relation

∫∞
0 dt h∗

α(t)hβ(t) = δαβ and the completeness relation ∑α h
∗
α(t)hα(t′) = δ(t− t′)

as

Êin(t) =
√
L

c

∑
α

hα(t)âα, (3.106)

Êout(t) =
√
L

c

∑
α

hα(t)b̂α, (3.107)

where the annihilation operators {âα} and {b̂α} satisfy the usual bosonic commutation
relations

[âα, â
†
β ] = [b̂α, b̂

†
β ] = δαβ . (3.108)

Initially, as stated, no P̂ or Ŝ excitations are present in the atomic system, as all atoms
are pumped into the ground state. The only present input excitation is thus assumed to
be the quantum field mode with annihilation operator â0 corresponding to an envelope
shape h0(t) nonzero on [0, T ]. Thus, photon storage and retrieval refers to the mapping of
this incoming mode h0(T ) onto some mode Ŝ, and the retrieval of it at a later time Tr > T

onto an outgoing field mode. Only the parts proportional to â0 will then contribute to
the efficiency. This reduces the equations and the problem to complex number equations.
The storage efficiency ηs is given as the ratio of the number of stored excitations to the
number of incoming photons

ηs =

∫ L

0
dz
n′(z)
N

⟨Ŝ†(z, T )Ŝ(z, T )⟩

c

L

∫ L

0
dt⟨Ê†(0, t)Ê(0, t)⟩

, (3.109)

where one can ignore the noise operators F̂P and F̂S in Eqs. (3.94) - (3.96) and treat the
operators as complex numbers describing the shapes of quantum modes. Transformation
into a comoving frame with t′ = t − z/c, introducing a dimensionless time t̃ = γet

′, a
dimensionless rescaled spatial coordinate z̃ =

∫ z
0 dz

′ n′(z′)/N , and absorbing a factor√
c/(Lγe) into the definition of E , reduces Eqs. (3.94) - (3.96) to
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∂z̃E = i
√
doptP, (3.110)

∂t̃P = −(1 + i∆̃)P + i
√
doptE + iΩ̃(t̃)S, (3.111)

∂t̃S = iΩ̃∗(t̃)P, (3.112)

where the optical depth is given by dopt = g2NL/(γec) and ∆̃ = ∆/γe and Ω̃ = Ω/γe.
The optical depth dopt is independent of the beam sizes and depends only on the density
and length of the ensemble for a given transition. This fact results from inserting the
definition of g into dopt and defining the atomic number density n(z) = n′(z)/A, assuming
a uniform field in the direction transverse to the propagation direction. The expression
for the optical depth then becomes

dopt = | ⟨e|ϵsd̂|g⟩ |2 ωs

∫
dz

n(z)
2ℏϵ0γec

, (3.113)

which is indeed independent of the beam size and, for a given transition, depends only on
the density and length of the ensemble.
The definition of dopt is related to the intensity attenuation of a resonant probe in a
three-level system without control field, yielding an attenuation of e−2dopt . For the
derivation of the above equations (3.110) - (3.112), the decay of the spinwave γs is
neglected. Non-vanishing, but slow decay γs will introduce an exponential decay without
making the solution harder [124].

The boundary conditions for storage are given by E(z̃ = 0, t̃) = Ein(t̃), P (z̃, t̃ = 0) = 0, and
S(z̃, t̃ = 0) = 0, where Ein(t̃) is nonzero for t̃ ∈ [0, T̃ ] (with T̃ = Tγe), and is normalised
to
∫ T̃

0 dt̃|Ein(t̃)|2 = 1. The spinwave mode onto which the excitation is stored is given by
S(z̃, T̃ ). The storage efficiency thus reduces to

ηs =
∫ 1

0
dz̃|S(z̃, T̃ )|2. (3.114)

Losses during the storage process result from the decay γe and imperfect storage resulting
in ‘leakage’ E(z̃ = 1, t̃). At the time of retrieval T̃r > T̃ (with T̃r = Trγe), the stored
mode is to be mapped onto an outgoing mode, either in the forward or in the backward
direction, i.e., with the control pulse coming from the right. In this thesis we mainly
focus on forward retrieval. The corresponding boundary conditions are S(z̃, T̃r) = S(z̃, T̃ ),
E(z̃ = 0, t̃) = 0, and P (z̃ = 0, T̃r) = 0. If the spinwave is renormalised before retrieval, the
retrieval efficiency is given by
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ηr =
∫ ∞

T̃r

dt̃|E(1, t̃)|2. (3.115)

If no normalisation is performed, then the above equation describes the total retrieval
efficiency ηtot = ηsηr.

In Ref. [125], an analytically calculated upper limit for the total efficiency in the case of
storage followed by backward retrieval is given as

ηbw
tot ≈ 1 − 5.8

dopt
, (3.116)

which is said to be valid as dopt → ∞. ηbw
tot is higher than the achievable ηfw

tot of storage
followed by forward retrieval. This stems from the fact that for optimal backward
retrieval, storage and retrieval are each separately optimal. Moreover, in forward
retrieval it is more problematic to minimise propagation and the associated losses,
since the whole excitation has to propagate through the entire medium before being
read out. This is generally not the case for backward retrieval, as, at least for EIT
conditions, the spinwave tends to build up rather at the beginning of the cell (see
Ch. 4, Fig. 4.30 (a3)). This equation yields a theoretical maximal limit for the experi-
mentally achievable efficiency of an EIT-like memory, given the optical depth of the system.

3.3.1 Control pulse optimisation

The main results of the analytical treatment presented in Ref. [123] and extended in
the subsequent series of works [124, 125, 240, 241], is that there is a certain degree of
equivalence between several different photon storage protocols, and that, provided there
exists a sufficient degree of control over the shape of the incoming photon wave packet
and over the used classical control pulse, all considered types of protocols yield the same
achievable efficiency, which is only dependent of the optical depth dopt of the system.
In Refs. [124, 125], general results of efficiency optimisation are presented in certain
physical limits, such as the adiabatic and the fast limits, where exact analytical solutions
exist. However, it is necessary to have methods for solving the above presented problem
in previously inaccessible regimes. These methods fall into the category of optimal
control problems, for which powerful numerical optimisation methods are available. In
Ref. [241], exactly these methods are applied to the problem of photon storage in atomic
media. This subsection follows the discussion presented there. In many experiments, the
attainable optical depths are low (dopt ∼ 10) as a result of experimental imperfections

97



comprising competing effects such as FWM, inhomogeneous broadening of the lines, or
spatially varying light shifts, among others [241, 328]. Therefore, the obtained efficiencies
are not very high (≪ 50%) and thus, optimisation of the storage and retrieval processes
becomes relevant. This optimisation can be performed in many different ways. The
chosen method in the theoretical analysis is a numerical iterative method with respect to
a set of control parameters, which are updated to yield a higher photon storage efficiency
at each iteration. The concrete technique used is a simple gradient ascent method. The
optimisation is performed with respect to the storage control field, although retrieval
optimisation or input-signal-field optimisation are also possible, and are treated as well in
the mentioned references.

The case of resonant photon storage in a homogeneously broadened atomic ensemble with
negligible spinwave decay γs is chosen as a starting point. In a free-space case (as opposed
to the cavity models also discussed in [124, 241]), there is access to different spinwave
modes, thus turning the retrieval efficiency dependent on how storage is performed.
Therefore, storage optimisation alone will not necessarily be sufficient, as will be discussed
below.
Starting from the equations of motion (3.110) - (3.112) and assuming the incoming signal
and control fields are real, one obtains

∂z̃E(z̃, t̃) = i
√
doptP (z̃, t̃), (3.117)

∂t̃P (z̃, t̃) = −(1 + i∆̃)P (z̃, t̃) + i
√
doptE(z̃, t̃) + iΩ̃(t̃)S(z̃, t̃), (3.118)

∂t̃S(z̃, t̃) = iΩ̃(t̃)P (z̃, t̃), (3.119)

with initial boundary conditions

E(0, t̃) = Ein(t̃), (3.120)

P (z̃, 0) = 0, (3.121)

S(z̃, 0) = 0. (3.122)

Again, the equations are written in dimensionless variables, time and Rabi frequency are
rescaled by γe, as Ω̃ = Ω/γe and t̃ = γet, and the position is rescaled by the length of
the ensemble z̃ = z/L. Furthermore, the input mode Ein(t̃) satisfies the normalisation
constraint

∫ T̃
0 dt̃ |Ein(t̃)|2 = 1.

The goal is to maximise the storage efficiency ηs in Eq. (3.114) with respect to Ω̃(t̃).
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Since this optimisation is constrained by the equations of motion (3.117) - (3.119), Lagrange
multipliers Ē(z̃, t̃), P̄ (z̃, t̃), and S̄(z̃, t̃) are introduced to ensure that these equations are
fulfilled. Thus, the problem converts into an unconstrained maximisation of

J =
∫ 1

0
dz̃ S(z̃, T̃ )S∗(z̃, T̃ )

+
∫ T

0
dt̃

∫ 1

0
dz̃ {Ē∗[−∂z̃E + i

√
doptP ] + c.c}

+
∫ T

0
dt̃

∫ 1

0
dz̃ {P̄ ∗[−(∂t̃ + 1 + i∆̃)P + iΩ̃(t̃)S + i

√
doptE ] + c.c.}

+
∫ T

0
dt̃

∫ 1

0
dz̃ {S̄∗[−∂t̃S + iΩ̃(t̃)P ] + c.c}, (3.123)

where the time and space dependence has been dropped for conciseness.
Finding the optimum requires that J is stationary with respect to any variation in E , P ,
S and Ω. This requires the Lagrange multipliers to satisfy the equations of motion. These
adjoint equations for the Lagrange multipliers are then given as

∂z̃Ē(z̃, t̃) = i
√
doptP̄ (z̃, t̃), (3.124)

∂t̃P̄ (z̃, t̃) = (1 + i∆̃)P̄ (z̃, t̃) + i
√
doptĒ(z̃, t̃) + iΩ̃(t̃)S̄(z̃, t̃), (3.125)

∂t̃S̄(z̃, t̃) = iΩ̃(t̃)P̄ (z̃, t̃), (3.126)

with initial boundary conditions

Ē(1, t̃) = 0, (3.127)

P̄ (z̃, T̃ ) = 0, (3.128)

S̄(z̃, T̃ ) = S(z̃, T̃ ). (3.129)

These equations describe the process of backward retrieval and provide a mathematical
connection between time reversal and optimality. In order to move up along the gradient,
the control field should be optimised as

Ω̃(t̃) → Ω̃(t̃) − 1
λ

∫ 1

0
dz̃ Im[S̄∗(z̃, t̃)P (z̃, t̃) − P̄ (z̃, t̃)S∗(z̃, t̃)]. (3.130)

It is discussed in Ref. [125], that in the case of forward retrieval, which is the one we focus
on in this thesis, the control field that maximises the storage efficiency does not generally
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maximise the total efficiency of storage followed by retrieval. Thus, in order to maximise
the total efficiency of storage followed by retrieval with respect to the storage control field,
the following approach has to be taken.
We suppose the control pulse consists of a storage control pulse at time t̃ ∈ [0, T ] and a
retrieval control pulse at time t̃ ∈ [Tr, Tf ], where Tr stands for the retrieval time and Tf

stands for the final time. The optimisation is performed with respect to the storage control
pulse given the retrieval pulse and the incoming input mode. It is noted in Ref. [241] that
for sufficiently strong retrieval control pulses, the total efficiency is independent of the
retrieval control pulse. Therefore, the optimisation with respect to the retrieval pulse
can generally be ignored. For the different times 0 < T ≤ Tr < Tf holds, and the time
interval [T, Tr] corresponds to the storage time in the memory which starts when the
storage process is finished and ends when the retrieval process begins.
Suppose storage is described by Eqs. (3.117) - (3.122) on t̃ ∈ [0, T ]. Then, forward retrieval
(which follows after the storage time interval [T, Tr]) is described by the same equations
(3.117) - (3.119) but on the time interval t̃ ∈ [Tr, Tf ] with initial and boundary conditions

E(0, t̃) = 0, (3.131)

P (z̃, T̃r) = 0, (3.132)

S(z̃, T̃r) = S(z̃, T̃ ), (3.133)

with T̃r = γeTr and T̃f = γeTf . For Eq. (3.132) it is assumed that the polarisation has
sufficient time to decay before the retrieval process begins, and Eq. (3.133) assumes that
the spinwave decay is negligible during storage time.
The goal is to maximise the total efficiency of storage followed by forward retrieval,

ηtot =
∫ T̃f

T̃r

dt̃|E(1, t̃)|2, (3.134)

with respect to the storage control field. Constructing J and taking the corresponding
variations, as before, one obtains the initial and boundary conditions for the Lagrange
multipliers

Ē(1, t̃) = E(1, t̃) for t̃ ∈ [T̃r, T̃f ], (3.135)

P̄ (z̃, T̃f ) = 0, (3.136)

S̄(z̃, T̃f ) = 0, (3.137)
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and

Ē(1, t̃) = 0 for t̃ ∈ [0, T̃ ], (3.138)

P̄ (z̃, T̃ ) = 0, (3.139)

S̄(z̃, T̃ ) = S̄(z̃, T̃r). (3.140)

When taking the variational derivative of J with respect to Ω̃(t̃), one finds that the
update corresponds exactly to the update for the storage optimisation alone, and
can be performed using Eq. (3.130). The extension of the former problem to include
backward instead of forward retrieval, complex Ω and Ein, nonzero γs, and inhomogeneous
broadening (see Ref. [240]) is, in Gorshkov’s words, trivial1.

3.4 Noise in atomic vapour memories

In quantum storage the preservation of the fidelity of the stored state by the memory
device is fundamental. Thus, any spurious noise photons which are added to the retrieved
signal in the storage and retrieval processes pose a significant problem.
There exist various different noise sources in warm vapour memories, which will be
described in detail in this section. The first type of noise that will be considered is
what we call technical noise. In Raman and EIT Λ-memories it is of high importance
to be able to filter out the strong control field from the readout signal. For this, three
different filtering procedures can be employed, namely polarisation, spatial, and spectral
filtering. As a rough estimation, if we take the Cs D1 line and use the |F = 3⟩ → |F ′ = 3⟩
transition with a frequency of ωs = 2π · 335.120563 THz as the signal transition and the
|F = 4⟩ → |F ′ = 3⟩ transition with a frequency of ωc = 2π · 335.111370 THz as the control
transition, a signal photon has an approximate energy of E = ℏωs = 2.221 · 10−19 J·s
[288]. Assuming a signal pulse width of ∆ts = 50 ns FWHM, the resulting power of a
signal photon amounts to 4.44 · 10−12 W∼ 10 pW. Typical control pulse powers for these
experiments lie between PC ∈ [10 mW − 100 mW]. Thus, between 9 and 10 orders of
magnitude control-field suppression (or higher) are necessary to filter out a single photon
from the strong control field.
In Λ-type memories, signal and control fields are typically orthogonally polarised, such
that polarising beam splitters (PBS) or more elaborate polarising optics such as Wollaston

1As a reminder to the reader, when a scientist says something is trivial, it almost always turns out to be
exactly the opposite.
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or calcite prisms can be used in order to separate the beams. Attenuations of 70 − 80 dB
can be achieved in this manner.
A second option is to make use of spatial filtering, meaning introducing a small angle θ
between the signal and control beams. This works very well in ladder schemes, where
signal and control are counterpropagating. However, this turns out to be problematic
in warm vapour memories using a Λ-scheme, as it causes perturbations on the phase of
the spinwave, leading to fluctuations and decoherence, and thus reducing the storage
time of the memory [119]. The lifetime of this dephasing process can be estimated
from the time it takes the atoms in the vapour to cross 1

2π of the wavelength λ of the
spinwave (see Eq. (2.1)). This yields a lifetime of τD ∼ (λ/2πvz), where vz =

√
kBT/m

is the average thermal speed of the atoms in z-direction. The spinwave wavelength
λ = (2π/∆k) is related to the wavevector mismatch between signal and control given by
|∆k⃗| = |⃗kC − k⃗S | ≃ kC sin(θ). For small angles of the order of 1◦, the resulting dephasing
times lie in the order of µs. Therefore, this becomes a dominant decoherence mechanism
in such memories. This is not the case in cold atomic vapours, where the average atomic
velocities are much smaller. Furthermore, in EIT memories there is also an angular
dependence of the width (and depth) of the EIT window [329], which could also lead to
worse performance of the memory, with respect to, e.g., efficiency.
Finally, spectral filtering is normally done by stacking several Fabry-Pérot etalons one
after the other and making use of the frequency difference between signal and control
light (∼ 9.2 GHz in Cs) in order to filter out the noise. Typical suppressions of 20 − 30 dB
per etalon can be achieved in this manner.
Another possible source of technical noise is given by broadband amplified spontaneous
emission (ASE), resulting from the amplification of the control pulses using either tapered
amplifiers (TAs) or semiconductor optical amplifiers (SOAs). Most frequency bands of
this type of noise are filtered out as explained before, unless they have the same frequency
as the signal field, which may become a problem.

However, much more interesting, and hence problematic than technical noise, are noise
photons resulting from atomic processes induced by the control field. Some of these
photons produced in linear and non-linear optical processes lie at the control frequency
and can be filtered out spectrally as before, but some of them share the same frequency as
the signal and are thus harder to distinguish from the readout signal photons. The three
possible noise sources of this type are fluorescence noise, sometimes also called collisional
fluorescence, spontaneous Raman scattering (SRS), and four-wave mixing (FWM). They
will each be discussed in more detail below. The discussion follows Refs. [114, 178].
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Figure 3.6: Noise mechanisms in atomic vapour memories. (a) Fluorescence noise,
(b) Spontaneous Raman scattering (SRS). (c) Four-wave mixing (FWM).

3.4.1 Fluorescence noise

In resonant and near-resonant schemes, the control pulse may excite atoms from |g⟩ up
to the excited state |e⟩ (F ′ = 3), and possibly also to the F ′ = 4 excited state, either
directly or obtaining the remaining energy (∝ γcol) from collisions of the Cs atoms with
buffer gas atoms such as N2. The atoms will then spontaneously decay from the excited
state while emitting a photon. As we are dealing with warm vapours, the lineshape
is Doppler- and pressure broadened, and has a total width of γe,tot ≈ 400 MHz. This
means, that the emitted photon can be shifted in frequency due to velocity changes or
collisions, and thus equal the signal frequency. This is shown in Fig. 3.6 (a). In order to
eliminate fluorescence noise, larger detunings ∆ of both the signal and control fields are
necessary. However, large detunings reduce the control field coupling and thus require
stronger control field powers to maintain memory performance. This in turn can lead
to the magnification of further noise sources discussed in the following. Conversely, in
cold atomic vapours, already small detunings will be enough to mitigate fluorescence
noise. The theoretical modelling of such processes has already been introduced in
the discussion about lifetime-limiting mechanisms (Sec. 3.2.3), and is generally added
phenomenologically to the equations of motion via the decay rates.

3.4.2 Spontaneous Raman scattering

In the Λ-scheme, generally both states |g⟩ and |s⟩ belong to the hyperfine ground-state
manifold. The ground-state splitting in the alkalis is of the order of ωsg ≲ 10 GHz. The
thermal population ratio of the two states at a given temperature T is proportional
to the Boltzmann factor, given as e−ℏωsg/kBT . Therefore, at room temperature where
ℏωsg ≪ kBT , if no preparation of the sample (optical pumping) is performed beforehand,
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the atomic population will be distributed practically equally between both ground states,
taking into account their Zeeman degeneracy. In order to change this fact, small Boltzmann
factors are desirable, which can be attained either by using atoms with a large ground-
state hyperfine splitting ωsg, or by drastically reducing the temperature, as is done in
(ultra)-cold atomic samples. If the storage state |s⟩ is not fully empty at the time of
storage, the control pulse can spontaneously excite an atom via Raman scattering, creating
an anti-Stokes (AS) noise photon at the signal frequency in our configuration (where |s⟩
lies higher in energy compared to |g⟩), as is depicted in Fig. 3.6 (b). This photon will
have the same polarisation and temporal shape as the signal photons and will thus be
indistinguishable from them. In order to mitigate this process, optimal preparation of the
sample via optical pumping is essential. Either the control laser or an extra pumping laser
(counterpropagating to signal and control) is used before the storage process in order to
pump the atoms out of state |s⟩ into |e⟩, from where they can spontaneously decay into
the ground states. If the pump laser illuminates the sample long enough, the state |s⟩
will be almost fully depleted, depending on the attainable pumping efficiency [177]. The
dependence of SRS on control pulse energy is linear. However, the behaviour of SRS as a
function of detuning is more complex and will be analysed in detail in Chapter 4. From
a theoretical analysis, the Raman coupling strength can be derived [178]. Integrating
the squared Rabi frequency in time, one obtains an expression for the pulse energy of a
beam with area πw2

0, where w0 is again the 1/e2 beam waist, and ∆tc is the FWHM pulse
duration, given as (in units of ℏ)

W =
∫ ∞

−∞
|Ωc(τ)|2dτ ≈ |Ωc|2 · ∆tc. (3.141)

With this, we can now define the Raman coupling constant (here for the AS case) as

CAS =
√
Wdoptγe

∆2
AS + γ2

e

. (3.142)

The inclusion of the spontaneous Raman process into the equations of motion is not
explicitly necessary, as it has the same form as the retrieval process [178].

3.4.3 Four-wave mixing

Four-wave mixing (FWM) consists of a double Raman scattering process induced (twice)
by the control field. It is a third-order nonlinear process (∝ χ(3)) and scales quadratically
with control pulse energy. In more detail, a photon from the control pulse can off-resonantly
excite an atom in |g⟩ via a virtual state into |s⟩, while emitting a Stokes (S) photon. A
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second photon from the control pulse (either used for storage or retrieval) will then scatter
from the atom in |s⟩, producing an AS photon. In the chosen Λ-configuration used here,
and if the memory is operated red-detuned from the excited state |e⟩, the first part of the
FWM process happens at a detuning ∆S = ∆ + ωsg (see Fig. 3.6 (c)). If ∆ ≲ ωsg, then
the SRS contribution is stronger than the FWM contribution and the latter is suppressed.
Conversely, if ∆ ≫ ωsg, as is the case in far-detuned Raman memories (see Ch. 2), the
FWM process has a large coupling strength and can become a very detrimental noise
source. In this case, more elaborate tricks have to be used in order to reduce this type of
noise, such as exploiting the magnetic Zeeman levels for tailoring the Λ-system, so that
FWM will be forbidden by selection rules [185, 330, 331]; or putting the memory inside an
optical cavity [190, 332]. In order to minimise FWM it is theoretically beneficial to have
a large ground-state splitting and to operate as close to resonance as possible without
increasing fluorescence noise. In order to determine the rate of SRS noise to FWM noise
we can calculate the ratio between the coupling strengths as

RSRS/FWM = CAS
CS

=

√
W doptγe

∆2
AS+γ2

e√
W doptγe

∆2
S+γ2

e

=
√

(∆ + ωsg)2 + γ2
e

∆2 + γ2
e

. (3.143)

FWM is theoretically modelled by adding another term to the equations of motion,
representing the S optical mode, since the AS channel is already included (as explained
above). The shape of the equations can be motivated from symmetry conditions. This is
derived in great detail in Ref. [178], where we refer the interested reader.
We have stated before that FWM is only a problem in far off-resonant Raman memories,
but this is not the whole story. As we have noted in the theoretical description of atomic
Λ-memories (Sec. 3.3), efficient storage in atomic vapours requires high optical depths. It
has been shown that at high OD’s the FWM process can dominate over EIT, even on
resonance [94, 333, 334], thus leading to what is known as FWM gain, which means that
the FWM noise starts to increase exponentially with the optical depth. This effect is
detrimental for quantum memories as it drastically reduces the fidelity of the retrieved
photons [335]. In Ref. [179] it is shown that if 2dopt > 25, experimental efficiencies start
to decrease compared to theoretical values, and FWM is determined to be a possible
reason for this effect. In Ref. [336], a combined EIT-FWM model is developed, with the
help of which the authors show that FWM starts to become a problem at high optical
depths, and thus explain their former observations of efficiency saturation and decrease in
this regime. Moreover, in Ref. [335] a general limit to the optical depth from which FWM
begins to be become detrimental (noise grows exponentially) is given as 2dopt >

2∆|Ω′|
γe|Ω| ,

where Ω′ is the Rabi frequency of the control coupling to the |g⟩ → |e⟩ transition.
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3.5 Spectral filtering

The spectral filtering of the different noise sources presented in Sec. 3.4 and of the
remaining control noise is achieved by using a series of etalons or Fabry-Pérot cavities.
This allows to isolate the single-photon-level signal from the large background, when it
differs in frequency. The working principle of such a filter is that an incoming light beam
is reflected back and forth between the surfaces and only constructively interfering beams
can exit the cavity. This is schematically shown in Fig. 3.7.

Figure 3.7: Working principle of an etalon (Fabry-Pérot interferometer) with a
thickness d, refractive index n and reflectivity of the plane-parallel surfaces R.
The incoming beam is reflected several times at the surface and the resulting
beams constructively interfere.

The transmission of the etalon as a function of the frequency dependent phase shift δ,
attained by the light beam in each round trip, is [337]

T =
(

T

1 −R

)2 1
1 + 4R

(1−R)2 sin2(δ/2)
, (3.144)

where T,R are the transmission and reflection of the mirror surfaces, respectively. The
phase shift can be determined as [338]

δ = 4πnd
λ

cos(θ), (3.145)
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where λ is the wavelength of the incident light and θ is the angle of the light beam inside
the resonator. The quality of an etalon is given by its finesse F , defined as

F = π
√
R

(1 −R) . (3.146)

This definition holds in the ideal case, where disturbing factors such as surface defects
leading to cavity losses, or incorrect mode-matching may be neglected. The mode-matching
quality depends on the correct alignment of beam and cavity and can be experimentally
optimised.
The spacing in optical frequency (or wavelength) between two successive transmitted
maxima of the etalon, the free spectral range, is given as

FSR = c

2nd. (3.147)

The finesse and the FSR are related through the (FWHM) linewidth of the transmitted
maxima ∆f as

∆f = FSR
F

. (3.148)

Eq. (3.148) implies that for broadband noise reduction, such as the ASE mentioned above,
one obtains a reduction by a factor F , as only a fraction ∆f of the spectral range is
transmitted through the etalon.
Transmission frequency tuning of the cavity is achieved via temperature tuning. Tempera-
ture changes affect both the cavity length or thickness d, and the refractive index n. The
frequency shift is given by [337]

df

dT
≈ −

[
β + 1

n

∂n

∂T

]
f, (3.149)

where β is the thermal expansion coefficient of the material, and ∂n
∂T can be obtained from

the Sellmeyer equations. This change of the refractive index with temperature is often
neglected, as it can be assumed to be generally small when compared to the thermal
expansion. In materials such as SiO2 (and for limited temperature tuning ranges as the
ones we are interested in), the resonance frequency shift with temperature can therefore
be assumed to behave linearly (see Ch. 4).
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4 The Hyperfine Λ-Memory

“I was taught that the way of progress
is neither swift nor easy.”

Marie Sk lodowska-Curie

This chapter is mainly based on Ref. [1]:
L. Esguerra, L. Meßner, E. Robertson, N. V. Ewald, M. Gündoğan, and J. Wolters,
Optimization and readout-noise analysis of a warm-vapor electromagnetically-induced-
transparency memory on the Cs D1 line. Phys. Rev. A, 107, 042607, 2023.

It describes the first implementation of the hyperfine memory experiment, which was
the basis for many more experiments to come in the lab. When I started the PhD in
September 2019, the lab consisted only of a small breadboard in a corner of an old storage
room in the cellar, full of old equipment (see Fig. 4.1), which has developed into an ‘almost’
modern IKEA-lab, as I like to call it, due to its DIY nature. We started building the setup
around January 2020, just after getting the first two optical tables, some months before
the corona pandemic hit. Here ‘we’ refers to Leon Meßner, Janik Wolters, and yours truly.
Although probably not reflected in the text, the construction of the setup was a slow
process full of trials and many, many errors. After 3 months of locked labs due to the
pandemic, we were able to return and continue building. In September 2020, Elizabeth
(Lizzy) Robertson joined the team and also helped further developing the experiments,
especially in the automation process, by writing a lot of the code that now runs the
experiment. The setup has changed and been improved many times over the last four
years, and I will try to comment on these improvements in every subsection.
As stated in Chapter 2, many implementations of quantum memories on different
platforms exploit the advantages of the latter with respect to certain figures of merit, in
which the given platform excels. At the time of conducting the first measuring campaign
in June 2021, and writing the paper in the subsequent months, there had been, to the
best of our knowledge, no realisation of a room temperature quantum memory in the
literature that had focussed on optimising several figures of merit simultaneously. We
therefore set this as the goal of that first measuring campaign, and focussed on optimising
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Figure 4.1: (a) Photo of the setup from December 2019, before we had optical
tables. With this little ‘student laboratory’ we achieved our first storage of
macroscopic coherent pulses (purple trace, second peak shows retrieval of a stored
pulse in the memory) on December 2nd 2019, as shown in (b).

the end-to-end efficiency ηe2e and the signal-to-noise ratio (SNR) of the memory, as these
are key parameters especially for applications in quantum communication.
In the midst of the review process of the manuscript, we decided to remeasure some
data again, specifically for the noise analysis section of the manuscript. This led to a
second round of measurements of the memory experiment, which focussed not on the
measurements of efficiency and SNR as before, but on the noise behaviour of the system.
These measurements were carried out from July to November 2022. At this point, some
parts of the experimental setup had been modified and improved. The modifications to
each part will be noted in each section.

4.1 Experimental scheme and implementation

The scheme to realise a warm atomic quantum memory based on EIT was inspired on
the experiment conducted in Basel by Janik Wolters et al. [136]. This experiment was
conducted using rubidium. Alkali metal atoms, like Rb, are ideal systems to implement
these types of memories, due to their hydrogen-like structure with one optically addressable
electron in the outermost shell. This allows for a simpler theoretical description and thus
easier prediction of their experimental behaviour. For our experiments, we decided to
change the atomic species to another alkali atom, caesium. This choice was motivated
by various factors. First, Cs is the heaviest stable alkali atom and has only one stable
isotope. In a thermal environment it is therefore the slowest, resulting in less Doppler
broadening of the transitions. Since atomic diffusion out of the interaction region with the
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Figure 4.2: Three-level Λ-system with signal (control) laser frequency red-detuned
by ∆ from the respective hyperfine transitions of the Cs D1 line. A pump laser
initially prepares the atoms in the F = 3 ground state (|g⟩). Both ground states
|g⟩ and |s⟩ are naturally long-lived.

light is one of the primary decoherence mechanisms in warm vapour memories (see Ch. 3
and Ref. [177]), this fact becomes highly relevant. Second, Cs offers a higher possible
storage bandwidth, due to a larger ground-state hyperfine splitting, as compared to,
e.g., rubidium or lithium. Comparatively, Cs also shows a larger excited-state hyperfine
splitting, which reduces the influence of the additional, parasitic excited state F ′ = 4.
Third, it has a longer D1 wavelength, which results in less absorption in optical fibres
compared to, i.e., the Rb D1 line. A further benefit of Cs is its high vapour pressure,
which allows to achieve high atomic number densities, and therefore high optical depths
at moderate temperatures.
Let us turn, as a reminder, to the atomic structure of Cs. The D1 line at 894 nm is the
collection of hyperfine transitions into which the fine structure transition 62S1/2 → 62P1/2

is split. The levels split into two ground states with F = 3 and F = 4, split by 9.193 GHz,
and two excited hyperfine states with F ′ = 3 and F ′ = 4, split by 1.168 GHz, respectively.
This is depicted in Fig. 4.2. The transition between the two ground states is dipole
forbidden and therefore long-lived. Thus, the higher-lying ground state (F = 4) can be
used as the storage state |s⟩ in a Λ-system, while the lower state acts as the ground
state |g⟩ of the memory. To our knowledge, this was the first realisation of a warm
single-photon-level memory in caesium on this transition, although there exist realisations
using cold atoms, e.g., Ref. [205].

The Λ-system used for EIT in this scheme, represented in Fig. 4.2, results from coupling
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the memory ground state |g⟩ and the common excited state |e⟩, in this case the lower
excited state F ′ = 3, by the signal laser, which corresponds to the light that is going
to be stored in the memory. The control laser, which will mediate the storage process,
couples the storage state |s⟩ and the same excited state |e⟩. In order to minimise the
influence of the remaining excited state with F ′ = 4, both signal and control lasers are
here red-detuned by a varying detuning ∆ from resonance of their respective transitions.
Furthermore, as in Λ-EIT both lasers are co-propagating, they must be orthogonally
polarised, in order to be able to filter the strong control laser out of the transmitted
signal path.
A pump laser is tuned to the F = 4 → F ′ = 4 transition for state preparation in the
|g⟩ state. This laser will pump the majority of the atoms out of the storage state
|s⟩. The chosen transition yields a higher pumping efficiency when compared to the
F = 4 → F ′ = 3 transition, due to a larger coupling. However, for F = 4 → F ′ = 4,
the mF = 0 → m′

F = 0 transition will not couple to the pump laser. This fact will be
described in more detail below.

The hyperfine levels are degenerate in absence of external magnetic fields, which
will be the assumption for the hyperfine memory scheme. For completeness, it is
nevertheless important to note that each of the hyperfine levels splits into 2F + 1
magnetic Zeeman sublevels in the presence of such a field. Due to optical selection
rules, even though the states are degenerate in absence of an external magnetic field
B, there are some forbidden transitions in the manifold, which do not contribute
to the calculated matrix elements (see Eq. 3.18 in Chapter 3.). An example of this
would be the mF = 0 → m′

F = 0 element of the F = 3 → F ′ = 3 transition, which
is not allowed as ∆F = 0 and ∆mF = 0 holds simultaneously, as is the case for the
pump laser. These selection rules determine the optimal choice of the signal and
control transitions to be the F = 3 → F ′ = 3 and F = 4 → F ′ = 3, respectively,
as other Λ-systems would lead to residual parasitic absorption due to incomplete
coupling of the control field, and therefore to incomplete EIT. Since the control laser
is much stronger than the signal laser, the former will define the quantisation axis.
Therefore, the linearly-polarised control field couples to π-transitions and the linear
polarisation of the weaker signal laser can be assumed to drive a sum of σ++σ− transitions.
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Figure 4.3: Sketch of the whole experimental setup consisting of A: laser systems,
spectroscopy, and offset lock; B: pulse generation and amplification, and filtering
of the control pulses; C: attenuation to single-photon level and monitoring
stage; D: memory part with pump laser setup and polarisation filtering; and
E: spectral filtering and detection stage. λ/2, λ/4: waveplates; AFG: arbitrary
function generator; AOM: acousto-optical modulator; APD: avalanche photodiode;
ASE: amplified spontaneous emission; CP: calcite prism; Cs: Caesium-filled
vapour cell; EOM: electro-optic modulator; MEM: memory; MON: monitor;
ND: neutral density attenuation filters; NPBS: non-polarising beam splitter; OI:
optical (Faraday) isolator; PBS: polarising beam splitter; PD: photodiode; SOA:
semiconductor optical amplifier; SPL: single-photon level. Several waveplates
and mirrors have been omitted for clarity. Fibre collimators and mirrors are
not labelled for simplicity. Straight lines represent free-space propagation, while
curved lines represent optical fibres. All fibres are single mode and polarisation
maintaining (PM).

4.2 Experimental setup

The complete, recursively built, experimental setup is depicted in Figure 4.3. It can be
divided into multiple functional segments that are then combined in order to perform the
memory experiments described in this chapter. The different segments will be shortly
described here and in more detail in the following subsections. These are A: the laser
system, consisting of the signal and control lasers, the spectroscopy used to find the
necessary transitions, and the offset lock implemented to keep the frequency difference
between the lasers at the correct value, corresponding to the hyperfine splitting of the
ground state hyperfine levels. This is essential for the storage protocol to work in a stable
manner. Part B contains the pulse generation via EOMs for both lasers, controlled by
an arbitrary function generator (AFG). This part further contains the amplification of
the control pulses via a semiconductor optical amplifier (SOA), and the filtering of the
amplified spontaneous emission (ASE) by means of an etalon. Part C consists of the signal
attenuation and the calibration to single-photon-level (SPL) via the monitor signal on the
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APD, and further the EOM bias level calibration on the photodiode. Part D consists of
the actual memory cell, the pump laser and its pulsing via an AOM, and the first part
of the filtering, by means of polarisation. Finally, part E contains the spectral filtering
system and the detection. A photo of the experiment from June 2021 can be seen in Fig. 4.4.

Figure 4.4: Photo of the full setup from June 2021, at the time of the first iteration
of the experiment. It fills the complete optical table as it is not optimised with
regards to compactness. The control electronics are divided among the the two
racks on the side. Further improvements have been iteratively added over the
years.

4.2.1 Laser systems and offset lock

Lasers

All of the lasers used in this first generation memory experiment were self-assembled from
components, mostly by Leon Meßner, at the time a master student, now PhD student in
the group. They consist of Sacher Lasertechnik 895 nm ECDL 14 pin butterfly lasers,
Koheron DRV200-A-200 diode drivers, Meerstetter TEC-1091 temperature controllers
(TEC), Qioptiq FI-930-5SC optical isolators, custom printed circuit boards (PCB) and
machined parts. The frequency of these self-assembled lasers can be controlled via RF
modulation. For detailed information about the design of these laser sources I refer to
Leon’s Master’s Thesis [12]. Both lasers are connected to Red Pitaya (RP) STEMLab
125-14 field programmable gate arrays (FPGAs), which act as function generators for the
modulation of the laser frequency, as oscilloscopes, in order to look at the spectroscopy,
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and are also used to stabilise the lasers. These have maximal optical output powers in the
range of 50 − 80 mW, and can be tuned in a mode-hop-free frequency range of about
4 − 8 GHz. They are driven with voltages of V ∼ 2.5 − 3.5 V, depending on the specific
laser, and their scanning behaviour (via current modulation with the RP) corresponds to
∼ 2.5 MHz

V . In order to tune the lasers and set them at the correct frequency, Doppler-free
spectroscopy is performed on both of them (via frequency modulation of the laser’s with
the RP) on a single spectroscopy cell (see Fig. 4.3 A). The probe beam is detected by a
Thorlabs DET36A2 Si photodiode connected to the RP’s oscilloscope. This allows to
find the Cs D1 hyperfine transitions and set the correct laser frequencies with a certainty
proportional to the width of the Lamb dips of the corresponding transitions. For more
detail on Doppler-free spectroscopy, and how the correct current and temperature settings
for each laser are determined experimentally, I refer again to [12]. The drift of the
lasers amounts to ≈ 1 − 3 MHz in one minute, when not locked. This was estimated
from letting the lasers run free and monitoring the frequency drift for several hours. It
is naturally not the most exact measurement, as this drift depends on several factors,
such as the lab temperature, and the wavemeter stability, but it constitutes a fair
estimation. The pump laser is frequency-locked to the intended transition (discussed
below in Sec. 4.2.2) via Doppler-free spectroscopy, using active frequency stabilisation
with a proportional-integral-derivative (PID) controller with the Linien software [339]
on a RP. In the first implementation we did not have a stable wavemeter in the lab
and could therefore not monitor the laser frequencies accurately. This changed for the
second iteration, where we had acquired a High Finesse WS-7 wavemeter with an absolute
accuracy of ±60 MHz and a stability of ≈ 10 MHz.

Offset lock

For the EIT window to be as large as possible, the two-photon detuning should vanish as
δ = ∆s − ∆c = 0. This ensures efficient storage of the signal pulse inside this EIT window,
given the pulse has an appropriate spectral width. As the laser frequencies will drift
due to thermal fluctuations in the lab, and locking each laser to its transition frequency
was problematic, since we wanted to be able to change the detuning in a simple manner
and have stable detuned operation, we decided to implement an offset lock that would
maintain the frequency difference between the signal and control lasers constant, and
regulate for any changes.
The scheme used for this offset lock was inspired by Ref. [340] and makes use of the
frequency-dependent phase shift generated by a signal that propagates through a delay
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Figure 4.5: Schematic of the offset-lock setup. Ampl.: amplifier; delay: coaxial
cable; Det: fast photodetector; M1-3: mirrors, Mix.: mixer; NPBS: non-polarising
beam splitter; Osci.: oscilloscope; RF Gen.: radio frequency generator; Split.:
splitter; RP: red pitaya.

line consisting of coaxial cable. This allows to control frequency differences in the radio
frequency range, specifically the ∼ 9.2 GHz difference, corresponding to the ground state
energy splitting of Cs, intended in this experiment.
For the generation of the error signal for stabilisation, small fractions O(1 mW) of the
output of both lasers are superimposed on a non-polarising beam splitter (NPBS), such
that they show the same polarisation, and coupled into a single mode fibre, connected
to a fast photodetector (EOT InGaAS ET-350FEXT) with a large enough bandwidth
to detect frequencies in the order of 10 GHz. As the beam sizes of both lasers are not
equal at the position of the coupler, and we need both beams to couple in with an
acceptable efficiency, the mode matching is not ideal, and only O(100µW) of each laser
reaches the photodetector. The measured signal is then mixed with a radio frequency of
fFG = 8.836 GHz at −3 dBm generated by an RF generator (Rohde und Schwarz SMA100B
HF). Subsequently, the difference signal of 357 MHz is amplified by 35 dB and sent through
a splitter to divide the signal into a part going to an oscilloscope that measures the power
spectrum of the beat note (via fast Fourier transform (FFT) in Math mode), and a second
part which is then amplified again by 35 dB. This signal is split further into one part going
through a 2 m coaxial cable delay line, and later mixed again with the remaining part of
the signal. This beat note is then detected with a RP, where the zero crossings of the
signal provide the error signal for locking on the difference frequency. This configuration
yields a lock stable to < 1 MHz. A schematic of the locking setup is depicted in Fig. 4.5.
All the RF components are from Mini-Circuits. The frequency resolution is determined
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by the slope of the error signal at the locking point. A longer cable can enhance this
resolution but it reduces the achievable frequency locking range. The locking is performed
again on the Linien software [339]. For the frequency fOL = 357 MHz, on which the lock
should be executed it holds

fOL = ωsg

2π − ∆fS − fFG, (4.1)

where ωsg

2π = 9193 MHz is the hyperfine ground-state splitting, ∆fS (if present) is a small
deviation from the exact hyperfine splitting caused by the AC-Stark shift induced by the
control laser, and fFG = 8836 MHz is the generated RF frequency for the mixing. This
last value was changed slightly during the experiment to optimise the storage trace and
thus ∆fS varied accordingly.
On later runs of the experiment the offset lock was modified due to stability reasons and
the second amplification was removed, while the delay cable was changed to a 5 m one.
As will be explained later, the pulsing device for the control laser was changed from an
electro-optic modulator (EOM) to an acousto-optic modulator (AOM). The calculation of
the locking frequency then changed to

fOL = ωsg

2π − ∆fS − fFG + ∆fAOM, (4.2)

where fOL = 1155 MHz is the new locking point, fFG = 8256 MHz is the generated RF
frequency at −1.1 dBm, and ∆fAOM = 196 MHz is the frequency shift generated by the
pulsing of the control laser with the AOM. The experimentally determined AC Stark
shift is now ∆fS = 22 MHz. The resulting power spectrum is depicted in Fig. 4.6. This
signal is obtained using the FFT function of the oscilloscope (Tektronix DPO5104B with
a bandwidth of 2 GHz) using a Hanning type window and a resolution bandwidth of
∆f = 36.0 kHz. This implies an integration window length of T = 1

∆f ≈ 30µs. Thus, the
oscilloscope bandwidth is large enough, and the resolution bandwidth small enough to
resolve the beat signal.

From the spectrum in Fig. 4.6, we can estimate the relative stability of the signal and
control lasers. Since they both possess the same type of diode from Sacher Lasertechnik
and the same driving electronics, we can assume they will have a similar linewidth, which
can be estimated from the relative value. Linearising the power spectrum, we obtain
the spectrum shown in Fig. 4.7. Since the linearised data shows a curious oscillatory
behaviour, it is not really possible to fit it properly. Therefore, we estimate its width
by plotting a Gaussian function with a similar width. The choice of a Gaussian is
related to the assumption that the noise processes present here are probably thermal

117



1.17 1.18 1.19 1.20 1.21 1.22
Frequency (GHz)

−1.4

−1.2

−1.0

−0.8
P
ow

er
sp
ec
tr
um

(d
B
)

×102

data

Figure 4.6: Power spectrum (dB) of the offset-lock signal measured on the
oscilloscope. Although the signal is relatively noisy, it suffices to lock on the
error signal.
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Figure 4.7: Linearised power spectrum of the offset-lock signal and estimated
Gaussian function with FWHM ≈ 600 kHz (no fit) superimposed to approximate
the width of the signal. A smaller width does not suffice to include the peak
points and all the oscillations at the base.
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or of similar type, which can be well described by a Gaussian distribution. From this
function, we can determine a relative frequency linewidth of ≈ 600 kHz. With the
assumption of both lasers behaving similarly, we obtain an approximate linewidth of
∆f = 600 kHz√

2 ≈ 420 kHz. Therefore, the resulting laser linewidth amounts to ∼ 420 kHz in
30µs, a timescale comparable to the length of our experimental sequences (see Sec. 4.2.3).
The manufacturer (Sacher Lasertechnik) states linewidths of < 100 kHz in 1 ms in the
general data sheet for this type of butterfly diodes. From the obtained linewidth, an
estimate of the coherence length of the laser Lc can be obtained as Lc = c

π∆f ≈ 190 m.

4.2.2 Optical pumping

Efficient and noise-free memory operation requires the atoms to be prepared in the correct
ground state |g⟩ before the memory interaction begins. As we are dealing with warm
systems close to thermal equilibrium, both ground states will be equally populated, as
can be seen from the calculated Boltzmann factor e−ℏωsg/kBT ≈ e−0.7/T ≈ 1 at T ∼ 330 K.
Consequently, the system needs to be prepared via optical pumping. We do this by applying
a linearly polarised laser field, that couples to the π transitions of the F = 4 → F ′ = 4
manifold. The choice of this specific transition was determined by comparison of the
resulting strength factors for the possible pumping transitions:

F = 4 → F ′ = 3 ∝ C2
43 · S33 = 7

36 · 1
4 = 7

144 (4.3)

F = 4 → F ′ = 4 ∝ C2
44 · S34 = 5

36 · 3
4 = 15

144 . (4.4)

The total factor is the product of the strength factors C2
F F ′ of the pumping transitions,

and the strength factors for resonance fluorescence SF F ′ of the respective excited state to
the |g⟩ (F = 3) ground state (see Ch. 3, Tables 3.3 and 3.4). Therefore, a pump laser
on the aforementioned transition, turned on and off using an AOM (see Sec. 4.2.3), is
used for state preparation. Its beam diameter is 540(5) µm FWHM at its focus at the
center of the memory cell, with a peak power of Ppump = 12.3 mW. For an estimation
of the lower bound for the total pumping time required to transfer all the population
from the storage state |s⟩ to the ground state |g⟩, the following assumptions are made,
following the treatment of Ref. [116]. Approximating the pumping volume from an area
of A = πr1/e2 , where r1/e2 is the 1/e2 beam radius, and a cell length of L = 7.5 cm,
we obtain a pumping volume of V ≈ 0.05 cm3. The calculated Cs atomic density at
T = 60°C is nCs ≈ 1012 1

cm3 . This gives a total number of atoms of N = 5 · 1010 in the
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pump interaction volume at this temperature. Assuming that in every pump cycle 50%
of the atoms are pumped out, and after M pumping cycles only one atom is left in the
|s⟩ state, yields M = 351. The lifetime of the Cs D1 line is τ ≈ 35 ns. This means the
lower bound for the total pumping time is on the order of tpump = Mτ = 1.2µs. This
estimation ignores all the atomic mechanisms decreasing pumping efficiency that were
described in Ch. 3. Thus, we chose a total pumping time of tpump,tot = 10µs.
The topic of optical pumping is rather complex in itself and fills review articles and
books [301, 302]. The theoretical calculation of required pump rates can be done using
a semiclassical model, as in Ref. [177]. We instead opted for a more phenomenological
determination of relevant pumping parameters. Three Bachelor theses have been
written about the topic in the group, by Jinglan Wu, Florian Günther, and David
Becker, the first and last under my supervision. Currently a fourth student, Paul Gölz,
is working on the Zeeman level pumping setup for the QToRX memory (see Ch. 5, Sec. 5.5).

For a determination of the pumping efficiency, we performed two different measurements.
As a first approximation, we pumped for tpump,tot = 10µs and let the system evolve freely
for ∼ 1.5 ms, while probing on the signal (F = 3 → F ′ = 3) transition with a weak laser.
Here it is important to note that the signal must be very weak, in order not to excite
the atoms back again. Because the laser transmission is given by the exponential of the
optical depth, which is proportional to the atomic number density as T = e−2dopt ∝ e−n,
we can estimate the pumping efficiency from the ratio of the logarithms of the maximal
transmission and the minimal transmission. At this configuration we obtain a pumping
efficiency estimate of

ηpump ≈
2dopt,F =3→F ′=3
2dopt,F =4→F ′=4

= 3.65
4.43 ≈ 82%. (4.5)

From this experiment2, we can determine an experimental value for the optical depth
of the signal transition (F = 3 → F ′ = 3) of 2dopt = 3.65, which can yield a point of
comparison with values calculated theoretically later on (see Table 4.3). However, a
systematic and more exact experimental determination of the OD should be performed
in order to obtain a more accurate value. As mentioned shortly in Sec. 4.1, there will
be some residual parasitic transmission of the pump laser, since the mF = 0 → m′

F = 0
transition is forbidden because of dipole selection rules. Considering that the hyperfine

1From 1 !=
(

1
2

)M · N .
2As this is to be taken as an approximation, I did not calculate corresponding experimental uncertainties.

The second measurement of the pumping efficiency, this time at SPL, was taken as the more accurate
one, for which experimental (fit) errors were determined.
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states (F = 4 and F ′ = 4) each have 9 magnetic sublevels, a rough estimation yields that
1
9 of the atoms will not be addressed by the pump laser. This translates to a reduction
of the pumping efficiency of ∼ 11%, meaning that the maximally achievable pumping
efficiency amounts to ∼ 89%. In this case, the above calculated estimate of the pumping
efficiency can be considered satisfactory, but still leaves room for improvement. From this
measurement, we further obtained an estimate of a 1/e lifetime of the hyperfine state |g⟩
after pumping of τT = 240µs (T as it is determined from the transmission, see Fig. 4.8).
This estimation is however not very accurate, as it stems from the transmission curve and
not from a measurement of the decay of the optical depth, which is proportional to the
atomic population in a specific state. Moreover, this measurement was performed with
the cell heaters on, which was problematic, as will be explained later in Sec. 4.2.4.
Since we wanted to better understand the lifetime-limiting mechanisms in our memory,
we decided to pursue more detailed investigations on this topic with the help of motivated
Bachelor students. First investigations on the pumping lifetime of the hyperfine transitions
by Jinglan Wu resulted in lifetimes on the order of τ̄OD = 1 ms (this time determined from
the optical depth decay curves) [9]. Building on this work, David Becker then determined
a maximal D1 pumping lifetime τ̄OD = 0.8 ms of the F = 4 → F ′ = 4 transition at
T ≈ 60°C (see Fig. A.3 (b) in the Appendix and Ref. [10]). His investigations also show
that spurious absorption resulting form forbidden transitions due to selection rules (as
discussed earlier) are visible in the obtained absorption spectra while pumping (Fig. A.2).
The lifetimes obtained in this last work exhibit a higher degree of reliability.
Table 4.1 shows the determined average lifetimes τ̄OD of the |g⟩ state after hyperfine
pumping at two different cell temperatures T = 21.5(5)°C and T = 56(6)°C for different
probe powers Pprobe on the F = 4 → F ′ = 3 transition. These measurements, performed
by David are explained in more detail in Appendix A.1. We can see that the dependence
of the lifetimes on probing power is not very large for T = 21.5(5)°C, but clearly visible
at the higher temperature T = 56(6)°C. This hints to the fact that the probe laser power
was probably not low enough and introduced a competing process of re-exciting the
atoms back again. This explains why the data of the OD rises (as the ones presented in
the Appendix in Fig. A.3), were better fitted by a sum of exponential functions when
compared to a fit using only one exponential, as David discusses in detail in his thesis
[10]. This means, we should take the achieved lifetime values with care and still, more
detailed investigations should be performed in this direction, as will be done in further
experiments I will describe later on.

The second, more exact, determination of the pumping efficiency was conducted later
on, at the single photon level. As was explained in Ch. 3, SRS noise is proportional to
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Figure 4.8: Measurement of the probe transmission of the signal (F = 3 → F ′ = 3)
(yellow dots) after pumping for tpump,tot = 10µs and letting the system evolve
freely for ∼ 1.5 ms. The horizontal lines are the maximum transmission (green
dashed) and the (1 − 1/e)-value (green dash-dotted). The vertical black dotted
line corresponds to the determined pumping lifetime τT = τ1-1/e of the state |g⟩.

Pprobe
τ̄OD (ms)

T = 21.5(5)°C T = 56(6)°C

7.9µW 2.90(9) 0.80(1)

1.1µW 2.97(6) 0.30(1)

335 nW 2.73(8) 0.57(1)

Table 4.1: Comparison of average pumping lifetimes τ̄OD for hyperfine one-colour
pumping (D1) for different probing powers Pprobe on the F = 4 → F ′ = 3
transition, at different cell temperatures T .

the number of atoms remaining in the |s⟩ state after state preparation, and thus during
memory operation. Without pumping, we could always see a non-vanishing constant noise
floor in SPL histograms. Therefore, if we let the atoms in the cell evolve freely for a long
time O(1 ms), and then turn on the pump laser, a SPL measurement of the exponential
decay of fluorescence (from the aforementioned noise floor) at the signal frequency, while
the pumping pulse is on, will yield a better measure for the population difference of state
|s⟩ before and after pumping. This measurement is shown in Figure 4.9. The data, which
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scatters quite significantly, is fitted with a decaying exponential function of the form
y = a · et/tpump + c. The fit values, from which the pumping efficiency is determined as
ηpump = 1 − c

a , are given in Table 4.2.

Ppump = 12.3 mW Ppump = 14.5 mW

a 51(1) 148(2)

tpump 1.90(6)µs 1.41(2)µs

c 17.0(2) 10.5(2)

ηpump 67(1)% 92.9(2)%

Table 4.2: Single-photon level pumping-measurement fit results and calculated
pumping efficiencies for the two measured pumping powers in the SPL measure-
ment.

From this measurement, for a pumping time of tpump,tot = 15µs, we could estimate a more
exact value for the pumping efficiency of ηpump = 1 − n|s⟩,pump

n|s⟩,0
= 67(1)% at the above

mentioned pump power of Ppump = 12.3 mW. This is significantly lower than the 82%
assumed before. Approximately the same value was already achieved at tpump,tot = 10µs.
This was the maximally achievable power at the time of the experiment. Later on, we
conducted the same pump efficiency measurement for a (then already achievable) pump
power of Ppump = 14.5 mW (Fig. 4.10), and in this case obtained a pumping efficiency
of 92.9(2)%, showing that the available pump power has a large effect on the attainable
pumping efficiency. This large difference of pumping efficiencies for laser powers differing
by only 15% seems rather surprising. The measurements were however performed one after
the other, so no alignment difference should have occurred. From these two measurements,
a more precise determination of the required time tpump in order to empty the storage
state |s⟩ is obtained. These can be compared with our first estimation of the lower bound
for the required pumping time of tpump,tot = Mτ = 1.2µs. The obtained tpump values of
Table 4.2 agree relatively well with this estimation.

We observed in various measurements that optical pumping is less efficient while the cell
heater (see Sec. 4.2.3) is turned on, resulting from spurious magnetic fields. Also, the
higher the temperature, the worse optical pumping becomes, since all the competing
atomic processes like collisions, etc., become more probable as more atoms are in the
interaction region. In addition, the optical depth is higher, leading to increased radiation
trapping in the radial direction.
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Figure 4.9: Measurement of exponential decay of fluorescence at the signal
frequency (F = 3 → F ′ = 3) while the pumping pulse is on for tpump,tot = 15µs
(yellow dots), and corresponding exponential decay fit (green) for a cw pump
laser power of Ppump = 12.3 mW. The fit yields a pumping efficiency of 67(1)%.
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Figure 4.10: Measurement of exponential decay of fluorescence at the signal
frequency (F = 3 → F ′ = 3) while the pumping pulse is on for tpump,tot = 15µs
(yellow dots), and corresponding exponential decay fit (green) for a cw pump
laser power of Ppump = 14.5 mW. The fit yields a pumping efficiency of 92.9(2)%.
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4.2.3 Pulse generation and amplification

Electro-Optic Modulator

For the pulse generation of the first measuring campaign, electro-optic modulators (EOMs)
were used in the signal and control arms. Among these devices there are phase modulators
and amplitude modulators. Common commercial devices are built as fibre connected,
integrated optical waveguides fabricated on a substrate. Compared to bulk construction,
integrated devices yield high frequencies and large operational bandwidths [341]. Further-
more, they reduce the need for high operational voltages. The most common material
used for fabrication is Lithium niobate LiNbO3. The modulation of the phase is based on
a second order non-linear effect, known as the Pockels effect or linear electrooptic effect,
which describes the change of the refractive index of a material when an external electric
field is applied. The change is proportional to the strength of the field E, and is generally
anisotropic. In polar materials, this effect also depends highly on the polarisation of the
light, which is required to be linear. The change of the refractive index nz is given by

∆nz = −1
2n

3
zrzzE

3, (4.6)

where rzz = 33 pm/V is the electrooptic coefficient of LiNbO3.
In the fabrication of these integrated devices, electrodes of a given length L are placed
along the waveguide. Applying a voltage to these electrodes then changes the refractive
index of the waveguide, which gives rise to a phase shift of the guided light. If this type
of phase modulator is built in a Mach-Zehnder configuration one obtains an amplitude
modulator [94, 341]. A voltage applied to the electrodes, here in a ‘push-pull’ configuration
[342] leads to a phase difference along the arms, which results in a change of the output
power of the light due to interference. This means the transmission of the EOM can be
tuned between a minimal and a maximal power Pmin/max. The voltage needed to induce
a phase shift of π is known as the half-wave voltage Vπ and amounts to 1 − 3 V in our
integrated devices at 894 nm.
The output power of the device as a function of the applied control voltage is given by its
periodic cosine transfer function

Popt(V ) = Pmin + (Pmax − Pmin)
(1

2 cos
(
π(V − V0)

Vπ

)
+ 1

2

)
. (4.7)

Here, V0 is the bias voltage of the EOM, which normally differs from the ideal V0 = 0 and
has to be controlled by special electronics.
Using this effect it is naturally possible to modulate the amplitude of the output light by
applying an RF signal to the modulator on top of the bias voltage. The optical output
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will then follow the electrical input and translate it into amplitude information, which
depends on the amplitude and shape of the former.
The maximal power Pmax is determined by the injection power, which cannot exceed the
device’s damage threshold, and the insertion loss, while Pmin is a function of the device’s
extinction ratio and the input power.
In our experiments we make use of the Jenoptik AM905 model, for which the manufacturer
states an extinction ratio of 36 − 38 dB, an insertion loss of 4.7 dB, a (cw) damage
threshold of 100 mW, and a typical half-wave voltage of ∼ 2.5 V. However, experimental
values are typically worse and we measure, e.g., insertion losses of ∼ 9 dB, including fibre
coupling loss. As for the extinction ratio, it should be noted that the manufacturer’s value
is given for the case of cw operation. In pulsed operation, this ratio tends to be less. The
main reason for this is that the devices are designed for narrowband operation, and are
highly wavelength/frequency dependent. An increase in the spectral width of the light,
as is inevitable in pulsed operation, lowers the extinction due to the interference-based
operational principle. In pulsed operation we see an extinction ratio of ∼ 20 dB. Pulse
generation works by keeping the EOM at the point of minimum transmission at V0 ± Vπ

and then sending electrical pulses with an amplitude of Vπ. This will produce optical
pulses with a similar shape at an amplitude Pmax. The small shape distortion between the
electrical pulses and the resulting optical pulses due to the cosine function is negligible. If
driven with smaller peak voltages, the response of the EOM is kept in the linear regime
and the optical pulse shapes behave well (no distorted peaks or similar). Moreover, this
reduces the probability of permanently damaging the device [343], or at least increases its
lifetime.
The main technical complication associated to working with EOMs is the drift of the
bias voltage in timescales of seconds or minutes. This drift results from different physical
processes in the substrate, such as charge accumulation, photorefractive effects, etc. [94].
It is mostly a problem for some time right after the devices are turned on. They seem to
need a time for stabilisation where the bias drifts are larger and after some hours this
behaviour reduces drastically. Permanent damage to the devices can be reduced if they
are not constantly driven, but the driving voltage is turned off when not needed. When
driven, operation at low powers also reduces these effects.
In our setup, the electrical control of the EOMs is connected via a bias tee to a
Tektronix AFG31152 arbitrary function generator (AFG) (see Fig. 4.3 B) used to
program the needed pulse sequences (see Sec. 4.2.3). The DC bias voltage sets V0 ± Vπ,
such that the transmission of the EOM without pulses is minimal. The DC drift is
controlled via a RP, by looking at the baseline on a photodiode and setting it to
zero manually when it drifts (see Fig. 4.3 C). For operations with low duty cycles,
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i.e., when the width of the pulses is much lower than the repetition rate, EOMs can
also be actively stabilised. We never went so far as to implement a real EOM active
stabilisation, but in later rounds of the experiment we improved the manual bias finding
by a python script (written by Christian Liedl and courtesy of Daniel Lechner, both
from HU Berlin) that automatically looked for the minimum of the EOM response
function and set the bias at this point (without active stabilisation). This program
was problematic when measuring at SPL, since the finding of the minimum involved
performing first a coarse scan and then a narrow scan around said minimum, which
resulted in some jumps of the bias which could become problematic for the single photon
counting avalanche photodiode (APD). Therefore, at SPL we decided to keep the man-
ual bias reduction by looking at the baseline of the pulses and minimising it when it drifted.

Acousto-Optic Modulator

In the first implementation of the experiment, the pump laser switching was accomplished
using an acousto-optic modulator (AOM). The same is true for the pulsing of the control
laser in a later version of the experimental setup. An AOM is a device used to control
the transmitted power, frequency, phase, and direction of a laser beam by means of an
electrical driving signal [116, 344]. Its working principle follows the acousto-optic effect,
as can be inferred from its name. The application of an oscillating mechanical sound wave
on a crystal or glass material will generate a travelling strain wave and thus momentarily
alter the material’s microscopic structure. As a result of the photo-elastic effect, again
the refractive index of the material will be affected. Not only will this induce an intensity
modulation, but it can be used to shift the frequency and direction of the light. These
devices are thus also referred to as acousto-optic deflectors (AOD) or Bragg deflectors/cells,
as will be explained below.
An AOM or AOD is built of a transparent material, in our case tellurium dioxide, TeO2,
which acts as a propagation medium for the incoming light. The material’s acoustic mode
velocity amounts to 4200 m/s. A piezoelectric transducer is attached to the crystal and is
fed with a strong oscillating RF signal. This gives rise to a vibrating sound wave with
an acoustic frequency fs of the order of some 100 MHz, a wavelength Λ = 10 − 100µm,
and an acoustic power of 1 − 10 W. This intense sound wave generates a travelling strain
wave in the material, which creates a travelling refractive index grating. Light travelling
through the device is then diffracted through Bragg diffraction.
Most AOMs, specially the ones used in our experiments, operate in the Bragg regime,
where the substantial part of the diffraction efficiency goes into the ±1 order, while the
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transmission onto higher orders becomes negligible. When the Bragg condition is fulfilled,
the diffraction angle θB of light of wavelength λ is given as

sin θB ≈ θB = mλ

2Λ , (4.8)

for m = 0,±1.
The optical frequency of the diffracted beam is increased or decreased by the acoustic
frequency fs depending on the order, due to a Doppler shift resulting from scattering
from a moving plane. The transmitted m = 0 beam sees no change in frequency.
Furthermore, the acoustic power determines the diffracted optical power. This process
might be sensitive to polarisation, depending on the device’s design and material. The
diffraction efficiency is defined as the ratio of the diffracted power to the incident optical
power and can be tuned by selecting the correct driving frequency and power, and by
optimal alignment. Moreover, the switching time of the device is determined by the
transit time of the sound wave across the beam waist of the incident beam. Thus, AOMs
expect a certain beam size for ideal operation.
In the optical setups used in this thesis, the model MT200-B100A0,5-800 AOM from
AA Opto-Electronic is used. They are driven close to their center frequency of 196 MHz.
The required input beam diameter is 200 − 300µm, and their rise/fall time lies between
32 − 48 ns. Therefore, AOMs should only be used to generate longer pulses. Moreover,
the diffraction efficiency is specified at 85% at 800 nm. For information about the RF
electronic components used to drive the AOMs, I again refer to Ref. [12]. In general,
the diffracted beam is used, as it can be switched on and off. For the pump switching,
the AOMs are driven with a sine wave of constant frequency and switched off after the
required pumping time. In the case of the control pulse shaping, adding some modulation
to the RF signal allows to modulate or pulse the output intensity. Accordingly, the sine
wave is mixed with a programmable pulse shape. This was done in later rounds of the
experiment to generate the control pulses and yielded a much better extinction ratio for
the control laser compared to the one achieved by the EOMs, which allowed to reduce
early unwanted readout of the signal (see Sec. 4.3).

Control amplification and filtering

Due to the power loss as a result of using an EOM for pulse shaping (due to their injection
loss), the control pulses were amplified by a SUPERLUM SOA-352-870 semiconductor
optical amplifier (SOA), in order to reach the necessary powers for efficient storage. The
SOAs broadband amplified spontaneous emission (ASE) is suppressed by a combination of
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a narrow-band dielectric filter of 1 nm FWHM (Alluxa), and a self-assembled Fabry-Pérot
etalon (Name: Carl, d = 0.50(2) mm length, Bernhard Halle GmbH) with a free spectral
range of FSR = 205.5 GHz and a finesse of F ∼ 47 (see Fig. 4.3 B). This results in a
control laser peak power of PC,max = 12.9(1) mW before entering the memory cell.
In the second iteration of the experiment, the pulsing device for the control was, as
mentioned above, changed from an EOM to an AOM. As a result, it was not necessary to
amplify the control pulses with the SOA any more, as the AOM does not suffer from
large injection losses like an EOM. This also removed the need for the ASE filtering with
the first etalon. The optical powers were adjusted such that the same control power was
achieved before entering the memory cell.

Experimental pulse sequences

Figure 4.11: Experimental pulse sequence (not to scale). Shortly after the
pumping is finished, the signal pulse enters the memory, delayed by a small
amount with respect to the first control pulse, and is written into the memory by
it. The second control pulse reads out the stored signal on demand. The third
and fourth control pulses serve to test for extra read out and to determine the
magnitude of the noise. The storage time tstorage is defined from the peak of the
first signal pulse (left blue), to the peak of the retrieved pulse (right blue).

The first iteration of the experiments was conducted with Gaussian signal and control
pulses of varying full width at half maximum (FWHM) generated by the Tektronix
AFG. The latter is programmed in its Advanced Mode with a sampling rate of 2 GSa/s.
Gaussian pulse shapes are chosen, as they have been shown to behave well in other
memory experiments, as can be found in the literature [179, 241, 242]. This fact was
analysed later in detail by Lizzy Robertson in the Genetic Algorithm optimisation
experiment (see Sec. 4.4.3). The FWHM of the signal pulses here ranges from 5 − 50 ns,
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while for the control pulse it ranges from 8.75 − 87.5 ns. The ratio between the width
of the signal and the control pulses ∆tC/∆tS = 1.75 remains equal throughout the
experiment. This value was determined after an optimisation measurement, performed
during the preparation of the memory experiment.
Since the (later on) chosen optimal FWHM width of the control pulses of ∆tC = 44 ns is
long enough, the rise/fall or switching time of the AOM (32 ns ≤ Tr ≤ 48 ns) did not pose
a problem as it would have for much shorter pulse widths. On the contrary, the pulsing of
the signal remained being realised by an EOM.
A single run of the storage-retrieval experiment begins by switching on the pump laser for
10µs to prepare the state |g⟩. The falling edge of the pump pulse serves as the trigger for
the rest of the experiment. The signals to trigger the AFG and the measurement devices
were originally generated by a T564 digital delay generator from Highland Technologies,
which set the clock of the experiment. After pumping, the control and signal pulses enter
the memory. Here, the signal pulse is delayed for several ns with respect to the control
pulse, such that its maximum lies at the beginning of the falling edge of the control pulse,
as depicted in Fig. 4.11. This fact ensures that the signal pulse enters the memory at the
time the EIT window starts to close adiabatically, such that maximal pulse compression
and storage is achieved. This variable delay can be adjusted to optimise the readout
efficiency and varies slightly with experimental parameters. To retrieve the signal photon
from the memory, a second identical control pulse is sent into the cell after t = 200 ns.
Two further control pulses separated by the same time difference serve as comparative
measure for the noise suppression. If the first retrieval was not efficient enough, the
second retrieval pulse will in some cases yield a second readout. The storage and retrieval
experiment is repeated at a rate frep = 1/(11µs).
In later iterations of the experiment, after changing the control EOM for the AOM, it
was necessary to drive both AOMs with an AFG and to automatise the programming
of the pulses. Therefore, the Tektronix AFG was exchanged for a Zürich Instruments
4-channel HDAWG Arbitrary Waveform Generator with a bandwidth of 750 MHz and a
sampling rate of 2.4 GSa/s. This device then set the clock for the experiments, again
starting with the falling edge of the pump pulse.

Single photon level calibration

For single-photon-level measurements, the signal pulse intensity is attenuated with a
combination of optical AR-coated neutral density (ND) filters from Thorlabs. To calibrate
the photon number, a monitoring line is set up before the signal enters the memory
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cell. Here, 10% of the signal pulse (Nmon) is split from the signal, coupled into a fibre,
and monitored on the avalanche photodiode (APD, see Sec. 4.2.5). The splitting ratio
σ = 10 : 1 of memory to monitor is measured with two power meters (Thorlabs PM160).
Their measurement uncertainty lies at ±3%. This is depicted in Fig. 4.3 C.
The idea behind this calibration stems from the photon statistics of coherent pulses. A
coherent light source shows Poissonian statistics. This means, the probability of detecting
ν photons in a pulse containing, on average, µ = 1 photons is given as

pµ=1(ν) = e−µµν

ν! = 1
e ν! for ν ≥ 0. (4.9)

Thus, the probability of detecting exactly one photon is pµ=1(1) ≈ 37%, while the
probability of detecting none or more photons is then pµ=1(ν ̸= 1) ≈ 66%. Conversely, if
the pulse contains, on average, µ = 0.1 photons, this probability changes to

pµ=0.1(ν) = e−0.1 · 0.1ν

ν! for ν ≥ 0, (4.10)

resulting in a probability of detecting a photon being pµ=0.1(1) ≈ 9% and of detecting zero
photons pµ=0.1(0) ≈ 90%, while the higher order probabilities are negligible. Therefore,
monitoring at the signal arm with 10% of the total intensity ensures a higher accuracy
by lowering the probability of detector saturation resulting from a too low vacuum
component. This will yield a much lower probability of sending more than one photon
into the memory, and thus a lower experimental error.
The desired number of counts we want to measure on the monitor APD are determined
from the sequence length tseq = 11µs, knowing we have one signal pulse per sequence and
thus per trigger. This amounts to ∼ 91000 counts/s. 10% of these go into the monitor
arm. Including the APD efficiency of ηAPD ≈ 33%, this yields about 3000 counts. From
this value, the dark-count rate of the detector needs to be subtracted. However, if the
EOM bias is well minimised, we see the dark count rate tends to 0. Therefore, if the
monitor arm is maintained at a count rate of ∼ 3000 cts, we can ensure a SPL signal with
an average photon number of |α|2 = µ = 1.0(1).

4.2.4 Memory cell and system preparation

The orthogonally polarised signal and control beams are outcoupled from their respective
polarisation-maintaining (PM) fibres, overlapped using a calcite prism, and sent through
the Cs memory cell (see Fig. 4.3 D). The fibre collimators used throughout the experiment
are all different versions of the Fibre Collimator series 60FC-SF from Schäfter+Kirchhoff.
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The choice of the collimator depends on the (intended or actual) beam waist size at
different points of the experiment. We put special care into making signal and control
beams co-propagate in parallel through the cylindrical vapour cell. The control and
signal beam diameters are 109(5)µm and 93(5)µm FWHM at their focus at the center of
the memory cell, and their Rayleigh length (as for all beams) extends beyond the cell’s
end. With a dipole moment of MCs,D1 = 2.7 · 10−29 C·m (Table 3.2, [288]) for the Cs
D1 transition, and the aforementioned peak power of PC,max = 12.9(1) mW, this yields a
peak control Rabi frequency of ΩC ≈ 2π · 540 MHz (see Eq. (3.14)). The peak control
field intensity amounts to IC ≈ 100 W

cm2 (see Eq. (3.16)).
In order to estimate the wavelength of the spinwave, we estimate the residual angle
between signal and control to be β ≈ 330µrad. This results from the fact that the
control couples worse than the signal into the coupler that goes from the memory to the
detection. Specifically, this coupling efficiency for the control is ∼ 65%, while for the
signal it achieves an efficiency of ∼ 88%. Therefore, assuming the beams are displaced by
approximately the size of the fibre input (5 µm), and using the coupler’s focal length
of f = 15 mm, we can calculate this angle. This is surely an upper bound on the beam
displacement, but serves as an approximation. This results in an approximate wavelength
of the spinwave of λsw = 2π/|⃗kS − k⃗C| ≈ 3 mm1.

The Cs cell is 7.5 cm long and has a 2 cm diameter. It was manufactured by Precision
Glassblowing and is made out of quartz. It contains 133Cs and 5 Torr of N2 buffer gas,
which is added in order to reduce the atomic motion of the Cs atoms as a result of
collisions with the buffer gas atoms. This transforms the Cs motion from a ballistic
one to a diffusive one as explained in Ch. 3, Sec. 3.2.3. The cell windows are coated
with double-sided anti-reflection (AR) coating at the Cs D1-line transition frequency.
However, it is not coated with paraffin anti-relaxation coating to reduce spin-destruction
mechanisms in possible wall collisions of the atoms, as the buffer gas is assumed to reduce
these unwanted effects by a sufficient amount, at least on the timescales of the experiment.
The vapour cell is enclosed inside a cylindrical two-layer µ-metal magnetic shielding
fabricated by Sekels. This nominally reduces the spurious (earth) magnetic field in its
interior by a factor of 2000 and is important to reduce relaxation mechanisms involving
the different Zeeman sublevels, such as spin exchange collisions. Measurements from our
project partners at PTB confirmed a field reduction factor of 1000, if the shield is well
degaussed.
The cell is heated using two Thorlabs HT10K flexible polyimide foil heaters with a 10
kΩ thermistor, controlled by a Meerstetter TEC 1091 temperature controller, and is

1The value given in Ref. [1] was overestimated by a factor 2 in the calculation.
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kept at a temperature of Tcell = 60 °C. This temperature corresponds to the temperature
of the heating pads (determined from the measured resistance) and not necessarily of
the whole cell, but was nevertheless used as the approximate reference temperature.
Temperature fluctuations inside the cell are ignored. We assume that the cell will be in
thermal equilibrium after some time. The aforementioned temperature was determined
to be a good compromise between a large enough optical depth, not too large Doppler
broadening (proportional to

√
T ), and acceptable pumping behaviour, as explained in

Sec. 4.2.2. The Doppler-broadening-reduced OD of the signal transition (F = 3 → F ′ = 3)
is calculated via Eq. (3.31) to be 2dopt = 13. This value can be compared with the
experimentally estimated value from preliminary pumping efficiency measurements (see
Sec. 4.2.2) of 2dopt = 3.65. The values differ by a factor of 3. As mentioned earlier, more
accurate measurements of the OD at the experimental configurations should definitely
be performed. Therefore, I here take the theoretically calculated value for further
measurements and calculations.
The heating pads were placed inside the shielding in this first simple heater design. Since
the heating pads have to be driven with a current, this creates residual magnetic fields
inside the shield, which reduce the possible storage time of the memory. To eliminate this
effect caused by the heating, the latter was switched off during measurements.
As a result of these effects, and with the goal to extend the achievable storage times in later
runs of the experiment, a new heating system made out of oxygen-free-high-conductivity
(OFHC) copper was designed, where the heating was implemented from outside the
magnetic shielding. A version of this new system was used in the memory built for rack
integration by Alex Erl in the QuMSeC project [11] (see Ch. 5), and is described there in
more detail.

Vapour cell parameters

In Chapter 3, the atomic processes occurring in warm atomic vapour cells were described
in length. Here, we want to give specific values calculated for the above mentioned vapour
cell at the memory operation temperature of Tmem = 60 °C ≈ 330 K.
For the diffusion, we estimated the diffusion constant D at the mentioned temperature
with Eq. (3.48) from the D0 values given in the literature (see Table 3.5). For the pressure
value we assumed the N2 buffer gas pressure Pbg = 5 torr. From the diffusion constant
we calculate the diffusion length ∆r using Eq. (3.45) for a diffusion time of t = 1µs.
This time, i.e., the time it takes the atoms to diffuse out of the interaction region, is
experimentally determined to be similar to the achievable storage time with the present
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setup (see Sec. 4.3.3).
We also give a value for the mean free path ℓ between Cs and buffer gas collision,
estimated from Eq. 3.52. From the Cs vapour pressure and the ideal gas law, we calculate
the Cs density nCs at Tmem. Comparatively, we also calculate nCs,ph(Tmem) from the
phenomenological Eq. (3.53). As the second value has an accuracy of ±5% [318], it is
sensible to keep this one.

Regarding the collisional broadening rates, we calculate first the Cs-Cs collisional
rates, which can be divided into an optical self-broadening rate γCs-Cs,dip resulting from
dipole-dipole interaction (Eq. 3.54), and the spin exchange (SE) rate γSE, calculated using
Eq. (3.50) with the spin exchange cross-section σSE = 2.1 · 10−4 1

cm2 from Ref. [302].
Secondly, we calculate the relaxation rates resulting from Cs-buffer-gas collisions, which
result from the hyperfine shift interaction and the spin rotation interaction [177, 302]. In
this case, we calculate the total rate γbg in two different manners, in order to compare
the results. The first calculation is obtained via Eq. (3.50), with the total collisional cross
section σtot = 8.86 · 10−14cm2 given in Table 3.61. The second calculation is done using
the value for the pressure broadening rate per pressure αp(T0) = 16.36 MHz

torr , given in
Ref. [321] with Eq. (3.55) and using a buffer gas pressure of Pbg = 5 torr.
The total collision rate, corresponding to T2 relaxation mechanisms, is given as
γcol = γCs +γbg +γwall, as from Eq. (3.49). Its main contribution comes from Cs-buffer-gas
collisions, while the remaining broadening rates are comparatively negligible, as can be
taken from the calculated values in Table 4.3. Here we ignore the contribution due to wall
collisions γwall, since from the results for the diffusion process, we assume that the atoms
do not reach the walls in the timescales of memory operation (O(µs)). The time between
collisions of different species can be calculated as the inverse of the respective collisional
rates.
At the memory operation temperature Tmem, we further calculate the Doppler broadening
γDoppler using Eq. (3.44). Adding all homogeneous contributions following Eq. (3.23) and
calculating the approximate convoluted linewidth from Eq. 3.35, we can also estimate the
total dephasing rate of the excited state γe. Furthermore, we calculate the probability Q
that an atom decays radiatively (i.e., by emitting a photon) from an excited state as a
result of quenching, using Eq. (3.56).
Additionally, we estimate the width of the EIT window ∆ωEIT at memory operation with
Eq. (3.74).
Last but not least, in Sec. 3.3 of Ch. 3, an analytically calculated maximal limit for the
total efficiency in the case of storage followed by backward retrieval is given as a function

1Note the extra factor 1
10 that has to be added phenomenologically, as in Ref. [177].
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Magnitude Value Eq.

Control Rabi frequency ΩC ≈ 2π · 540 MHz (3.17)

Optical depth 2dopt = 13 (3.31)

Cs number density
nCs = 9.2 · 1011 1

cm3 (3.47)
nCs,ph = 1.1 · 1012 1

cm3 (3.53)
Diffusion constant D = 25 cm2

s (3.48)

Diffusion length ∆r(∆t = 1µs) = 100µm (3.45)

Mean free path∗ ℓ ≈ 300 nm (3.52)

Broadening & collision rates

γCs-Cs,dip = 2π · 500 kHz (3.54)
γSE = 2π · 0.6 kHz (3.50)
γbg,1 = 2π · 90 MHz (3.50)
γbg,2 = 2π · 80 MHz (3.55)

Doppler broadening γDoppler = 380 MHz (3.44)

Total dephasing rate of |e⟩ γe = 2π · 390 MHz (3.35)

Radiative decay prob. Q = 0.06 (3.56)

Width of EIT window ∆ωEIT = 230 MHz (3.74)

Max. total efficiency∗∗ ηbw
tot ≈ 55% (3.116)

Table 4.3: Calculated parameters for the memory cell at the operation temperature
Tmem = 60 °C. The equations used for the calculation can be found in Ch. 3.
∗Mean free path between Cs and N2 collisions. Used values for the collision
cross sections are σSE = 2.1 · 10−4 1

cm2 [302] and σ̄tot = 1
10 · 8.86 · 10−14cm2

[306]. The factor 1
10 has to be added phenomenologically for γbg,1 and γbg,2 to

agree (see Ref. [177]). The time between collisions of different species can be
calculated as the inverse of the respective collisional rates. Further used values
are αp(T0) = 16.36 MHz

torr , given in Ref. [321], βCs = 5.7 Hz
cm3 [320], and Pbg = 5 torr.

Max. total efficiency∗∗ of storage followed by backward retrieval (analytic) from
Ref. [125] calculated using 2dopt instead of dopt.

of the optical depth of the system in Eq. (3.116). As this formula is obviously only valid for
dopt > 5.82 and in theory in the limit d → ∞, we will use the value 2dopt = 13, calculated
for the experimental optical depth. This yields a rough estimate of the regime of effi-
ciencies we can expect from our memory. The resulting values are summarised in Table 4.3.

2Since for lower optical depths it yields negative memory efficiencies.
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4.2.5 Filtering system and detection

Filtering

Figure 4.12: Photo of the designed etalon mount.

In Chapter 3, a comprehensive description of the main noise sources in a Λ-type EIT
(Raman) memory was presented. As a reminder, the largest source of noise tends to be
technical noise, which needs to be filtered out before one can tackle the remaining noise
types arising from the atoms themselves, these being fluorescence, SRS, and FWM. From
the estimation performed there, we came to the conclusion that between 9 and 10 orders
of magnitude control-field suppression are necessary to filter out a single photon from the
strong control field. For achieving a good SNR, an even higher suppression of > 11 orders
of magnitude is desirable. This is achieved via a combination of spatial, polarisation, and
spectral filtering.
Our spatial filtering, since we try to reduce the angle between signal and control to a
minimum (β ≈ 330µrad, see above), and make them copropagate in parallel in order to
increase the achievable lifetime of the spinwave and prevent fast dephasing [119], consists
only of the different mode matching at the coupler going to the detection. This coupler
(Schäfter+Kirchhoff (SuK) A15-02) is intended to couple the signal beam as efficiently as
possible, and will therefore ideally be less optimised for the larger mode of the control.
The polarisation filtering is achieved by the combination of a λ

2 - and a λ
4 -waveplate, and

the second calcite prism. This separates vertical and horizontal polarisations, and allows
us to increase the control field suppression on the signal-to-detection arm by up to 7 orders
of magnitude. For this to work well it must be ensured that the beams to not impinge on

136



the cell walls at exactly 90°, but at a minimal angle, in order to reduce unwanted reflections.

The following spectral filtering is accomplished by two Fabry-Pérot etalons housed on a
self-designed mount (Names: Alice and Bob), with an FSR = 25.6 GHz and a finesse of
F = 47, as estimated from transmission measurements. These are solid etalons made
out of quartz glass (SiO2) from Bernhard Halle GmbH. This material shows a high
trasmittance at infrared frequencies. The two etalons have a length of d = 4.00(2) mm.
The refractive index of the material is n ≈ 1.5 and the reflectivity of the dielectric-coated
plan-parallel surfaces is R = 95(2)% at λ = 894 nm, as stated by the manufacturer. The
stated FSR was determined in experiments. The finesse is an approximate value, since we
did not carry out a thorough filter characterisation and relied on results from colleagues
who had etalons from the same batch. There will always be some variation between the
etalons, but we assumed it to be negligible. The etalon mounts were originally designed
for this work and have been improved over the years for better performance [11]. They
consist of custom-made (at the DLR workshop) aluminium holders that contain the
etalon in the center. The latter is held in its place with a rubber retaining ring. In
later designs this was changed for an aluminium retaining ring, in order to increase the
stability. A Peltier element is glued to the holder below the etalon using thermal adhesive.
Below, further aluminium parts serve as a heat sink. In order to measure and control the
temperature, a PT100 standard thermistor is glued on the holder as close as possible
to the etalon. It is connected to a TEC-1091 (Meerstetter Engineering). This allows to
tune and control the temperature with an accuracy of ∼ 10 mK, in order to vary the
maximal transmission frequency. Fig. 4.12 shows a picture of the mount of etalon Alice.
To optimise the transmission through the etalons, a pilot-beam configuration is used.
Such a beam will have an almost constant beam diameter over its working distance, that
is, the distance between the two identical couplers used for out and in-coupling. This
ensures that the beam waist is positioned exactly at the center of the etalon and the
spatial mode is minimally divergent. Because these are plane-parallel, no transverse
mode matching is required. The signal coming from the memory exits the coupler (SuK
A.6.2S-02) which is mounted on a tip/tilt adjustable mount and is reflected on a mirror
before entering the first etalon (Alice). Since the etalons have plane-parallel surfaces,
this allows to have enough degrees of freedom for the transmission optimisation (see
Fig. 4.3 E). For the second etalon (Bob), a pair of SuK M5.10 couplers are used, and
the configuration is analogous, adapted to the different focal length of the couplers. The
adjustment of the etalons was achieved through firstly centring the beam at the etalon
and matching the back-reflected beam with the incoming one, and then scanning the laser
to find the fundamental mode and optimising it (increasing its height) via beam walking.
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Only then, the temperature can be scanned to find the maximal transmission frequency,
with the laser not scanning any more. Subsequent fine tuning via beam walking can lead
to some small extra percentage in transmission. The maximal (and repeatedly achievable)
transmission through the etalons after careful adjustment was 93% for Alice, and 85%
for Bob, not including the fibre coupling efficiencies. Including the latter, the total
transmission (end-to-end) through each etalon system was 82% for Alice, and 78% for
Bob. This is always measured in cw at powers of some mW and will not be exactly the
same at SPL. It is important to note that etalons show a lower performance at too high
laser powers due to a high thermal load [94].
Each of these etalons further attenuates the control laser by 3 orders of magnitude within
the signal beam path. In total, this amounts to a control laser suppression by 13 orders of
magnitude. Meanwhile, the signal light is only attenuated by a factor of 2.5, measured
from before the vapour cell. This allows us to achieve a good SNL at single photon level,
as will be shown below.
As the two etalons were connected via a single mode fibre, if the mode matching was
too good, an ‘etaloning’ effect between the end surface of Alice and the first surface of
Bob was visible. If the transmission maxima of both etalons were minimally shifted with
respect to one another, this caused large oscillations of the transmitted signal, which
resulted in large variations of the measured efficiency. This effect can be seen in Fig. A.6.
Therefore, the optimisation of each etalon had to be conducted independently and care
had to be taken to minimise these oscillations by very slightly diminishing the alignment
of the fibre coupling of Alice into Bob. This resulted in a more stable signal without
significantly deteriorating the transmission.
The second etalon (Bob) was not only used for filtering but also for spectral noise
measurements (see Sec. 4.3.2). For this, it was necessary to scan the transmission
frequency over twice its spectral width using the TEC. This implied a temperature
scan over ∼ 20 °C. The shift of the maximum transmission frequency as a function
of temperature was determined to be practically linear (meaning the second term in
Eq. (3.149) is negligible) with a thermal expansion coefficient for the Cs D1 line for Alice
of βAlice = 2.163 GHz

◦C . This was assumed to be the same for Bob, since they originate from
the same substrate. It is important to note that the etalons tended to drift after some
time, on the order of hours to days, due to thermal fluctuations in the lab, and it was
mostly required to readjust them slightly before each measurement. After having changed
the temperature, some minutes were necessary for them to stabilise in temperature and
maximal transmission. A thorough characterisation of the behaviour of similar etalons (of
the same batch), in that case with a length of d = 4.00(2) mm, was performed by Alex Erl
in his Masters thesis [11], in the context of the portable rack-mounted memory-system
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demonstrator developed in the QuMSeC project (see Ch.5, Sec. 5.7).

Detection

From the spectral filtering, a single mode PM fibre connects to the detection. On the first
iteration of the experiment, the signal photons were detected by a single-photon-counting
avalanche photodiode (APD) (Laser Components COUNT-50C-FC), with a nominal
detection efficiency of ηAPD = 33(5)% at 894 nm, and a dark-count rate of 50 cts/s. The
dead time of this APD lies between 42 − 48 ns. To minimise stray photons entering the
APD, it was covered with Thorlabs BK5 blackout fabric. The measurements were, to
the delight of my colleagues, always carried out with the room lights off. The APD is
connected to a time-to-digital converter, the Time Tagger 20, from Swabian Instruments.
This allows to analyse the measured signal using time-correlated (or time-stamped)
single photon counting, i.e., to obtain histograms of the incoming photons for varying
integration times. These histograms are taken for a total integration time tint of 60 s using
a bin size of 1 ns.
For the second iteration of the experiment during the review process, we had acquired a
Opus One superconducting nanowire single-photon detector (SNSPD) from Quantum
Opus. This detector offers a much higher detection efficiency of ηQO ≈ 97% and an almost
vanishing dark-count rate of 1 cts/s at 895 nm. The dead time of this device is ∼ 25 ps,
and thus negligible for our experiments.
The total setup efficiency measured from before entering the memory until detection
amounts to ηsetup = 40%, measured in cw.

As a summary, a schematic view of the first implementation of the experimental setup
is depicted in Fig. 4.13. For the second iteration, as mentioned, the control EOM
was replaced by an AOM, the SOA was removed, and the APD was exchanged for a SNSPD.

4.3 Results

I will now present the results obtained for the hyperfine Λ-memory, mainly in the mea-
surements for the publication and review of Ref. [1], and some further measurements
carried out in the preparation for these measuring campaigns. This will include some
measurements on the achievable storage time of the memory system.
Figure 4.14 shows a typical measured photon arrival time histogram, as used for all further
analysis. Shown are measured data for storage and retrieval of a coherent state containing
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Figure 4.13: Schematic memory experiment setup. AFG: arbitrary function gen-
erator; AOM: acousto-optic modulator; APD: single-photon counting avalanche
photodiode; ATT: attenuator; CP1, CP2: calcite prisms; Cs: vapor cell inside
magnetic shielding; EOM: electro-optic modulator; λ/2, λ/4: wave plates; SOA:
semiconductor optical amplifier.

Figure 4.14: Exemplary arrival time histogram of detected photons in a memory
experiment integrated for 60 s for an incoming coherent state with a Gaussian
envelope containing |α|2 = 1.0(1) photons on average (blue), for blocked input
signal (|α|2 = 0) (red), as well as the resulting noise-corrected signal (yellow).
The shaded area shows the detection window of width tmax − tmin used for further
analysis of the end-to-end efficiency ηe2e of the memory setup and the signal-to-
noise ratio SNR. The storage time is tstorage = 140(1) ns, as measured from the
maximum of the input signal to the global maximum of the retrieval pulse.

|α|2 = Nmon σ

frep tint ηAPD
= 1.0(1) (4.11)
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photons on average, a noise measurement resulting from storage of a vacuum state with
|α|2 = 0, arising from a blocked input and thus corresponding to the memory noise
(residual control and further noise contributions), and the noise-corrected signal. The
uncertainty of |α|2 arises from the error in the splitting ratio σ of signal to monitor,
measured with two power meters (Thorlabs PM160), the uncertainty of the APD
efficiency ηAPD = 0.33(5), and the statistical error in the monitored photon number
Nmon. The peak at t = 0 ns corresponds to the part of the signal pulse that is not
stored and thus transmitted through the memory (leakage). The peak at t = 140 ns
corresponds to the signal readout from the memory. As shown in Fig. 4.14, the temporal
profile of the retrieved signal peak is distorted by the memory and shows two distinct
maxima. The exact reason for this distortion is not completely clear, but depends
on the timing between signal and control pulses, among other effects. The leakage
also shows a similar distortion. We define the storage time tstorage as the difference
between the first (and highest) of these maxima, and the peak of the incoming signal
at t = 0 ns. The used storage times were chosen to be short in order to focus on the
ηe2e and SNR, but can be extended into the µs range with the present setup (see Sec. 4.3.3).

In the second iteration of the experiment, performed during the review process, the
pulse generation of the control pulse using an EOM, and the subsequent amplification
with the SOA had been exchanged for pulse generation via an AOM and no further
pulse amplification (as the same maximal powers PC ≈ 13 mW could be reached without
amplification, since no strong attenuation of the control power is caused by the AOM
compared to the EOM). The main reason for this exchange was the above mentioned
problematic extinction of the control pulse power to zero when no pulse was present.
This caused a small premature readout from the memory, detrimental for the achievable
memory efficiency, as can be seen between the leakage and the retrieval pulse in Fig. 4.14.
Comparatively, Fig. 4.15 shows the improved power extinction to zero when no pulse is
present, achieved by using an AOM for pulsing the control, instead of an EOM. Here, the
storage time is chosen to be tstorage ∼ 340 ns. In this case, the retrieved signal still shows
some distortion after the memory, but for the leakage the distortion has disappeared, a
fact that is still not very clear.

4.3.1 Efficiency and SNR optimisation

Now we will turn to the discussion of the results of the simultaneous optimisation of the
end-to-end efficiency and the signal-to-noise ratio of the memory, with respect to three
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Figure 4.15: Arrival time histogram from the second iteration of the experiment,
where the pulse generation device for the control pulse was switched from an
EOM to an AOM. The chosen storage time in this case is ∼ 340 ns. Note the
improved extinction ratio of the AOM allows to better turn off the control pulse,
and thus leads to no unintended early readout.

relevant parameters: the signal pulse width ∆tS, the control pulse energy EC, and the
detuning ∆.
Given the temporal envelope of the retrieved signal, the ηe2e of the memory setup, including
the filtering system, and the SNR at single-photon level are given as

ηe2e = Nsignal −Nnoise
|α|2 ηAPD frep tint

, (4.12)

SNRα = Nsignal,α −Nnoise
Nnoise

, (4.13)

where Nsignal,α(Nnoise) correspond to the number of signal (noise) counts integrated
over the detection window. Due to the long integration time, the statistical error is
small and the uncertainty in ηe2e is dominated by the systematic error in the power
measurement and the calibration of SPL. For the SNR, as it is measured at SPL, the
error bars are proportional to the uncertainty of |α|2. The ηe2e increases with the length
of the retrieval time integration window tmax, while the SNR decreases, as can be taken
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from the Fig. 4.16. Hence, a compromising value of tmax = 155 ns was chosen. The lower
integration limit is always taken at the minimum before each retrieval peak (present in
the measurements conducted with a EOM, see Fig. 4.14).
For all measurements performed in the following, we took ∆tS = 25 ns, ∆ = 2300(100) MHz,
and EC = 560(50) pJ as baseline parameters, and varied only the respective parameter in
each optimisation.
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Figure 4.16: Exemplary end-to-end efficiency (ηe2e, blue circles) and signal-to-
noise ratio (SNR, green squares) of the memory as a function of the maximal
bound of the detection window of width tmax − tmin. We use tmax = 155 ns (black
dashed line), being a good compromise between ηe2e and SNR, and keep this
value for the rest of the analysis.

Figure 4.17 shows the dependence of ηe2e and SNR on the signal pulse width ∆tS. Here,
the control pulse width was also increased, while keeping the ratio between it and the
signal pulse width constant at ∆tC/∆tS = 1.75, as explained in Sec. 4.2.3. ∆tS is
related to the bandwidth ∆ωS (FWHM) of the pulses that are stored in the memory as
∆tS ∆ωS = 2 ln(2)/π, for Fourier-transform-limited Gaussian pulses. Here, both ηe2e and
the SNR show a saturation behaviour.
The efficiency as a function of signal pulse width in Fig. 4.17 is modelled by the following
formula
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ηe2e(∆tS) = η0,tS√
1 + ( 4 ln(2)

∆tS ∆ωmem
)2
, (4.14)

where η0,tS is the maximal achievable efficiency and ∆ωmem is the bandwidth of the
memory. This model arises from the Maxwell-Bloch equations and describes how
efficiently a pulse of given width ∆tS is converted into an atomic spinwave, when limited
by the available control Rabi frequency ΩC, which determines the spectral width of
the EIT window, and therefore the memory bandwidth [196]. It is in good agreement
with the measured data and yields η0,tS = 0.128(7) and ∆ωmem = 220(30) MHz. The
resulting width of the EIT window agrees extremely well with the theoretical value of
∆ωEIT = 230 MHz calculated in Table 4.3 and thus validates our findings. This implies
that signal pulses with a bandwidth smaller than the EIT window will be stored efficiently
in the memory. Once the pulse tails of the Gaussian pulses do not fit into the window
any more (∆ωS ≳ 2π · 20 MHz), the efficiency will start decreasing. From the behaviour
of ηe2e we can further deduce that our memory works well for temporally long pulses
even above 50 ns, with a relatively constant end-to-end efficiency of ηe2e ∼ 13 (corrected
for zero storage time). The efficiency will only begin to decrease again once the spatial
length of the pulse does not fit inside the memory cell any more.

Figure 4.18 shows the dependence of ηe2e and SNR on the energy in the control pulses
EC. In this case, ηe2e again shows a saturation behaviour, the SNR reaches a maximum
at EC ∼ 230 pJ, and then decreases again. Therefore, there exists a trade-off between
reaching the maximally possible efficiency, and adding more noise to the retrieval signal.
The maximum value of the SNR results from the fact that a high enough control Rabi
frequency ΩC is needed in order to achieve a complete mapping and thus efficient storage,
but some of the noise sources are proportional (linearly and quadratically) to the control
pulse energy. This will be discussed in more detail in the following section.
In this case, the model for the efficiency is given as

ηe2e(EC) = η0,C e
−a/EC , (4.15)

motivated by the dependence on the control pulse energy of the former model in
Eq. (4.14), where the control Rabi frequency enters in the size of the EIT window. For
the fit parameters we find η0,C = 0.107(7) and a = 1.56(9) · 102 pJ. Due to non-ideal
etalon adjustments, the maximal efficiency η0,C in this experiment is slightly reduced
compared to η0,tS .
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Figure 4.17: End-to-end efficiency (ηe2e, blue circles) and signal-to-noise ratio
(SNR, green squares) of the memory as a function of signal pulse width ∆tS. The
values of the control pulse energy and the detuning selected for the measurements
are EC = 560(50) pJ and ∆ = 2300(100) MHz red detuning from the atomic
resonance.

Figure 4.19 depicts the dependence of ηe2e and SNR on the laser’s detuning ∆. Here,
same as before, ηe2e shows a saturation behaviour, and the SNR reaches a maximum at
∆ ≈ 800 MHz, and then decreases again. Thus, we observe the same trade-off between
reaching the maximal efficiency, and adding more noise to the retrieved signal. We note
that the large scatter in the SNR visible in Fig. 4.19 was due to imperfect measurement
in the early stage of the experiment. With more accurate noise measurements achieved
later on, taken while monitoring the laser frequency using a wavemeter (WavelengthMeter
WS/7-60), such a large scatter was not visible any more (see Sec. 4.3.2). The maximum
SNR value at ∆ ≈ 800 MHz, was then not present any more. The lack of means to monitor
the laser frequency in the first implementation of the experiment also leads to the large
experimental error in the detuning values of ±100 MHz, not shown in the figures for clarity.

The dependence on the detuning ∆ shown in Fig. 4.19 is modelled by

ηe2e(∆) = η0,∆ e
−α(∆), (4.16)

where α(∆) is a Lorentzian, reflecting that the memory efficiency is limited, among
other issues, by collision-broadened absorption from the atomic ensemble. We obtain
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Figure 4.18: End-to-end efficiency (ηe2e, blue circles) and signal-to-noise ratio
(SNR, green squares) of the memory as a function of the control pulse energy
EC. The values of the signal pulse width and the detuning selected for the
measurements are ∆tS = 25 ns and ∆ = 2300(100) MHz red detuning from the
atomic resonance.

η0,∆ = 0.098(1), again lower than η0,tS due to non-ideal etalon adjustments. More
investigations on this regard were planned by comparing the achieved figures of merit
using different cells containing different buffer gas species in corresponding pressures, for
which several new cells were ordered. Storage in these different cells has to date not been
investigated, but could lead to a better understanding of the detuning dependence of the
relevant figures of merit and to the choice of the ideal cell parameters for efficient storage.
This issue will be discussed in more detail in Ch. 5.

These models are not to be taken as a result from a microscopic theory, but more as a
heuristic description of the underlying physical mechanisms. A full theoretical model is
outlined in Refs. [123–125, 240, 241, 326]. Simulations based on a simple version of this
model were performed and will be described in Sec. 4.5.
The models for the SNR are determined as the ratio between the efficiency and the noise
models, the latter of which are described in the next section. The large discrepancy
between the data for the SNR and the model in Fig. 4.19 will be discussed in detail there.

From this combined analysis we thus achieve storage and retrieval with maximal
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Figure 4.19: End-to-end efficiency (ηe2e, blue circles) and signal-to-noise ratio
(SNR, green squares) of the memory as a function of the laser’s red detuning
from resonance ∆. The values of the signal pulse width and the control pulse
energy are ∆tS = 25 ns and EC = 560(50) pJ.

end-to-end efficiencies of ηe2e = 13(2)%, which correspond to internal memory effi-
ciencies of ηmem = 33(1)% for coherent pulses containing one photon on average. The
analytically calculated maximal limit for the total efficiency in the case of storage
followed by backward retrieval is ηmem ≈ 55% (calculated from Eq. (3.116), see Table
4.3). This value is calculated assuming a Doppler-corrected optical depth of 2dopt = 13.
Comparing our achieved efficiency with this theoretical limit, we are still a factor ∼ 1.7
below. This means there is still room for improvement, specifically by control pulse
optimisation. This result led us to develop a control pulse optimisation experiment us-
ing a genetic algorithm, which was carried on by Lizzy later on (see Sec. 4.4.3 and Ref. [4]).

4.3.2 Noise analysis

To understand the limiting noise sources, a thorough experimental noise analysis was
conducted. When the temporal, spatial, and spectral leakage of the control light is
sufficiently suppressed, the three most relevant noise sources in warm vapour quantum
memories are fluorescence, SRS, and FWM, as described in detail in Ch. 3 and
Refs. [114, 178].
As a starting point for the noise analysis, it is essential to determine what kind of
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noise we are dealing with, and obtain an estimation of its magnitude after spatial and
polarisation filtering. For this, a spectral analysis is very helpful. We can thus compare
how much noise passes the etalons when they are on resonance with the control field,
compared to how high the noise counts of atomic origin are. We know that SRS, FWM
and fluorescence noise will have approximately the same frequency as the signal pulse,
and that SRS and FWM will vary their frequency when the laser’s detuning is changed,
while the frequency of fluorescence noise is intrinsic to the atoms.

Figure 4.20: Noise detected on the APD, while scanning one of the etalons
(Bob) used for spectral filtering over two free spectral ranges (FSR) (shaded area
corresponds to one FSR= 25.6 GHz), while keeping the other etalon (Alice) on
resonance with the signal frequency. Large peaks at −16.4 GHz and 9.2 GHz
detuning correspond to leaked control laser light, and small peaks close to the
signal frequency (at ∼ 0 GHz and at 25.6 GHz detuning) originate from atomic
noise (fluorescence, SRS and FWM). Vertical coloured lines indicate the signal
(blue dotted) and control (red dashed) frequencies and vertical black solid lines
indicate the limits of one FSR.

Figure 4.20 shows the frequency dependence of the measured noise count rate, obtained
by scanning the second etalon (Bob) of the filtering system over two FSR, each of
25.6 GHz, by temperature tuning, while keeping the first etalon (Alice) on resonance
with the signal frequency. Thus, we see twice the same measurement depicted in the
Figure. This measurement is taken with blocked signal laser. Two large peaks at
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−16.4 GHz and 9.2 GHz detuning appear, corresponding to leaked control laser light.
This frequencies result from setting the signal frequency to be at zero detuning for this
figure. The transmitted control laser power is negligible when the etalon is in resonance
with the signal, i.e., during storage experiments. Additionally, two smaller peaks
close to the signal frequency appear approximately at 0 and 25.6 GHz detuning. This
indicates that the only relevant noise sources during memory operation are of atomic origin.

Figure 4.21: Exemplary measurement of total noise counts (the two different
datasets were taken on different days) per retrieval attempt as a function of the
energy in the control pulse EC for ∆ = 334 MHz (red detuning), and corresponding
fits of the different noise components: fluorescence, spontaneous Raman scattering
(SRS), and four-wave mixing (FWM).

In order to attain a better understanding of these, we measured the number of noise
photons Nnoise counted on the APD by varying the laser’s detuning ∆, while monitoring
the control laser frequency with the wave meter. Here, ∆ = 0(60) MHz corresponds to the
control transition. At each detuning, we determined the noise count dependence on EC,
yielding a two-dimensional analysis. Figure 4.21 depicts the noise counts as a function of
the control pulse energy EC at ∆ = 334 MHz (red detuning). Two data sets were taken, as
the first one showed some strange behaviour at high control pulse energies (EC > 300 pJ),
probably due to non-ideal etalon adjustments or other experimental imperfections. The
data can be modelled by a second-order polynomial plus a saturating component as
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Nnoise = bE2
C + cEC + dEC

(e+ EC) , (4.17)

where the quadratic and linear contributions account for FWM and SRS, respectively, and
the saturating part corresponds to fluorescence noise. For the shown detuning value we
find b = 0(10−8) (pJ)−2, c = 4(2) · 10−5 (pJ)−1, d = 7(2) · 10−3 (pJ)−1, and e = 16(16) pJ,
indicating that both fluorescence and SRS noise have a significant contribution, while
FWM vanishes.

Figure 4.22: Systematic study of the measured total noise counts and the corre-
sponding fitted noise components at retrieval as a function of the control laser
detuning ∆. Negative values of ∆ correspond to blue detuning from resonance
(differs from convention, as we generally red-detuned the lasers and set this
direction as positive). The noise is mainly dominated by SRS and florescence,
while FWM is negligible in this setting.

Figure 4.22 depicts the behaviour of the noise for varying detuning ∆ at maximal
EC ≈ 375(8) pJ. This value is the average maximal pulse energy, which varies slightly
for each detuning as it is set by hand by turning a waveplate and letting the intended
maximal control power into the cell, while measuring it with a Thorlabs power meter.
The error bars of the total noise are of statistical origin. From fitting the different
noise components as a function of the control field energy at each detuning value (as in
Fig. 4.21), the corresponding components fluorescence, SRS, and FWM are determined at
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each point. Here, the error bars arise from the fit error of the EC dependence. The error
bars at ∆ = −526 and 774 MHz are comparatively large, since the fit hardly converged
and FWM was manually excluded for these data points. From the analysis we assume
that FWM is negligible in the experiment, SRS yields mainly a constant contribution to
the noise, and the detuning dependence of the total noise arises mainly from fluorescence.
In the theoretical description of the noise sources from Chapter 3 it was derived that
if ∆ ≲ ωsg, then the SRS contribution is stronger than the FWM contribution and the
latter is suppressed. This is the case in the present realisation, since

(
∆

ωsg

)
max

≈ 0.2,
and confirms this fact. For the ratio between SRS and FWM derived in Eq. (3.143) we
obtain RSRS/FWM,th ≈ {18, 15, 5} for ∆ = {0,−0.33,−1.5} GHz, using ωsg = 9.2 GHz and
γe = 0.5 GHz. The experimentally obtained value calculated from the average (constant
fits) of SRS and FWM amounts to RSRS/FWM,exp ≈ 24, for all measured detunings.
Because this is a very rough estimation, I have not determined experimental uncertainties.
This calculation is merely to motivate the reason for the vanishing FWM contribution.
The experimental and theoretical values differ by some amount, but they all seem to
reflect the fact that FWM is suppressed in the experiment.

The fluorescence was modeled as a Voigt distribution with a Gaussian component of
380 MHz width at FWHM due to Doppler broadening, and a Lorentzian component of
920 MHz at FWHM, arising from power broadening by the control light and pressure
broadening due to collisions with the buffer gas, with the only free parameter being the
height of the Lorentzian. The combined width is extremely large and does not really arise
from theory. However, this simple model conveys the general trend and is valid for the
here investigated small detunings on the order of the broadened atomic transition. For
increasing detunings, a decay of SRS is expected, but even for the largest here-measured
detuning values it is not pronounced enough to cause significant deviations from the
model. The negligible FWM contribution is particularly interesting, as this type of noise
is commonly understood to be the main drawback of vapour cell quantum memories, and
efforts are made for its active mitigation [181, 190]. As we operate with low-bandwidth
pulses, moderate control powers, at the D1 line, and in a sensible (red) detuning range,
we manage to practically suppress this type of noise. At detunings close to zero, a
local minimum appears in the noise data. We presume this minimum to be caused by
re-absorption of the light due to residual spatial mismatch of the beams along the whole
length of the vapour cell. A more detailed model considering this reabsorption, the decay
of SRS at large detunings, and the slight fluctuations of the noise data has too many
free parameters to fit the number of existing data points. More investigation would be
required to fully understand this fact, and should be pursued in further experiments and
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theoretical calculations. The resulting total noise model

Nnoise(∆) = NSRS +NflV (∆) +NFWM (4.18)

is then a sum of the constant SRS contribution and the Voigt distribution resulting from
fluorescence. For completeness, we also add the FWM contribution to the model. The
resulting parameters are NSRS = 14(1) · 10−3, Nfl = 7(2) · 10−3, and NFWM = 0(1) · 10−3.
It is thus essential to reduce the former two for future optimisation.

Combining the models for ηe2e with the noise model yields the SNR models shown in
Figs. 4.17-4.19. These are in reasonable agreement with the measured data, and confirm
the applicability of the former models. The discrepancy between the SNR model and the
data observable in Fig. 4.19 results from the fact that the SNR data corresponds to the
first implementation of the experiment, while the noise model used stems from the second
iteration. As in the second iteration of the experiment we did not focus on optimising the
achievable efficiency and SNR due to time reasons, but only measured the noise in detail,
we decided to keep the previous data and use the new, more accurate noise model. This
model shows a saturation of the SNR for large (red) detunings, similar to the behaviour
of the efficiency, which seemed reasonable to us.
Summarising, we achieve a SNR = 14(2), corresponding to a noise level of µ1 = 0.07(2)
signal photons. This noise is dominated by constant spontaneous Raman scattering, with
contributions from fluorescence. Four-wave mixing noise is negligible, allowing for further
minimisation of the total noise level.

4.3.3 Storage time measurements

As mentioned in the previous sections, achieving long storage times was not the focus
of the first implementation of our experiment, as we wanted to concentrate on the ηe2e

and SNR optimisation. However, as we have discussed in detail in Ch. 2, long enough
storage times of the order of milliseconds are primordial for applications of quantum
memories in, e.g., long-distance quantum communication. It was important during the
preparation of the experiments to determine the achievable storage time with the present
setup, and to understand its limiting mechanisms, in order to be able to mitigate them
for further implementations. Furthermore, the determination of the 1/e storage time
τmem is important to rescale the measured efficiencies to the value at zero storage time,
where they are defined by convention, assuming an exponential decay of the efficiencies
∝ e−tstorage/τmem . For this, we performed storage measurements using macroscopic coherent
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pulses, i.e., not at the SPL, and varying the time between the storage- and the retrieval
control pulses (first two red pulses in Fig. 4.11) in a range tstorage ∈ [100 − 3000] ns. We
then determined the memory and the end-to-end efficiency of the setup by integration of
the area of the retrieval pulse. We did not perform this measurement at SPL for historical
reasons. This was one of the first measurements we conducted on the memory. Because,
as already discussed, for the publication of Ref. [1] we had decided to focus on optimising
the ηe2e and the SNR, we did not pursue a repeated determination of the maximally
achievable storage time. This is planned for further experiments (see, e.g., Ch. 5, Sec. 5.5).
Since this measurement was done using macroscopic pulses, we normalised the result
with the integrated pulse value of a far-detuned (∆ = 2 GHz red detuned) signal pulse,
which does not get absorbed by the memory. This is necessary, since now the incoming
pulse does not contain only one photon on average (at SPL the normalisation is by a
factor of |α|2 = 1). It is important to consider that since the reference signal is measured
far detuned, its power level will not be the same one of a resonant pulse stemming from
a different laser current, and the data needs to be corrected for this fact. Figure 4.23
shows the memory efficiency (in the figure normalised to 1) and its decay as a function of
time. As in Sec. 4.3 we had defined the storage time tstorage as the difference between the
first (and highest) maxima of the retrieval pulse, and the peak of the incoming signal at
t = 0 ns, but experimentally we can only vary the time between storage and retrieval
control pulses, the storage times determined here will be somewhat longer (time axis of
Fig. 4.23).

The data is modelled with an exponential decay function of the form

ηmem = ηmem,0 e
−tstorage/τmem + c, (4.19)

where ηmem,0 is the memory efficiency at time 0, τmem is the 1/e storage time or coherence
time of the memory, and c is an extra parameter to aid the fit, which should tend to
zero. The choice of an exponential decay is valid for systems with no angle-dependent
spinwave dephasing [94]. As our signal and control beams are practically collinear, this
type of decay is a good choice [94, 269] since the processes leading to atomic loss are
diffusion out of the interaction region before read-out (no ballistic motion due to N2

buffer gas), spin scrambling by collisions, or premature read-out by a scattered photon.
Moreover, the exponential decay yields a good fit of the data. For the efficiencies we find
ηmem,0 = 44(1)%, τmem = 890(50) ns and c = 1(1)%. The obtained memory efficiency,
which translates to an end-to-end efficiency of ηe2e,0 = 18(1)% (using a setup efficiency
value of ηsetup = 40%), is higher than the optimal value of ηe2e,SPL = 13(2)%, obtained
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Figure 4.23: Decay of the normalised memory efficiency ηmem over storage time
tstorage measured with macroscopic coherent pulses and corresponding exponential
decay fit. The resulting coherence (1/e) time of the memory is τmem = 890(50) ns.

in Sec. 4.3.1. Possible reasons could be an underestimation of the needed detuning for
the reference measurement (∆ = −2 GHz), leading to residual absorption of the signal,
or an underestimation of the input pulse energy. Nevertheless, the temporal behaviour
of the memory can be well inferred from this measurement, even if not performed at
SPL. Thus, the present setup can reach maximal storage times of approximately 1 µs.
However, accurate measurements at SPL should still be performed in order to validate
this correspondence. It again serves as an estimation and a starting point for further
optimisations of the setup, in this case regarding the storage time.
The main reason for the spinwave decay in this memory configuration is the diffusion of
the atoms out of the interaction region. In Table 4.3 we estimated the diffusion length in
a time of t = 1µs to be ∆r = 100µm. This is comparable to the FWHM beam diameter
of the signal pulse of 93(5)µm (see Sec. 4.2.4). This means, after this time, the atoms will
most probably have left the interaction region and will thus not be addressed by the lasers
anymore, leading to a loss of the spin-coherence. For applications, the extension of these
storage times into the millisecond range will be vital and should be possible to achieve.
We recall here that the only fundamental limitation on the storage time is given by the
lifetime of the storage-state |s⟩ due to non-radiative decay γs stemming as mentioned,
from diffusion or from collisions (see Ch. 3, Sec. 3.2.3). Extension of the storage time can
be achieved by increasing the beam diameters drastically, and by changing the Λ-system
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configuration to one exploiting the magnetic Zeeman sublevels of the hyperfine ground
states [185], as will be explained in detail in the next section 4.4.1.

4.4 Improvements and further developments

4.4.1 Zeeman pumping

As was shown in Sec. 4.3.2, our memory still suffers from noise sources, especially
fluorescence and SRS. In future experiments, we are planning to extend the used beam
sizes to reach storage times in the order of milliseconds. This might pose the need for
stronger control pulses with possibly higher Rabi frequencies, which is bound to increase
SRS noise, linear in control pulse energy, but surely also the FWM noise, quadratic in
control pulse energy. Therefore, further noise reduction schemes will become necessary. A
possible solution, which simultaneously leads to longer storage times (at least in theory),
comes from exploiting the Zeeman substructure of the caesium hyperfine states and
preparing the atoms in the so-called stretched states |F = 4,mF = ±4⟩ with σ± polarised
light [345]. If perfect state preparation is achieved, this will allow to suppress residual
SRS and FWM by selection rules [185, 330, 331]. Further benefits of using the stretched
states include the reduction of SE collisions [177]. Considering the case of preparation in
the |F = 4,mF = +4⟩ state with σ+ polarised pump light (see Fig. 4.24 (a)), a possible
Λ−memory scheme is shown in Fig. 4.24 (b).
For a complete state preparation, the use of a two-color pumping scheme is necessary. We
chose a combination of two σ+-polarised lasers, a D1 pump laser on the |F = 4⟩ → |F ′ = 4⟩
transition, and a D2 repump laser on the unresolved |F = 3⟩ → |F ′ = (2, 3, 4, 5)⟩ tran-
sition. The repump laser is necessary, in order to empty the lower hyperfine state
|F = 3⟩. If both pump lasers have enough power and shine long enough on the
transition, almost complete state preparation in the |F = 4,mF = 4⟩ state should be
achievable. Under this assumption, the role of the signal and control lasers used in
the hyperfine memory (with respect to which hyperfine transition they are on) needs
to be exchanged. The now σ−-polarised signal laser (blue arrow) is tuned to the
|F = 4,mF = 4⟩ → |F ′ = 3,m′

F = 3⟩ transition, while the now σ+-polarised control (red
arrow) is tuned to the |F = 3,mF = 2⟩ → |F ′ = 3,m′

F = 3⟩ transition, analogous to
the scheme used in Rb in Refs. [94, 191]. The signal and control lasers can both be
detuned by a common two-photon detuning ∆. For a sensible choice of the detuning, a
comparison of the relative strength factors of the intended and competing transitions
for both lasers can be made [94]. Comparing the strength factors [288] for σ− signal of
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Figure 4.24: Zeeman memory preparation and scheme. (a) State preparation
for the Zeeman memory in order to pump the atoms to the stretched state
|F = 4,mF = +4⟩ via a D1 pump laser (dark green) on the |F = 4⟩ → |F ′ = 4⟩
transition, and a D2 repump laser (light green) on the unresolved (grey area)
|F = 3⟩ → |F ′ = (2, 3, 4, 5)⟩ transition, both σ+-polarised, such that they can
only excite transitions with ∆mF = +1. (b) Zeeman memory scheme on the
D1 line after the atoms have been prepared in the stretched state. The σ−-
polarised signal (blue arrow) is on the |F = 4,mF = 4⟩ → |F ′ = 3,m′

F = 3⟩
transition, while the σ+ polarised control (red arrow) is on the |F = 3,mF = 2⟩ →
|F ′ = 3,m′

F = 3⟩ transition. Due to selection rules, the control laser cannot couple
to the outermost Zeeman (stretched) state |F = 4,mF = 4⟩, and thus SRS and
FWM noise processes are forbidden in this scheme. Possible detuning ∆ of both
lasers from the excited state has been ignored here for simplicity.

|F = 4,mF = 4⟩ → |F ′ = 3,m′
F = 3⟩ and |F = 4,mF = 4⟩ → |F ′ = 4,m′

F = 3⟩, one has
a ratio of 7

12 : 1
12 = 7 : 1, while for σ+ control of |F = 3,mF = 2⟩ → |F ′ = 3,m′

F = 3⟩
and |F = 3,mF = 2⟩ → |F ′ = 4,m′

F = 3⟩, the ratio amounts to 1
16 : 7

16 = 1 : 7. This
means, using a red detuning, as done before in the hyperfine memory, will favour signal
absorption but will lead to weaker control coupling on the competing transitions, and
thus seems again a good choice regarding noise. Using this scheme inhibits SRS and
FWM noise inherently [346] (again, under the assumption of ideal state preparation),
since the σ+ control cannot couple to the |F = 4,mF = 4⟩ state due to selection rules, as
there is no state with |F ′ = 3, 4,mF = 5⟩.

In order to implement this scheme in the next iteration of our memory, we wanted
to better understand the procedure of Zeeman level pumping to the stretched states.
Moreover, we sought to investigate the attainable lifetimes and the corresponding life-
limiting mechanisms. Therefore, in David Becker’s BA thesis [10], he set about to shed
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Figure 4.25: Normalised Cs D1 line transmission spectrum measured at T =
21.5(5)°C (blue) and T = 56(6)°C (red) after two-color (D1 & D2) σ±-polarised
Zeeman pumping, and reference spectrum at T = 21.5(5)°C without pumping
(yellow). The maximal pump power is Ppump = 6.8(3) mW.

(pumping) light on exactly these issues. Using the setup shown in Fig. A.1, David firstly
observed the effect of the two-color σ±-polarised pumping on the absorption spectrum of
the D1 line, as shown in Fig. 4.25.
Later he used the two-color pump scheme in a sequence of 12 ms pumping, and a subsequent
waiting time of 6 ms to let the system relax. From fitting the decay of the transmission
of the signal laser on different transitions, and the optical depth (OD) exponential
saturation curves determined from the data (see Fig. A.4 for the obtained figures), he was
able to determine the 1/e lifetimes1 of the stretched state (or outermost Zeeman state)
|F = 4,mF = ±4⟩ for different temperatures of the cell and various probing powers. He
thus obtained a maximal Zeeman pumping lifetime by probing on the |F = 4⟩ → |F ′ = 3⟩
transition of τ̄OD = 1.71(4) ms (see Fig. A.4 (a)) at room temperature (T = 21.5°C), and
of τ̄OD = 0.39(1) ms (see Fig. A.4 (b)) at a temperature T = 56(6)°C, for the maximal used
probe power of Pprobe = 7.9µW. The maximally attainable pumping power (of both lasers)
was limited to Ppump = 6.8(3) mW. Table 4.4 shows the determined average lifetimes
τ̄OD of the |g⟩ state after two-colour D1+ D2 Zeeman pumping with circularly polarised
pumping lasers at two different cell temperatures T = 21.5(5)°C and T = 56(6)°C for
different probe powers Pprobe on the F = 4 → F ′ = 3 transition. Here, we again see a

1Sometimes I also refer to these lifetimes as (Zeeman) pumping lifetimes, not to be confused with the
required time of pumping tpump.
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dependence on the probing power, as discussed in Sec. 4.2.2.

Pprobe
τ̄OD (ms)

T = 21.5(5)°C T = 56(6)°C

7.9µW 1.71(4) 0.39(1)

1.1µW 1.72(3) 0.20(1)

335 nW 1.53(4) 0.26(1)

Table 4.4: Comparison of average pumping lifetimes τ̄OD for Zeeman two-colour
(D1+ D2) pumping for different probing powers Pprobe on the F = 4 → F ′ = 3
transition, at different cell temperatures T .

In Fig. 4.25, at both measured temperatures, there is still some remnant absorption
observable from the F = 3 states. Since only atoms outside of the stretched state
|F = 4,mF = +4⟩ are allowed to absorb the σ+-polarised probe beam, this indicates
imperfect state preparation. Thus, the used pump power is probably not high enough.
Other limiting factors may be atomic relaxation processes or the known problem of
diffusion out of the interaction region. Another limiting factor of the lifetimes, which were
initially expected to be longer (see Fig. A.5 and Table A.1 in the Appendix), presumably
are stray magnetic fields resulting from insufficient shielding or from the heating pads
used to heat the vapour cell (see Sec. 4.2.3). Even though here again, the heater was
turned off for measurements, this still could be a remaining problem. In the literature,
small magnetic guiding fields (B || z on the order of 100 pT) or gradients for Zeeman state
preparation have been employed [185], and seem to help obtaining larger storage times.
This seems sensible, especially for the memory scheme presented above, as in the case of
no magnetic field, the strong control laser sets the quantisation axis, whereas a guiding
field would take this role otherwise. Since the control field is turned on and off for storage,
and in the Zeeman pumping scheme circularly polarised, the quantisation axis would
no longer be the z-axis during the experiment, as it is assumed to be in the hyperfine
memory case. The presence of spurious transverse magnetic fields can thus tilt the spins
during the storage process and map these transverse spins onto the output signal, as a
result from the Faraday effect [347] or even the Hanle effect [348]. To phrase it in Steck’s
words [288]: “[...]if there are any ‘remixing’ effects such as collisions or magnetic fields
not aligned with the axis of quantisation, the system may come to equilibrium in some
other configuration”. In summary, these investigations definitely left many open questions
regarding the role of magnetic fields in warm atomic memories. More investigation into
the effects of magnetic guiding fields in memories is definitely necessary, and will be
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pursued in future experiments (see Ch. 5).

4.4.2 Multimode quantum memory

This section is based on Ref. [3]:
L. Meßner, E. Robertson, L. Esguerra, K. Lüdge, and J. Wolters, Multiplexed
random-access optical memory in warm cesium vapor. Opt. Express, 31, 10150-10158
2023.

Figure 4.26: Multimode memory setup and photo of multiple cells. (a) Section
of the multi-rail storage setup. AODs are used in order to deflect the laser
beam into different rails that act as different memory cells. AOD: accousto-optic
deflector; Cs: Caesium vapour cell; Det: Si photodiode; HWP, QWP; half-wave
and quarter-wave plates; L1, L2: lenses; PBS: polarising beam splitter. (b) Photo
of the four memory rails separated by 626 µm and 20 MHz. (Slightly modified)
figures taken from [3].

In Refs. [130, 131], parameters for high enough key rates for sensible information transfer
in space-borne quantum-repeater schemes are determined. From these investigations,
a value of m = 1000 required memory modes for realistic near-term implementations
is obtained. Multimode operation has been investigated in several quantum memory
systems, including time-bin [349], orbital angular momentum (OAM) [350], and spatial
multiplexing [202, 203, 351, 352]. From these approaches, Ref. [352] is probably one of the
most suited ones to achieve the required value of m = 1000 random accessible memory
modes. However, this experiment is conducted using cold atoms, and as we have discussed
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in Ch. 2, the technological overhead of such experiments is significantly higher than our
simpler warm vapour systems. Therefore, inspection into the realisability of multimode
storage in our memory systems is a fundamental step towards real implementations. For
the above mentioned publication, mainly Leon, but also Lizzy and I worked towards the
realisation of this goal.
The used setup for this experiment is the same memory setup as the one described in the
sections above, with some changes and extra parts, which will only be shortly mentioned
here. Firstly, the memory section is updated in order to realise the different rails. These
are obtained by using an AOD (or AOM) to diffract the incoming laser beam into the
needed rails, which are then recombined using a second AOM, as is depicted in Fig. 4.26
(a). The resulting four rails, separated by 20 MHz in driving frequency and spatially by
625µm, are shown in Fig. 4.26 (b). Secondly, in order to obtain a high enough control
power, as the beam sizes are larger in this experiment than in the original memory
experiment, a self-built (by Leon) tapered amplifier (TA) is added to the setup. The
resulting usable coupled control laser power in cw amounts to 200 mW. For more details
about the setup, I refer to Leon’s Master’s thesis [12]. The resulting spot size (1/e2) of
the signal beams is 230µm.

Figure 4.27: Measured retrieval amplitudes of different rails of the multimode
memory as a function of storage time in the range tstorage ∈ [0.4 − 11.4µs] and
corresponding exponential fits. The inset shows the determined 1/e storage time
for each rail. Figure adapted from [3].

Using this setup and the same memory scheme described in Sec. 4.1, different experiments
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were conducted, after determining the optimal operating conditions in terms of analysing
the interaction between memory rails and minimising the cross-talk. The 1/e storage time
of each rail was determined by conducting several memory experiments on each rail and
extending the time between storage and retrieval control pulses each time, as described in
Sec. 4.3.3. The obtained retrieval amplitudes as a function of storage time are depicted
in Fig. 4.27, together with their exponential fits. The inset shows the determined 1/e
storage times for each rail. The achieved mean 1/e storage lifetime of this memory is
τmem = 3.2µs, with an internal memory efficiency of 36 % using macroscopic coherent
pulses. Subsequently, random-access memory operation is investigated in the setup. For
this, a memory sequence containing different operations (read or write) on different rails
is created. The random-access memory must abide to three defined features: 1) reading or
writing on a rail should not affect the neighbouring rails (interaction-free); 2) rails where
nothing has been stored or written into should not return anything upon retrieval (empty
state); and 3) a read pulse should completely read out the rail and leave no excitations,
such that a subsequent read pulse yields no output (full retrieval). With the chosen rail
separation of 20 MHz, random access storage and retrieval that fulfils the aforementioned
criteria was observed. For more information on the experiment, I refer to Ref. [3].

4.4.3 Genetic algorithm optimisation

This section is based on Ref. [4], currently in review:
E. Robertson, L. Esguerra, L. Meßner, G. Gallego, and J. Wolters, Machine learning
optimal control pulses in an optical quantum memory experiment. arXiv.2401.05077, 2024.

As discussed in the theoretical analysis of Λ-type atomic quantum memories in Chapter 3,
optimisation of such memories using a gradient ascent method was theoretically derived
by Gorshkov and colleagues in Ref. [241]. Initial theoretical simulations based on this
theory are described in Sec. 4.5. Experiments using control pulses determined in such a
way are implemented in Refs. [179, 186, 353], showing a good performance. However,
this model does not account for much of the physics occurring in warm atomic vapour
experiments, such as the presence of a (inhomogeneously broadened) fourth level that
notably changes the dynamics of the system [326], competing effects like FWM, or
the slight differences in Rabi frequencies coupling to the different mF states. As the
aforementioned optimisation is performed theoretically, many other effects arising from the
devices used in the experiment, such as specific transfer functions of optical modulators
or experimental delays between signal and control cannot be easily included in such a model.
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For this reason, in this work it was decided to carry out an in-experiment optimisation
of the control pulses using a genetic algorithm. The latter was chosen due to the fact
that in the experiment one does not have access to the spinwave gradients needed for the
theoretical optimisation, and genetic algorithms are widely acknowledged as noise-robust,
gradient-free optimisation algorithms, well suited to be used in an experimental setting.

Figure 4.28: Schematics of the genetic algorithm experiment. (a) Overview of the
online genetic algorithm setup. Possible solutions generated by the algorithm are
evaluated by performing a memory experiment and determining the efficiency.
AFG: arbitrary function generator; AOM: accousto-optic modulator; CP1, CP2:
calcite prisms; Cs: caesium vapour cell; EOM: electro-optic modulator; λ/2, λ/4:
half- and quarter waveplates; PD: photodiode. (b) Experimental pulse sequence.
(Slightly modified) figures taken from [4].

This experiment and the coding of the genetic algorithm was performed by Lizzy
Robertson. The setup used for this experiment is the updated version of the memory setup
we had built together, already introduced in the beginning of this chapter (see Sec. 4.2.2).
As a reminder, the most important change is the generation of the control pulses using an
AOM instead of an EOM, and the loss of the originally needed amplification using the
SOA. A schematic reduced version is shown in Figure 4.28 (a). Fig. 4.28 (b) shows a
typical memory experiment sequence. Only the write control pulse is optimised in this
experiment, while the read control pulse is always a Gaussian with 40 ns FWHM.

Using the genetic algorithm, optimal control pulses with a temporal form encoded either
using Gaussian pulses, with the amplitude a, pulse width (FWHM) f , and the delay with
respect to the signal pulse d as free parameters; or free-form pulses of 16 parameters, are
learned. An overview of the genetic algorithm and the gene representations of these two
types of pulses are depicted in Figure 4.29.
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Figure 4.29: (a) Gene representation of the Gaussian pulse using the amplitude
a, (FWHM) f and the delay d (above); and of the free-form pulse with 16 evenly
distributed points (below). The Gaussian signal pulse is represented in dashed
blue. (b) Overview of the genetic algorithm. Figure taken from Ref. [4].

The main results of the experiment are that the attained efficiencies using Gaussian
control pulses are very similar to the ones where free-form control pulses are employed.
The improvement factor of using the latter amounts to 3(7)%. This confirms the theory
demonstrated in Ref. [354] for shorter pulse widths, which is here shown to be extendible
to longer pulse widths. A further important finding is that the relevant temporal regions
of the control pulse with respect to the efficiency are those temporally overlapping with
the signal pulse [355]. Moreover, as we have learned in Sec. 4.2.3, much of the noise
present in these warm memories is proportional to the control pulse energies. Therefore, if
these can be reduced without remarkably lowering the attainable memory efficiencies, we
could achieve good memory performance with even lower noise levels. Thus, in this work
optimal control pulses were learned under the added constraint of minimising the control
pulse energy. For specific signal pulse widths, a 30% reduction of the energy of the learned
pulses with a minimal trade-off in efficiency of 4(6)% is shown. However, these last
results should be taken with care and require further investigation. For more details on
the experiment, the genetic algorithm, and the obtained results, I refer the reader to Ref. [4].

4.5 Theoretical simulations

At the beginning of the PhD, in order to gain better understanding of the behaviour of
warm vapour atomic memories and to be able to determine good operation points for
our future experiment, I set out to numerically simulate a warm Λ-type atomic memory,
following the theoretical work of Gorshkov and colleagues [123–125, 240, 241], presented
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in Chapter 3 Sec. 3.3.1. This work represents a tool to optimise the performance of
a quantum memory in realistic experimental regimes. Since Gorshkov’s work was, to
be honest, not exactly light reading material, I followed the description by Rakher
et al. presented in Ref. [326], which I found to be more approachable. In this work,
Gorshkov’s treatment for a three-level Λ-system is extended to include a second excited
state, and the scenario of storage of photons emitted by a quantum-dot in an ultracold
87Rb ensemble is simulated. When the pandemic hit in March 2020, this simulation
work became my main project, while we had no access to the lab. The starting point
was to simulate a three-level system in one spatial dimension without inhomogeneous
broadening (see Ref. [240]). Initially, the plan was to include Rakher’s extension and
further ones, such as the mentioned broadening, the effect of the Zeeman sublevels, the
spatial geometry of the signal and control fields, but unfortunately (or not), when we got
back our lab access, other projects took precedence and thus, these improvements remain
open for now. Therefore, there is still room for improvement, hopefully for the next PhD
student in the group. Exactly this has been done by Roberto Mottola in Basel during his
PhD [95].

The equations of motion Rakher uses are similar to Eqs. (3.117)-(3.119) in Ch. 3, but
with some modifications. They are given as

∂z̃E = iµ̃eg

√
doptγe P, (4.20)

∂t̃P = (iδg − γe)P + iµ̃eg

√
doptγe E + iµ̃es Ω(t̃)S, (4.21)

∂t̃S = i(δg − δs)S + iµ̃es Ω∗(t̃)P, (4.22)

where all fields are functions of the coordinates z̃ ∈ [0, L], and t̃ = t − z/c, in a
co-moving reference frame. The spatial coordinates are later renormalised to 1, so
that z̃ ∈ [0, 1]. The equations include the relative dipole moments µ̃αβ, defined as
the dipole moments relative to that of the two-level, cycling transition µ̃cyc, where a
measurement of the optical depth would take place [326]. This is done for (apparent)
easier comparison between different implementations of the Λ-system. δg and δs

are the respective single-photon-detunings (in the rest of the thesis called ∆s and
∆c). Furthermore, the variables are not scaled by the decay of the excited state γe as
in Gorshkov’s theory. The initial conditions are the same ones given in Eqs. (3.120)-(3.122).

In order to solve the first-order, coupled partial differential equations (PDEs) (4.20)-(4.20),
the space and time coordinates are discretised. The discretisation of time coordinate was
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conducted using a time-bin of 1 ns. The rest of the variables were then transformed into
equivalent units. The space coordinates were thus transformed into the time light takes to
travel through them (in vacuum). Therefore, the cell length of L = 7.5 cm corresponds to
0.25 ns. Frequency units are thus given in GHz = 1

1 ns , and then scaled by the decay of the
excited state γe, prior to the calculation. This scaling allowed to describe the parameter
ranges relevant to our EIT regime, with input signal and control pulse lengths in the
order of 25 − 80 ns, keeping the computational time short. The equations are solved with
the simplest approach of using the Euler method. This method generally suffices for
the three level system in the stationary case (i.e., without inhomogeneous broadening),
although, as will be discussed later, this already caused some instabilities of the code in
certain parameter ranges. The equations are solved through an iterative process, stepping
forward in time starting from t̃ = 0. Spatial derivatives are computed simultaneously
for all z̃ points, followed by incremental computation of the time derivatives. The input
signal pulse Ein, assumed to very weak in the theoretical formulation (such that only
linear terms are kept), is programmed to be a Gaussian, with an amplitude normalised to
one (

∫ T̃
0 dt̃ |Ein|2 = 1), in order to calculate the efficiencies as given in Refs. [241, 326].

The initial control pulse is also assumed to be Gaussian, and its amplitude is scaled with
respect to γe for the calculation.

The simulation is performed in Python. Since the equations, at least in time, have
to be solved iteratively, complete parallelisation is not possible and for loops cannot
be fully avoided. These are rather slow in Python (even with NumPy), a reason why
in the early stages of the project the optimisation already took long enough to make
testing complicated and especially annoying. This motivated us to seek help from a
theory group, who could use their knowledge to come to our aid. This collaboration came
about in one of the first retreats of the graduate school of Berlin Optical Sciences and
Quantum Technologies (BOS.QT) in 2020. Here we (Janik and I) met Prof. Christiane
Koch from the FU, whose group focusses on theoretical quantum dynamics and control.
Originally, the plan was to adapt our problem, such that it could be solved using their
Fortran 95 library QDYN [356]. I started working on this together with Alexander
Blech with some supervision by Daniel Reich. After some time (more than we would
like to accept), we realised that the problem was more complex than we initially
thought, and came back to the idea of optimising my existing code in order to make it
more efficient. Alex was a great help in this, and we ended up accelerating the PDE
solver using Numba [357], an open source JIT compiler that translates Python and
NumPy code into fast machine code. This rendered the simulation about a 100 times faster.
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The simulation is done in two parts: First, the storage process is simulated by solving
Eqs. (4.20)-(4.20), with boundary conditions given in Eqs. (3.120)-(3.122). This yields the
storage efficiency ηs given by Eq. (3.114). Second, the retrieval process is simulated. As I
was interested in a scenario similar to our experiment, I implemented the case of forward
retrieval, where the retrieval control pulse enters the memory from the same side as in
the storage process. This means, as mentioned in Ch. 3, that the equations of motion
are the same as for storage, but with boundary conditions given by Eqs. (3.131)-(3.133).
In the simulations, the time interval t̃ ∈ [T̃r, T̃f ] is the same one as for storage, i.e.,
[0, T ] = [T̃r, T̃f ], since these are two independent calculations. This yields the retrieval
efficiency ηr, which in the case that the spinwave is not renormalised before retrieval is
given as

ηr =
∫ T̃f

T̃r
dt̃|Eout(t̃)|2∫ 1

0 dz̃|S(z̃, T̃ )|2
, (4.23)

where Eout(t̃) = E(1, t̃) is the signal field at the end of the cell (z̃ = L). The total efficiency
ηtot = ηsηr, which corresponds to what we experimentalists call the internal memory
efficiency ηmem, is then given as in Eq. (3.134), or in the above notation as

ηtot =
∫ T̃f

T̃r

dt̃|Eout(t̃)|2. (4.24)

The choice of the necessary length of the time coordinate for an efficient simulation was
a bit tricky, as choosing very long integration times T̃ led to some oscillations in the
optimal control pulses at times much longer than the signal width, which were deemed as
unphysical. As a compromise, an integration length of T̃ = 250 ns was chosen. The number
of grid points was chosen to be z̃steps = 251 for the spatial grid, and t̃steps = 15001 for the
time grid. These stability issues show that elaborating of the algorithm from a simple
Euler method to, e.g., a second or even fourth-order Runge-Kutta method will surely
become necessary when implementing the aforementioned improvements. As an example
to show the results delivered by the simulation, I calculated the optimal control field and
the resulting E , P, S fields for storage and retrieval (in the code and in Fig. 4.30 referred
to as Er, Pr, Sr) for a configuration similar to our experiment, presented in the sections
above. The parameters used for the simulation are given in Table 4.5. The used value for
the optical depth dopt corresponds to 1/2 of the calculated OD of the signal transition,
not scaled with respect to Doppler broadening, but only considering natural and power
broadening. This choice is due to the fact that since the simulation does not (yet) account
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for inhomogeneous broadening, the resulting efficiencies assuming the Doppler-scaled OD
given in Table 4.3 were very low. Thus, I decided to account for the Doppler broadening
by including it in the dephasing rate of the excited state |e⟩ (γe), but not in the OD.
As the resulting efficiencies were closer to what we observed experimentally, this was
deemed to be a sensible choice. As I consider the D1 line in Cs, scaling the relative dipole
moments µ̃αβ with respect to the D2 cycling transition did not seem sensible. Therefore,
I assumed the µ̃αβ to be related to the transition strength factors SF F ′ from Table 3.4.
As the simulation calculates field strengths and not intensities, one needs to take the
square root of these. For simplicity, and relating to the calculated dopt being that of the
signal transition, I assumed µ̃eg = 1 and rescaled µ̃es as µ̃es =

√
7
3 µ̃eg. As a reminder, the

theoretical values for γe and Ω are half of the calculated experimental values, following
convention [125, 326]. Also, the control field is assumed to be real. The resulting squared
field amplitudes are depicted in Fig. 4.30, where the left column shows the storage fields,
and the right column shows the retrieval fields.

Magnitude Value

Cell length L = 7.5 cm =̂ 0.25 ns

Integration time T̃ = 250 ns

Grid size
z̃steps = 251
t̃steps = 15001

Th. optical depth dopt = 30.5

Relative dipole moments
µeg = 1
µes =

√
7
3

Control Rabi frequency Ω = π · 0.54 GHz

Detuning δg = δs = ∆ = 2π · 1.5 GHz

Decay rate of |e⟩ γe = π · 0.39 GHz

Gaussian pulse widths (FWHM)
∆ts = 25 ns
∆tc = 50 ns

Optimal efficiencies
ηs = 56.1%
ηr = 60.6%
ηtot = 34.0%

Table 4.5: Simulation parameters and resulting optimal efficiencies for the given
configuration.
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Figure 4.30: Simulation results. (a1)-(a3) Squared field amplitudes E2, P 2, and
S2 for the optimal storage process. The storage efficiency is ηs = 56.1%. (b1)-
(b3) Squared field amplitudes E2

r , P 2
r , and S2

r for the optimal retrieval process.
The retrieval efficiency is ηr = 60.6%. The resulting total efficiency for this
configuration then amounts to ηtot = 34.0%.

The results of the control field optimisation, i.e., the solutions for each iteration, as
well as the initial signal field Ein (not to scale) are shown in Figure 4.31. The signal
field’s amplitude (not to scale) is normalised to one and only enlarged in the figure for
comparing its timing with respect to the control field. The simulation yields the optimal
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Figure 4.31: Control field optimisation results (simulation). For the given con-
figuration, the optimal control field is found after 8 iterations of the gradient
ascent algorithm. The Gaussian input field Ein (not to scale) is also plotted as a
reference.

control pulse for the given configuration in 8 iterations. The resulting control pulses
show a Gaussian-like behaviour around the time interval where the signal pulse is large
(t̃ ∈ [0 − 100] ns), then fall slightly below zero, here probably only due to numerical
effects, and then show some extra peak at times t̃ ≈ [110 − 220] ns. This behaviour seems
curious, as turning on the control field after having stored the signal should lead to early
readout, here similar to leakage. These are probably artefacts of the stability issues of
the simulation and where thus not considered further. However, more investigation is
required regarding this fact. The significant part of the optimal pulses is taken to be
its Gaussian-like part. The resulting efficiencies calculated for the optimal pulse are
also given in Table 4.5. The agreement with our measured internal memory efficiency
of ηmem = 33(1)% (see Sec. 4.3.1) has to be taken with care. The simulated optimal
efficiency is attained by using a very strong control field, approximately 10× higher than
our experimental control pulses. Notably, the optical depth used for the simulation was
larger than the Doppler-broadening-reduced OD determined from theory (as mentioned
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earlier). Lower values of the optical depth, corresponding to our measured experimental
values, resulted in very low efficiencies in the simulation. This behaviour was confirmed in
conversations with Roberto Mottola regarding the simulations shown in his thesis [95].
As the description by M. Rakher is developed for cold atoms, there might be assumptions
about the optical depth I did not take into account. These issues rise several questions,
such as if we need to increase the control Rabi frequency even more in our experiments
to increase the obtained efficiencies (optimisation), if better results will be obtained by
increasing the OD, or if both cases are even comparable.
Interestingly, the optimal control pulse seems to be centred later in time compared to the
signal, as opposed to the optimal scenario we observed experimentally. I tried out many
configurations placing the signal pulse on the falling edge of the control pulse, such that
the control pulse would adiabatically go to zero when the signal entered the memory, thus
transferring it better into the spinwave, as EIT-memory theory predicts. However, the
simulation always determined the optimal control pulse to be later and the signal pulse to
arrive closer to the rising edge of the control. Gorshkov’s theory states that this adiabatic
ramping down is not necessarily required for optimal storage, however this fact seemed
counter-intuitive to me.
Notably, the simulation lacks many effects highly relevant for memory operation. The
spinwave decay between storage and retrieval is assumed to be negligible, which does not
correspond to reality. As discussed above, the main source of decoherence in our memory
(deterioration of the spinwave) is the diffusion of atoms out of the interaction region, a
fact which is completely ignored in this description, as well as are other spin-dephasing
effects described in Ch. 3, Sec. 3.2.3. Nevertheless, since this can be modelled using
a simple exponential decay (see Sec. 4.3.3), (at least) this effect can be accounted for
easily. More complicated issues, such as noise, are not accounted for at all in this
description. Therefore, the simulation which, if stable, should approach efficiencies
close to one for dopt → ∞ will, e.g., yield the best efficiencies on resonance, where from
experience we know that remaining absorption due to imperfect EIT tends to reduce the
attainable efficiencies, and where readout fluorescence noise is maximal. Also, all the
improvements and further effects mentioned before (inhomogeneous (Doppler) broadening,
the presence of the second parasitic excited state (F ′ = 4), etc.) are not yet included in
the simulation. Finally, all the technical noise sources and experimental issues leading
to reduced efficiencies are basically impossible to account for in this simulation. For
this reason, we later on in time decided to go about the optimisation of the memory by
using an in-experiment approach via the Genetic Algorithm, as was done by Lizzy in her
experiment (see Sec. 4.4.3 and Ref. [4]). This theoretical simulation, at least at the level
of complexity it includes now, can thus be seen as a means to understand the behaviour
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of the involved fields, rather than to obtain exact results.

4.6 Discussion and intermediate conclusions

In summary, in this section I have presented the warm, hyperfine EIT memory on
the Cs D1 line, with which we have realised single-photon-level storage of coherent
pulses containing one photon on average. We have achieved an end-to-end efficiency
of ηe2e = 13(2)%, which translates to an internal memory efficiency of ηmem = 33(1)%.
Simulations based on the theory by Gorshkov et al. [123–125, 240, 241] and Rakher
et al. [326] were carried out, yielding maximal memory efficiencies comparable with
our experimental results. However, these results are obtained after a control pulse
optimisation and at a higher value of the optical depth than the one calculated for our
system, and thus it is not clear how comparable they are. Nonetheless, the simulation
helps to qualitatively understand the storage process better. The theoretical limit for the
memory efficiency calculated using a (Doppler scaled) optical depth of 2dopt = 13 was
determined to be ηmem ≈ 55% (calculated from Eq. (3.116), see Table 4.3). Therefore,
the efficiencies of the experiment can still be improved. The same calculation using the
optical depth considering only power broadening, that is, not Doppler scaled, yields a
limit of ηmem ≈ 81%. The obtained experimental efficiency values show we are on a good
path towards achieving the needed key figures of merit for practical implementations
on QRs [130, 131], and that these efficiencies can be improved in our experiment by
control pulse optimisation. The simultaneously obtained SNR is 14(2), which can be
converted to a noise level corresponding to µ1 = 0.07(2) signal photons. As the limiting
noise sources, SRS and fluorescence are identified. The present memory is not yet fully
optimised for long storage times and reaches a 1/e storage time of τmem = 890(50) ns
(τmem = 3.2µs in the multimode memory), but the geometry with parallel signal and
control beams in principle allows for storage times not limited by motional dephasing, at
least in the ms regime. With the achieved bandwidth of ∆ωmem = 220(30) MHz, this
yields a time-bandwidth product of TBP = ∆ωmem · τmem = 200(30). This is comparable
to the value achieved, e.g., in Ref. [191] of TBP = 250(20). With these characteristics,
our device can already find a use in, e.g., the enhancement of the generation rate of
multiphoton states for applications in optical computation or sensing [138].
The used control powers in this experiment were comparatively low. However, much
higher powers on the order of hundreds of mW will be needed in future experiments,
where larger beam sizes are planned, in order to further extend the storage times. The
pumping efficiencies for the experiment were certainly not high enough. There are several
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possible reasons, such as the forbidden |F = 4, mF = 0⟩ → |F ′ = 4, m′
F = 0⟩ transition,

which does not couple to the pump laser, and the insufficient pump power and beam
size. Furthermore, residual radiation trapping and other competing collisional processes
leading to dephasing, even if not very large, still have a non-negligible effect. This is
probably the reason for the experimentally observed fact that higher temperatures, and
thus a higher optical depth, do not lead to monotonically improved efficiencies, but that
there seems to be an optimal temperature (in our case the chosen T = 60°C), above
which the attained efficiencies start to decrease, contrary to Gorshkov’s theory. An
open issue for investigation in this regard is the usage of (radially) thinner cells with
different buffer-gas species and pressures. The smaller diameter will aid in the reduction
of radiation trapping in the radial direction, and the different buffer gas concentrations
could possibly reduce the effect of collisions leading to spinwave dephasing. These inves-
tigations could also lead to improved pumping characteristics and longer spinwave lifetimes.

From Gorshkov’s theory [123–125, 240, 241], we further know that EIT and Raman
memories correspond to different limits of adiabatic storage. EIT operates closer to
resonance and is based on a quantum interference, while Raman memories operate far
detuned (∆ > γe) and allow for broadband storage. However, it is difficult to discern how
exactly memories work in intermediate regimes. Our memory shows good performance
for longer pulses in the time domain, and thus narrower in the spectral domain, but the
ideal operating point with respect to detuning lies at about ∆ = 1.5 GHz, which is more
than three times larger than the total excited state linewidth, including all broadening
mechanisms (homogeneous and inhomogeneous), of γe = 390 MHz. Therefore, our memory
is exactly in such an intermediate regime. The question arises if determining, e.g., the
width of the EIT window in this regime (using Eq. (3.74)), is still sensible, if storage is
still based on an interference, or not. We know that the EIT window changes its shape
with large detunings [11, 358], such that the same input pulse will not fit spectrally as well
in a detuned EIT window as in a resonant one. However, here we see that the EIT model
yields good results when compared to our experimental data. Specifically, the model for
the efficiency as a function of the signal pulse width of Eq. (4.14), and the size of the EIT
window it predicts, agree very well with the theoretical value (see Table 4.3), as we have
mentioned above. Regarding the changing shape of the EIT window at large detunings,
specifically outside of the absorption peak where the transmission is maximal, if one
closely looks at the spectrum, the detuned ‘EIT window’ could be interpreted as induced
absorption. One could argue that the regime resembles electromagnetically induced
absorption (EIA), a regime where light storage has also been investigated [359–361]. In
this regime, the signal pulse experiences negative group velocities. Due to time reasons,
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I did not have a chance to further investigate this matter, but it might be something
worth looking into. All these issues have provided us with hot topics of discussion with
colleagues over the years, to which I have still not found totally satisfying answers. Maybe
the discussion goes to much into the philosophical realm, since the EIT model does yield
sensible results. But as we have learned, philosophical discussions can lead to interesting
(and maybe even practical) results. Thus, I comment this here as an invitation to further
look into these questions with more theoretical and experimental investigations.

Regarding noise, for SRS minimisation, the pumping efficiency should be increased
using higher pump laser powers and larger beams. Further noise reduction is planned
by exploiting the Zeeman substructure of the caesium hyperfine states and preparing
the atoms in the mF = +4 sublevel with σ+ polarised light, thus ideally suppressing
residual SRS by selection rules, and further reducing possible FWM noise contributions
[185, 330, 331]. In this configuration, larger SNRs should also be attainable. First
investigations in this direction have been performed (see Sec. 4.4.1). The resulting
coherence times of pumping into Zeeman states are not as long as expected, pointing
to spurious magnetic fields. A new and improved heating system which does not lead
to magnetic fields inside the shielding has been developed and already tested in other
experiments (see Chapter 5). Furthermore, future experiments are planned with an
improved four-layer magnetic shield from Twinleaf, including coils for generating magnetic
(guiding) fields and gradients. These improvements will help to extend the attainable
storage times and to better understand the effects of magnetic fields for our storage
protocols. With these improvements, storage times of a few milliseconds might be
within reach. They can thus be extended to reach the benchmark τmem = 1 − 100 ms for
practical applications in QRs, by considerably increasing the beam diameters, ideally up
to the cell diameter, hence inhibiting atomic diffusion out of the optical interaction volume.

Moreover, we have investigated spatially multimode operation in Ref. [3], paving the way
to near-term implementations as the ones discussed in Refs. [130, 131]. Furthermore,
by use of machine-learned optimal control pulses as the ones obtained in Ref. [4] (see
Sec. 4.4.3), we will simultaneously boost the memory efficiency even further. With
this, higher end-to-end efficiencies and simultaneously even higher signal-to-noise ratios,
as well as ms-long storage times should be within reach, bringing us closer to laying
the foundations for memory-assisted, satellite-suited QRs for long-distance quantum
communication.
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5 Applications and Developments

“The most effective way to do it is to
do it.”

Amelia Earhart

This chapter is meant as a thorough portrayal of the most discussed applications of
quantum memories, ranging from ones realisable in forthcoming experiments or in the
near future, to long-term ideas, more in the realm of the speculative. The overview is
intended to give a flavour and an outlook of what will and may lie ahead in the field. I
will first review the area of satellite-based long-distance quantum communication and
repeater networks, and then continue with a (for now) more ground-based application,
optical machine learning. Then, I will discuss synchronisation of photon generation in
quantum light sources, an essential issue for both, ground and space scenarios. Thereafter,
I will describe the more speculative ideas proposed in the white paper we wrote for NASA
in collaboration with the DLR in Ulm, the Forschungszentrum Jülich, and the Universität
Hannover [2], concerning space-based tests of fundamental physics. Later on, stepping
more into current and near-future projects, the next realisation of a memory experiment
currently under construction, the QToRX alkali-noble-gas memory and my contributions
to that project will be presented. Lastly, I will discuss the realisation of the portable
memory-system demonstrator built for the QuMSeC project. For explanations of these
acronyms, I refer the reader to the respective sections.

5.1 Long-distance satellite-based quantum communication

Photonic losses remain to this day the longstanding bottleneck of long-distance quantum
communication. Absorption losses scale exponentially with node distance, independent of
fibre or free-space transmission. Due to the no-cloning theorem (see Ch. 1, Sec. 1.1.1), it
is not possible to simply amplify the information by creating many copies, as is commonly
done in classical communication. This issue limits applications beyond a few hundreds
of km, e.g., ∼ 300 km in fibre [364]. As discussed in Ch. 1, quantum repeaters (QR)
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Figure 5.1: Schematic of a satellite-based quantum repeater architecture as
considered in Refs. [130, 131]. The external satellites SA and SB contain onboard
photon-pair sources (stars) that emit entangled photon pairs. They each send one
photon to the central satellite SM containing quantum memories (and also QND
detection devices), and the other to the respective ground station A or B. After
a quantum non-demolition measurement (QND) [362, 363] heralds the arrival of
the photons they are loaded to quantum memories (QM) at each ground station
and on the central satellite. A BSM at the central satellite will then lead to
entanglement of the photons at ground stations A and B. This procedure can be
cascaded further using several of such links.

and space-based communication were introduced to alleviate precisely this problem.
The advantage of satellite-based free-space QKD (SatQKD) over ground-based fibre
architectures is that transmission losses in vacuum are governed by diffraction and show
an inverse square scaling, as opposed to the exponential scaling mentioned above.
Worldwide, research initiatives and missions in the field of SatQKD have emerged
over the last years or are currently in preparation [365–369], and are supported by
several studies [370–372]. These missions are generally based on the BB84 [34] and
BBM92 [62] protocols. Among these, the remarkable Quantum Experiments at Space
Scale (QUESS) project and its Micius satellite are highly famous, having accomplished
major milestones, such as ground-to-satellite teleportation [373], decoy state BB84
QKD from satellite to ground [374], long-distance, entanglement-based QKD employing
the BBM92 protocol [375], and remarkable beyond-line-of-sight trusted-node QKD
connecting Vienna and Beijing [376]. Typical achieved key rates from satellite to ground
in these implementations are in the kbit/s regime [374, 376] and in the bit/s range for [375].
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However, with the goal of a global and ‘user-friendly’ quantum communication network in
mind, beyond line-of-sight untrusted-node operation via QRs is undoubtedly necessary,
since not everyone has the means to put up a trusted satellite in orbit. For untrusted
operation with sensible key-rates, onboard quantum memories are an essential requirement.
Up until recently, there had been no theoretical works analysing the performance of both
ground- and satellite-based memory-assisted quantum communication in a global scale.
In Refs. [130, 377], the use of memory-equipped satellites for quantum communication
focussing on global-range repeaters and memory-assisted measurement-device-independent
MA-MDI-QKD [378, 379] is analysed, providing one of the first investigations towards the
goal of a global untrusted quantum repeater network. These works show that the QMs
allow an increase in the achievable key rates as a result of synchronisation of otherwise
probabilistic Bell-state measurements, which are the foundation of MDI-QKD protocols.
Specifically, a single repeater station with an onboard QM reduces the scaling of the key
rate from ηch to √

ηch, where ηch represents the channel transmission [131]. Moreover,
placing intermediate links in space as opposed to on ground also reduces the necessity
of simultaneous good weather conditions in more than two ground stations. A decisive
finding of Ref. [130] is the enhancement of entanglement distribution rates over three
orders of magnitude by using satellites equipped with quantum memories, compared to
existing protocols where the memories are placed in ground-based stations [380]. This
yields key rates in the order of 100 Hz-1 kHz for intermediate distances up to ∼ 500 km.
For ground-station distances of 10.000 km, required storage times for intercontinental
and global (half of the earth’s circumference) quantum communication are determined
to be in the range of some tens to hundreds of milliseconds. In addition to global scale
quantum networking, the authors analyse shorter range, line-of-sight satellite settings
for MA-QKD and determine necessary memory characteristics for near-term feasible
implementations, producing sensible key rates above 10 Hz. These represent already more
than an order of magnitude improvement with respect to the no-memory case, e.g., a
secret key rate of 0.12 bits/s achieved by the Micius team [375]. Exemplary resulting
figures of merit of Ref. [130] are memory efficiencies of ηmem = 80%, a number of memory
pairs or spatial modes of m = 100, N = 1000 temporal modes, storage times of 100 ms,
and detector efficiencies of ηdet = 70% for LEO satellites at a height of h = 400 km and a
ground-station distance of 1000 km. Simulations are conducted to determine sensible
parameter ranges for various of these figures of merit.

Furthermore, in Ref. [131], the authors perform calculations based on a large-scale
event-based Monte Carlo simulation of repeater networks, that can faithfully represent
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multimode memories, realistic protocols, and the corresponding losses and imperfections
of the employed memories. They determine achievable QKD rates in different satellite
and ground station geometries for feasible experimental parameters. For a configuration
consisting of three satellites, where the two outer ones carry entangled photon-pair sources
and only the central one carries a QM, they determine attainable key rates in the kHz
range. The two considered sources of loss are the elevation-angle-dependent atmospheric
loss ηatm(θ), and the distance-dependent diffraction loss ηdif. They analyse the key rates
depending on the positioning of the two outer satellites and show that a trade-off exists
between these two sources of loss. Moreover, they show that reaching intercontinental
distances over 10.000 km with currently available or near-future parameters is feasible.
With their simulation they are able to model situations with more than two repeater
links. However, the overhead of using multiple satellites is still considerable. In Ref. [381],
the numerical simulation mentioned above is developed further, in order to include
further realistic effects and protocols like time-dependent memory noise, entanglement
purification, etc. With this method they further analyse, compare, and combine different
repeater strategies to determine the corresponding benefits and drawbacks.
A slightly different approach is taken in Ref. [233], in order to reduce the extensive
hardware overhead necessary for global scale QR networks to some extent. The authors
propose a single satellite equipped with a photon-pair source and two quantum memories,
one with ultra-long-lifetime (ULL) (> 1 h) and another shorter-lived one (tens of ms).
This satellite effectively acts as a time-delayed version of a single QR node, physically
transporting stored qubits from above one ground station to the next. Entanglement
distribution is thus performed in the overpass time of a typical Leo satellite (∼ 4 min).
In summary, immense technical, scientific, and economic resources are being invested into
SatQKD and the development of a global quantum communication network. Theoretical
investigations show that these ideas are feasible to some extent, but require extreme
technical overhead. Still, the technology readiness level of the relevant components,
especially of quantum memories and single-photon sources needs to improve considerably.
Nonetheless, the field remains highly exciting and interesting, and draws a lot of attention.
However, it is not the only interesting application for quantum memories, as will be
discussed in the next sections.

5.2 Optical machine learning

Due to its numerous great qualities in terms of speed, inherent parallelisation, enhanced
information-carrying and multiplexing capabilities, as well as low power consumption,
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light is an attractive candidate for information processing [382–384]. These characteristics
have, of course, been harnessed widely in telecommunications in the past decades,
but not so much in the realm of computing. Especially regarding different types of
neuromorphic-inspired machine learning methods, which are famously computationally-
and resource intensive, the use of optics could alleviate these demands and foster more
sustainable data-based prediction methods [385]. However, these methods all require
a nonlinearity of some sort, something that tends to be rather elusive or difficult to
implement in optics, due to, i.e., the very small nonlinear (second and third-order)
susceptibility of conventional materials. This lack of simply attainable nonlinearity poses
a limit on the method’s operation speed, energy consumption, and device size [386].
Therefore, there is growing interest in the research of better-performing nonlinearities
based on optics for the use in artificial neural networks using, e.g., warm atomic vapours
of Rb [387] or Cs [5]. The latter experiment was conducted in our group by Mingwei
Yang.

Furthermore, it is not only light that can be beneficial for certain machine learning
architectures. Also (quantum) optical memories hold promise for applications in this field.
Specifically in Reservoir Computing (RC) [388–390], which represents a highly successful
approach for processing time-dependent information. A reservoir consists of some type of
nonlinear dynamical system, which responds to a certain input in a given manner. This
method was introduced to reduce the cost of training a large amount of network weights,
as here only the output layer, i.e., the response of the dynamical system to the given
inputs is trained. In RC, the exact structure of the reservoir is not crucial. Necessary
characteristics are a high dimensionality, and that its response should depend not only on
the present input, but also on past inputs, up to a given time. This latter point, also
referred to as ‘fading memory’, means the reservoir should gradually forget old inputs
as new ones come in. This feature aligns with the functionality of optical memories,
which allow for more flexibility compared to simple optical delays, a well investigated
architecture in the context of RC [391, 392]. In Ref. [393] it is shown that the performance
of an unoptimised reservoir can be significantly improved by adding a time-delayed
version of the input for a given task. The reservoir used here mirrors that of a multi-delay
line reservoir, where an optical quantum memory, analogous to the one presented in
Ch. 4, but operated in the realm of classical coherent pulses, stores information for
different time periods. Here, part of the information is fed back into the system, and
part of it is measured. The nonlinearity of the reservoir is provided by an semiconductor
optical amplifier (SOA). This field of research is relatively new but highly interest-
ing, and holds significant promise to offer near-future applications for our memory systems.
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5.3 Synchronisation of (multi-)photon generation

Figure 5.2: Schematic of the photon synchronisation scheme using a quantum
memory. The probabilistic single photons (blue full pulses contain a photon and
blue empty pulses are vacuum states) generated from, e.g., two SPDC sources
in different time bins (heralding idler photons not shown for simplicity) are
synchronised in time after being stored in the memory for different amounts of
time.

Single photons constitute perhaps the most essential resource in discrete variable photonic
quantum information processing (QIP). However, ideal single photon sources in terms of
efficiency and deterministic generation remain elusive, as has been discussed in Ch. 1.
Still to date, most experiments in quantum optics and experimental demonstrations of
QIP algorithms are realised with non-deterministic heralded sources (such as SPDC), and
commonly make use of post-selection. Unfortunately, the generation rates of multi-photon
(entangled) states become very low as the number of photons N grows [138]. As an
example, the generation rate for a 12-photon entangled state in Ref. [394] is 1 per hour,
and in an experiment which employed five SPDC sources to generate 10 photons, it was
necessary to maintain the mean photon number as low as µ < 0.05, to effectively suppress
multi-pair emissions [395], as explained in Ch. 1. Consequently, the resulting coincidence
rate for 10 photons was only of a few events per hour. Quantum-dot sources per-
form better in this regard, and achieve ∼ 10-fold coincidences at rates of a few Hz [396, 397].

In this context, quantum memories find yet another application, as they are a
potential solution for the so-called ‘scaling catastrophe’, by offering storage and
on-demand retrieval of the photons, as shown schematically in Fig. 5.2. This combined
time-multiplexing allows to synchronise probabilistic sources and thus increases the
N -photon generation rate, allowing for higher probabilities in the generation of the
multi-photon states required for QIP. Conversely, without memories, the N heralds would
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have to fire simultaneously to achieve an N -fold coincidence. The scheme used for this is
relatively simple (in theory but regrettably not experimentally). If M heralded parametric
sources are generating M photons, where M − 1 are being stored in QMs until the last
photon is heralded, and thus triggers the read-out of all memories, then one can obtain a
NM−1 enhancement factor for the M -fold coincidence probability, N being the number of
storage time slots in a time-multiplexing scheme [100]. In Ref. [138], it is shown that even
memories that do no yet achieve very high efficiencies are useful in this regard, when
combined with post-selection schemes. The crucial figure of merit for synchronisation
of single-photon events is determined to be the quantity ηmemTBP = ηmem ∆ωmem · τ ,
the product of memory efficiency and the time-bandwidth product TBP. Their analysis
highlights the importance of developing quantum memories for applications other than
long-distance quantum communication. These types of experiments have been realised
with fibre storage loops achieving enhancement factors up to 30-fold [100, 398, 399].
Using an atomic vapour ladder-type quantum memory, synchronisation of single photons
from a warm vapour SPS based on FWM (using the same ladder-scheme) was realised in
Ref. [400], achieving an end-to-end efficiency of ηe2e = 25%, and high indistinguishability.
Moreover, they observe a 10-fold increase in their photon-pair coincidence rate. Further
experiments showing synchronisation of generated photons in atomic vapour memories
(read-write or read-only, respectively) are presented in Refs. [401, 402].
Apart from synchronisation, memories could also serve as pulse shapers for the stored
photons of, e.g., QD sources, as in Ref. [403].

5.4 Tests of fundamental physics in space

This section is based on Ref. [2]:
J.-M. Mol, L. Esguerra, M. Meister, D. E. Bruschi, A. W. Schell, J. Wolters, and L.
Wörner, Quantum memories for fundamental science in space. Quantum Sci. Technol., 8,
024006, 2023.

This section summarises the work presented as a white paper proposal for NASA, which
was later published as a review paper in Quantum Science and Technology. Here we
analysed possible applications of space-borne quantum memories in experiments that
aim to investigate the correlations and connections between the foundations of quantum
mechanics and general relativity, and therefore require extreme sensitivity. Since quantum
memories preserve quantum entanglement and coherence in the storage process, they
might aid to study Bell tests on astronomical distances, enhance measurement precision
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on the effects of curved spacetime on quantum systems, or facilitate distributed quantum
sensing networks and improve quantum clocks. The following subsections describe the
aforementioned applications in a bit more detail, as presented in Ref. [2]. My primary
contribution to this work was in the review of the state-of-the-art of the quantum
memory realm. Nevertheless, for completeness, I include the proposals for applications
in space-based fundamental physics experiments in the thesis, as they further expand
the plethora of possible areas in which quantum memories may be of relevance in the future.

5.4.1 Long-range Bell tests

After Clauser’s and Aspect’s experimental demonstration of the violation of Bell’s
inequalities and the closing of the locality loophole (see Ch. 1, Sec. 1.1), many other such
experiments have been carried out, even ruling out possible loopholes in fair-sampling
and locality [404–407]. Investigations have even been performed on quantum many-body
systems, such as BECs in Refs. [408–410], in order to better understand many-particle
entanglement. Still, some possible (albeit controversial) loopholes may exist. One is the
memory loophole, which states that under local realism there could be memory effects
leading to statistical dependence between subsequent pairs of measurements. Furthermore,
physical parameters might vary in time. Concrete experiments [411–413] have shown
that, if each new measurement pair is conducted with a random pair of measurement
settings, neither memory nor time inhomogeneity pose serious effects on the experiment.
As in many experiments subsequent temporal measurements are averaged in order to
achieve statistical significance, this memory loophole can be statistically mitigated, but it
remains challenging to address it at a fundamental level. One possible solution to this
problem involves extending the baseline of experiments by establishing genuine space-like
separations between all measurements, effectively closing this loophole.
Although it is not absolutely necessary to perform Bell tests over large distances,
quantum memories can here aid to enhance such experiments by storing a part of an
entangled quantum state, and thus allowing synchronous measurements while satisfying
the space-like separation criteria. A simple setup could involve an entangled photon-pair
source and a quantum memory, which locally stores one of the created photons while the
other is sent to a distant location. Upon arrival of the latter, a delayed measurement
could be carried out. In this configuration, the need of a second long baseline is mitigated
by reducing the requirement to one single extensive baseline.
Apart from closing potential loopholes, in order to demonstrate the technical realisability
of such a proposal, one could think of using a ground-based entangled photon-pair source
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combined with a memory, and sending the other photon to be detected on a satellite
in low Earth orbit (LEO) at 200 − 2000 km height. The coherence times needed for
the involved memory would be in the millisecond range, as realised already in some
experiments [127, 200]. Moreover, positioning both source and memory on a LEO satellite
or on the International Space Station (ISS), while the link is established to a detector
orbiting the Moon, could be considered as an advanced experimental proposal. This
type of setup would ease Bell tests investigating ‘Freedom-of-Choice’ loopholes, since
two different experimenters on Earth and the Moon respectively, could independently
choose their measurement basis during the travel time of the photon [414]. In this case,
the needed storage or coherence times would reach one second. Although this has still not
been seen at the single-photon level, it has been shown in memory experiments using
weak coherent pulses containing many photons [218, 219], and can thus optimistically be
envisioned to become a reality for single photon experiments in the near future.

5.4.2 Effects of curved spacetime on localised quantum systems

In a global quantum network, one could make use of entanglement between modes of a
quantum field or other degrees of freedom, either within the same site and/or across sites.
One or more of the nodes, carrying a quantum memory in which the information or state
is stored, could undergo a physical process that affects the shared entanglement. Improved
measurement sensitivity here would allow either for the discovery of novel physical effects,
or for the development of new technologies, if these effects on entanglement can be
engineered favourably.
Today, measurements on quantum states are routinely performed in the laboratory.
However, new effects may exist on timescales where it is almost impossible to maintain
the quantum coherence of a certain quantum system. It is in these cases where quantum
memories may be of use, allowing to store a state long enough for such effects to be
measurable.
A relevant case would be the dynamical creation of entanglement within moving cavities.
(Relativistic) motion of a cavity that confines a quantum field has been shown to not only
create particles through the dynamical Casimir effect [415], but also to create quantum
correlations between field excitations [416–419]. In Refs. [420, 421], a systematic study of
the effects of motion revealed how the properties of the involved transformations can be
engineered to construct different (entangling) quantum gates. Work on the application of
quantum metrology in a relativistic scenario, specifically in gravitational wave sensing by
means of entangled states of phonons within a BEC, was developed in Ref. [422]. Hereby,
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the assumption was made that the involved cavities are infinitely rigid. Nevertheless, in
realistic studies going beyond proof-of-principle, the elastic properties of the cavities need
to be taken into account. Preliminary attempts in this direction have been performed in
Refs. [423, 424], but still more work is necessary to correctly characterise the system for
concrete mission proposals. Similarly as before, for the promising path of highly sensitive
measurements based on relativistic quantum fields, the problem of storing these fields for
prolonged times for later processing arises. It becomes necessary to store the quantum
states while the cavity is located in an isolated environment, hereby reducing mechanical
vibrations and other constraints. Subsequently, if the state of the stored field is then
affected by the motion of the setup containing the memory, this should affect any present
entanglement as well. Specifically designed resonances have been proved to enhance the
effects on the average particle number or the entanglement linearly or quadratically with
time [421]. In the case that the characteristic frequencies involved in the memory are
smaller than those of light, perturbations of, e.g., the phonons of a BEC, are affected by
gravity and motion, and therefore, the discussed techniques apply. As a result, quantum
memories with characteristic small frequencies should witness larger effects in a shorter
time.

5.4.3 Entanglement dynamics due to motion

Entanglement measurements are another interesting type of experiment, which may
benefit from precision improvement by means of quantum memories [425]. In order to test
the effects of gravitational environment changes, quantum states need to be stored for
prolonged times [426]. In Ref. [427] an experiment was proposed, in which two entangled
cold atomic gases are used to test acceleration- or gravitation-induced decoherence
effects. It makes use of two different spacecraft, each containing a quantum memory. The
experiment begins by entangling both memories when the two spacecraft are located in
the same orbit, e.g., in the same inertial frame, and accelerating one of the spacecraft to
another orbit. Since, as discussed above, cavity motion has an effect on the states of
localised systems confined within, such as the phononic modes of a BEC [422] or simple
quantum field modes [416], the experiment anticipates some effect on the entanglement
shared between these types of modes.
Necessary coherence times for the involved memories have been estimated to be in the order
of 100 ms [427], going to seconds or minutes with more careful assumptions for precision.
Depending on the achievable values for memory efficiency and fidelity, a possible require-
ment is again multimode capacity, in order to achieve a high enough SNR through statistics.
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5.4.4 Quantum memories for improved clock precision

There are many relevant applications that require highly precise time measurements.
Common ones are position accuracy in GPS systems, standardisation [428, 429], and
conceivably gravitational potential mapping. Classically, the Allan deviation of each node
can be reduced by sharing timing information and averaging within a network of clocks.
In Ref. [430], a quantum clock network in space has been proposed. The N clocks in
this configuration could share a quantum state, and measure and stabilise the average
network frequency, as opposed to measuring and correcting nodes separately, as is done
classically. Compared to these classical clock networks, going quantum could yield a
maximum improvement of

√
N in precision (best case scenario, i.e., Heisenberg limit), if

the averaging times are kept short enough.
Quantum repeaters could aid entanglement propagation in such systems. Quantum
memories offer flexibility by allowing the storage of quantum states for synchronisation
between clock measurements, especially in complex larger networks. Multimode memories
would be practical in this case, if it becomes necessary to store multiple photon pairs.
Here, as the number of optimal modes for a clock scales as (log(n))2 [430], for a clock
accommodating n = 104 qubits, 85 modes per channel would be required. This is already
achievable with state-of-the-art quantum memories [202, 227, 431].
For the establishment of a global time reference, it becomes imperative that a sufficiently
extensive clock network operates in space, owing to the aforementioned losses inherent to
optical links limited to ground-based operations.

5.4.5 Distributed quantum sensing

Quantum sensing, one of the three pillars of quantum technologies and also the most
advanced one, could also benefit greatly from the construction of such large space-based
networks, as the ones described for clocks in the former section. In these space-borne
distributed quantum sensor networks, at best the sensitivity scales as 1/N , compared to a
scaling of 1/

√
N in fully classical networks. This might enable sensitive measurements

below the standard quantum limit [432–434], and precise detection of curved spacetime
effects, that could lead to a deeper understanding of the relation between quantum
physics and general relativity.
For these types of quantum-sensor networks, quantum memories, even deployed on
ground-based stations or labs, are key devices. In the same manner as the development into
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space-based networks is envisioned for improving quantum communication applications,
in sensing applications it might yield comparable benefits for astronomy and geodesy.
The construction of interferometric telescopes [435], or optical wavelength telescope arrays
[436, 437] have recently been proposed as applications. For geodesic measurements, the
practicability of employing quantum networks for the detection and localisation of seismic
events has been shown in Ref. [438].

5.4.6 Summary

Space-borne quantum memories hold significant promise for advancing fundamental
physics experiments [439]. They can aid in the realisation of Bell tests over astronomical
distances, and possibly allow for tests of predictions of physics at the overlap of relativity
and quantum mechanics. In the last sections, ideas that lie behind recent predictions
of the effects of motion and dynamical gravitational fields on the quantum state of a
localised system have been presented. Testing and validating these predictions will require
storage of quantum states for extended times. Nevertheless, storage times and efficiencies
in quantum memories are approaching a useful regime for space applications [130, 131].
Moreover, multimode capabilities are currently greatly investigated. Furthermore,
the highly active research ongoing in the quantum technology and quantum memory
communities grant an optimistic outlook for improvements in the next few years. For more
specific details on the proposed ideas, I refer the reader to Ref. [2] and the references therein.

5.5 Alkali-noble gas memory

The QToRX (Quantum Token Based on Rubidium and Xenon) project [440] is a
collaboration between the German Aerospace Center (DLR), the Physikalisch-Technische
Bundesanstalt (PTB), and the Leibniz-Unversität Hannover (LUH) in the context of
the so-called “Grand Challenge of Quantum Communication” [441], a funding challenge
from the German Federal Ministry of Education and Research (BMBF). The aim of the
challenge is the investigation and development of quantum communication technologies
for applications besides from QKD, specifically for the secure authentication of IT system
users by means of so-called quantum tokens. As in the exchange of quantum keys,
quantum tokens are based on the principle that quantum information cannot be copied
without being altered (no-cloning). The use of quantum states thus can, in certain
contexts, guarantee physical protection against forgery. Quantum tokens represent a
technical alternative to today’s security tokens and may also enable secure authentication
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procedures in the future, not circumventable even by powerful quantum computers. In
addition to authentication, possible future use cases include secure data storage while
maintaining privacy, secure distributed computing, digital signatures, and forgery-proof
documents [441].
An essential issue that must be overcome in order to develop quantum tokens is the
currently still limited storage or coherence time achievable in optically interfaceable
quantum memories, with state-of-the-art still in the millisecond range or lower. These are
not yet sufficient for use in quantum token systems, for which storage of at least several
minutes would be required, conditional on the application.
Exactly this extension of the available storage times in warm-alkali-vapour-based quantum
memories constitutes the goal of the QToRX project. For this, long-lived but optically
inaccessible collective states of noble-gas spins will be employed. The scheme relies in the
coherent mapping of the spin excitation of the alkali atoms to the noble-gas spins via
spin-exchange (SE) interaction, mediated by magnetic fields [442, 443]. This coherent and
reversible mapping of nonclassical optical signals onto noble-gas spins via SE interaction
has not been demonstrated to date (at the time of writing), and thus makes this project
highly interesting.

Schemes to achieve the above mentioned mapping are outlined and characterised in more
detail in Ref. [443]. In order to counteract the limited available storage time in alkali
atoms resulting from the coupling of their valence electron spin to the environment, rare
isotopes of noble gases are introduced in the cell. These isotopes, e.g., 3He, have non-zero
nuclear spins that are isolated from the environment due to the enclosing complete
electronic shells. As a result, coherence times of hours or even days at room temperature
or above are possible [444–446]. However, as they are not optically accessible using lasers,
their preparation, interfacing, and monitoring is extremely complicated. Access to these
spins is possible through collisions with optically active atoms (i.e., alkalis) via weak SE
collisions [444, 447–451], involving the weak isotropic hyperfine interaction. Accordingly,
only a small fraction of the spin orientation is transferred in one single collision [449].
Numerous collisions are thus needed to accumulate to a coherent and collective evolution
of the two spin ensembles. This coherent coupling can be mediated and enhanced via
external (magnetic) fields [452, 453]. In Ref. [443], different mixtures, experimental
conditions, and parameters, including temperatures, coatings, and buffer gas pressures
are investigated theoretically. Moreover, two distinct protocols are presented, namely a
two-step sequential mapping, where the non-classical light is in a first step stored in the
alkalis, and in a second step transferred to the noble gas spins via SE mediated via a
magnetic field; and an adiabatic mapping, in which these two steps happen simultaneously.
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Achievable efficiencies are calculated for both schemes. A schematic of the working
principle of the alkali-noble-gas memory is depicted in Fig. 5.3.

For the QToRX memory, contrary to the name, cells containing a mixture of 133Cs, 129Xe,
and N2 buffer gas will be employed, due to our groups experience with caesium and since
QToCsX would have been a bit more difficult to pronounce.
Notably, in Ref. [443], the necessity of using antirelaxation coatings was determined, as
for this type of gas mixtures lower 129Xe densities are required, in order to reduce the
probability of short-lived molecule formation. Since long storage times are intended, wall
collisions should no longer be neglected.
The QToRX memory is being built at the PTB at the time of writing, after the setup was
moved from our lab at the DLR in December 2023. For this memory, a four-layer Twinleaf
MS-2 magnetic shield with integrated coils to generate the external magnetic field will be
used. This shield provides a shielding factor of 106. The cell will be heated by hot air
using a 3D-printed PEEK oven. A side view of the shield and the oven is shown in Fig. 5.4.

Figure 5.3: Schematic of the alkali-noble-gas memory working principle. The
vapour cell contains 133Cs (red), and a combination of 129Xe (blue) and N2
(yellow) as buffer gases (concentrations not to scale). A variable transverse
magnetic field B is applied to the cell. Signal (s) and control (c) pulses enter
the memory as usual. The storage in the alkali ( 133Cs) is based on EIT/Raman
storage (see Ch. 2), as indicated in the Λ-scheme in the red box. The level
structure of 129Xe is depicted in the blue box. Tuning the magnetic field changes
the position of the upper energy level via the detuning ∆L(B), such that the
atoms can interact via the spin-exchange interaction, denoted by the interaction
rate J (see Ref. [443]). ωCs and ωXe are the ground state energy splittings of Cs
and Xe, respectively. ∆ is the detuning from the excited state of Cs.

The Λ-scheme intended for storage in the alkali atoms will exploit the Zeeman substructure
of the hyperfine states, as discussed in Ch. 4, Sec. 4.4.1. For this, the corresponding
preparation of the system via Zeeman optical pumping will be conducted. Further,
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Figure 5.4: Side view of the four-layer Twinleaf MS-2 magnetic shield with
integrated coils, containing the 3D-printed PEEK oven for heating the cell using
hot air. In the back, our dear late colleague Tianhao Liu from the PTB, who
unfortunately left us too soon.

improved control of the spin-states using guiding fields is intended, as discussed also in
Sec. 4.4.1. The lasers systems for this project all consist of Toptica Lasers, which are
subsequently amplified by Toptica tapered amplifiers (TAs), in order to increase the
achievable powers (and Rabi frequencies) of the control and pump lasers. All of these
improvements should lead to higher efficiencies, lower noise levels, and storage times (in
the alkalis) in the millisecond range. Thereafter, the spin-exchange interaction and the
coherent transfer of the excitation from the alkali atoms to the noble gas atoms can be
investigated, with the goal of achieving minute- or hour-long storage times.

5.6 Quantum tokens for secure authentication

At the Conference of IT Security organised by the BMBF in March 2023 in Berlin,
the developments of the “Grand Challenge of Quantum Communication” [441] were
discussed, and the six competing experimental projects and one theory project presented
their research after almost a year and a half of project duration. In this context,
it was determined that each project should put more emphasis on the experimental
demonstration of a quantum token, this being the main goal of the challenge. The
theory group should thus aid in the creation of a general framework, applicable to all six
different physical implementations, in order to determine relevant criteria to evaluate
what comprises such a quantum token1. At this point it became clear to us that the
definition and demonstration of the quantum token were not a straightforward matter.

1A theory to rule them all, so to say.
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Since the QToRX memory presented above is not yet operational, it thus became my task
to find out how we could demonstrate such a quantum token in the existing hyperfine
memory we had, using weak coherent states at the SPL.
It turned out that the concept of a quantum token was not as established as other
quantum concepts such as bits, memories, communication, computing, sensing, etc.,
and different meanings exist for the concept. Therefore, we first had to find a suitable
definition. A token within the realm of classical security serves as an external mechanism
utilised to obtain access to an electronically restricted resource. This token is employed
either alongside or instead of a password [454]. Examples of security tokens include a
banking token employed as a digital authenticator for accessing online banking services,
wireless keycards used to open locked doors, etc. Security tokens allow to store information
like passwords, cryptographic keys used to generate digital signatures, or biometric data
(such as fingerprints). Let us thus define a token in general terms as a unique digital
identifier or a one-time password. A quantum token is therefore a qubit-based token,
which can serve for authentication purposes, and can be manipulated, transmitted, or
stored [455]. One significant application of a quantum token is so-called unforgeable
quantum money or quantum currency. In fact, unforgeable quantum money was the first
ever proposed quantum cryptographic primitive by Wiesner already in the 70s, but first
published in 1983 [33]. It uses conjugate quantum bases and works in a similar fashion
to the BB84 QKD protocol. It was actually this idea of conjugate coding that inspired
Bennett and Brassard to develop said protocol. However, since Wiesner’s quantum money
idea required long-term quantum storage devices or quantum memories, it did not obtain
as much attention as QKD, which made its debut shortly after. The goal of a quantum
money scheme is to achieve an efficient and authenticated transaction between a client, a
vendor, and a bank via the use of a prepaid credit card, i.e., a device containing quantum
information (private-key money scheme), or between a client and a vendor via the use of
banknotes (public-key money scheme), with maximal security guarantees [456].

Because the development of quantum memories has seen a large impulse in the last two
decades, the topic of unforgeable quantum money gained more attention again [457, 458].
Similar to QKD, not only approaches with single photons but also using attenuated coher-
ent pulses have been developed [456, 459–461]. We were interested in these, as we have not
yet paired our memory with a real single photon source. There has also been some develop-
ment regarding quantum money schemes that circumvent the need of a quantum memory,
e.g., in Ref. [462], but as these do not concern our research, I will not consider them further.

Among the mentioned references, the approach that seemed most experimentally straight-
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Figure 5.5: Schematic of a practical quantum money scheme, as presented in
Ref. [456] by M. Bozzio (figure adapted from there). Depicted is a sequence
of interactions between the client, the bank, and the vendor involved in the
transaction. In a first preparation step, the bank makes use of a secret key,
the bit string s, to prepare the quantum state to be stored on the card that is
subsequently given to the client. For a given transaction with a vendor, the latter
randomly selects one out of the two challenge questions Q̂zz or Q̂xx, performs a
measurement, and sends the outcome a back to the bank. The bank can now
verify the validity of the card or, in the given case, detect a forgery attempt.

forward was the one presented by M. Bozzio in Ref. [456]. It is based on polarisation
encoding of weak coherent states of light and classical verification mechanisms, and
operates under conditions compatible with state-of-the-art ensemble-based QMs. The
scheme is depicted in Fig. 5.5. Using two conjugate bases, {|0⟩ , |1⟩} and {|+⟩ , |−⟩},
corresponding to the eigenvectors of the σ̂z and σ̂x matrices, the bank prepares a quantum
state on the credit card using a secret key, consisting of a three-bit string s = {b, c0, c1}.
Here, b = 0 (1) denotes that the first bit is encoded in the σ̂z basis and the second in
the σ̂x basis (or vice versa), and c0, c1 are the corresponding bit values (0 for {|0⟩ , |+⟩}
and 1 for {|1⟩ , |−⟩}). The card, containing only the two-bit sequence, i.e., |1,+⟩, is then
handed to the client. Upon a transaction, the vendor randomly selects one out of two
challenge questions Q̂zz = σ̂z ⊗ σ̂z or Q̂xx = σ̂x ⊗ σ̂x, measures the qubits, and sends
the outcome to the bank. There, the validity of the credit card is verified or a forgery
attempt can be detected. If a dishonest client tries to duplicate the credit card, he will
fail according to no-cloning. As the 2-qubit state is unknown, two copies of the credit
card cannot ever pass both challenges with high probability. The maximal cheating
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probability amounts to 3
4 . By using N of these qubit pairs, the cheating probability thus

scales as
(

3
4

)N
. The credit card should be able to preserve these states coherently for an

extended amount of time, the point where quantum memories become a necessity. The
above description corresponds to a case where true single qubit pairs are used, which I
have chosen to explain for simplicity. The version using coherent states is analogous. The
authors carry out a thorough security analysis of the protocol for this case, and further
for the implementation using weak coherent pulses. In Ref. [461] this security analysis is
developed further and extended to include noise and losses introduced by a dishonest
party. Also, the case of a decohering QM is analysed. The calculation makes use of
semidefinite programming (SDP). For further details on the security analysis and SDP
see Ref. [126].
The implementation with coherent pulses from a telecom laser proposed in Ref. [456]
makes use of polarisation degrees of freedom, in order to encode the quantum bits. They
do not implement storage in a quantum memory, but directly send the qubits to the
detection via polarisation analysers, corresponding to the vendor’s role. In other words,
they perform an on-the-fly quantum credit card generation and detection scheme. We
use this scheme and a different encoding scheme using amplitude and phase degrees of
freedom introduced in Ref. [460], as an inspiration to implement such a protocol, but
making use of our quantum memory in order to store the quantum credit card.
Apart from all the different possible attacks that can be executed on a quantum
money scheme (see Ref. [461]), in this context it is fundamental to consider the 50/50
Card Split [126]. In a lossy implementation of such a scheme, a dishonest client
could be able to successfully extract twice the amount of money in two different
banks without being detected. This would theoretically be possible in a case where
the honest quantum channel, or the quantum memory, exhibit losses above 50%. In
such a scenario, the client may simply replace the channel with a perfect one, split
the money state in two, and send each to a different bank. If there have been no
cloning attempts, both banks will confirm the validity the money. The dishonest client
would then be able to spend twice the amount of money associated with the original
state. Therefore, it becomes crucial to determine an upper bound on the losses of
the memory and the quantum channel for secure quantum token (money) implementations.

5.6.1 Experimental proposal

Based on the implementation presented in the previous section, we needed to adapt
the scheme to a version compatible with our hyperfine memory (see Ch. 4). The
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use of polarisation degrees of freedom was problematic, since we would need to have
a dual-rail memory that could store at least two perpendicular polarisations at the
same time, similar to the one from Ref. [189]. The Bozzio scheme of Ref. [456] using
two-qubit states can be carried out in an analogous manner with single qubit states
or single coherent pulses, however requiring 2N states instead of N for the same
security level. Our memory is highly suitable for a time-bin encoding, {|e⟩ , |l⟩} for
early and late time bins, in which the subsequent qubit states may have scrambled
global phases. The measurement step could be then achieved by interference of these pulses.

Figure 5.6: Schematic of the proposed experimental setup for the storage of
quantum tokens (‘qoins’ Q) in time-bin encoding {|e⟩ , |l⟩} using our memory.
AOM: acousto-optic modulator; λ/2: half-wave plate; piezo: piezoelectric chip
and actuator; PBS: polarising beam splitter; Q; quantum token or quantum coin
(qoin); QOpus: SNSPD detector.

The adapted quantum token (quantum money) protocol is schematically depicted in
Fig. 5.6. Sequences of two attenuated pulses {|e⟩ , |l⟩} separated by ∼ 500 ns are sent into
the memory and subsequently stored, using the same EIT protocol presented in Ch. 4.
The phase encoding is realised via the control pulse, which is generated using an AOM,
as done in the later implementations of the memory. The AOM can be programmed to
also imprint a phase on the storage control pulse. As the latter mediates the storage
process, it should transfer the phase to the signal pulse during storage. Because the
storage process is coherent, it should preserve the imprinted phase. The exact workings of
this phase transfer will need to be investigated in detail. The same procedure can be
repeated with the readout control pulse. The different phases are chosen from the set
ϕ = {0, π

2 , π,
3π
2 } + ϕg, where ϕg is a random global phase. Phase randomisation is a

technique widely used in some QKD protocols with coherent states, in order to increase
security [463]. At the interferometer, the phase setting corresponds to the measurement
setting (basis) chosen for detection.
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For the latter, the pair of pulses {|e⟩ , |l⟩} that have been retrieved from the memory are
interfered using an unbalanced or asymmetric Mach-Zehnder interferometer (AMZI) and
detected thereafter using two different detectors. The longer arm of the interferometer
consists of a 100 m long fibre, a length corresponding to the pulse separation of 500 ns.
Thus, the time delay between the pulses is matched to the time delay between the short
and long paths of the interferometer, such that the component from the |e⟩ pulse that
takes the long path and the component of the |l⟩ pulse taking the short path can interfere
at the detector. The detected signal (at each detector) from the interferometer measured
on a photodiode is then a series of three pulses, where the middle one corresponds to the
one where |e⟩ and |l⟩ have interfered. Thus, depending on the phase imprinted by the
AFG and the AMZI measurement setting, this middle pulse shows a varying amplitude
between zero (destructive interference) and twice the initial pulse amplitude (constructive
interference). The variation of the integrated area of this interference pulse over time
can be used to determine a fringe visibility given as V = (max−min)

(max+min) , where max (min)
correspond to the maximal (minimal) integrated pulse areas. This is analogous to the
measurements performed in the second part of Ref. [136]. Thus, if the bases of the AFG
and the AMZI match, the result is valid for constructive interference and invalid in the
destructive case, while if the bases do not match, the result is discarded (as done in
the quantum money protocol). A stable interferometer is in this case beneficial, such
that the measurement setting is fixed and known, in order to carry out the protocol.
In case of instability, a great deal of post processing would be required to determine
the results where the used bases matched. It should be noted that, in order to store a
single quantum token, the latter is ‘divided into two parts’ which are stored one after the
other. Moreover, the protocol needs to be repeated thousands of times, which could be an
argument against the usefulness of such a scheme.

5.6.2 First experimental tests

The first step towards this experimental realisation was building the AMZI and
determining if phase stabilisation using a piezoelectric actuator on a mirror would be
necessary. Some thought had to be put into how to program the AFG, such that it could
imprint two different phases into subsequent pulses in a switching time below 500 ns. The
phase implementation was coded by driving the AOM with an RF signal defined as a
sine wave with a given phase (which would be randomised later), and multiplying this
sine with a Gaussian envelope. This allows to implement the phase change in the code
and thus overcome the slow switching time of the AFG. In order to test the interference
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visibility and the stability of the AMZI, macroscopic control pulses without an extra
imprinted phase and not involving storage were sent directly through it.
After analysing the data, the normalised integrated retrieval pulses over time showed
much faster phase fluctuations than we had expected initially. This behaviour persisted
even when interfering the control laser in cw. When changing the 100 m fibre for shorter
ones (20 m and 5 m), the fast phase noise remained, only with a smaller amplitude. We
considered its source to be optical feedback into the lasers, but this was ruled out after
placing a Faraday isolator before the AMZI. All of this led to the conclusion that the fast
phase noise we were observing had to come from the laser itself. When conducting the same
measurement in cw with a Toptica laser, a nice phase oscillation is visible. Figure 5.7 (a)
shows the fast phase noise from our control laser in cw compared to the smooth sinusoidal
phase change from the Toptica laser in cw (b). The reason that the phase of the cw control
laser stays in the lower range (0 − 0.4) much more than in the upper range (0.4 − 1.0) is
not clear and requires more investigation. Unfortunately, these results meant the quan-
tum token experiment is not feasible with the present memory setup and the current lasers.

Figure 5.7: Phase behaviour of lasers interfering on the asymmetric Mach-Zehnder
interferometer. (a) Control diode laser in cw. (b) Toptica laser in cw for
comparison.

We wanted to find out possible reasons for this fast phase noise coming from the lasers.
A qualitative measure for the phase stability can be determined from the frequency
stability of the lasers. This, in turn, can be associated to the spectral width of the
FFT of the beating signal of the offset lock (see Ch. 4). This led us to carry out the
estimation of the laser linewidths from the offset lock performed in Ch. 4, Sec. 4.2.1.
Observing the width of the beat signal on a spectrum analyser, we tried different
measures that could possibly mitigate the noise, and thus reduce the spectral width.
These comprised disconnecting the lasers from the RPs and using a low-noise power
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supply for both signal and control lasers. However, none of these measures seemed
to make a difference. Therefore, we have not been able, until the time of writing, to
determine the reason for this extreme phase noise. Due to time reasons, I had to
stop the project at this stage and continue writing the thesis you are reading. Thus,
here is another endeavour I can pass on to my successor PhD student, hoping that
it can soon be realised, e.g., with the QToRX setup currently in construction (see Sec. 5.5).

5.7 Portable rack-mounted memory-system demonstrator

As a preliminary step in the direction of testing quantum memories and quantum commu-
nication systems outside of laboratory environments, the QuMSeC (Quantum Memories
for Secure Communication in Tomorrow’s Society) project aimed to build a fully functional
standalone rack demonstrator housing an optical quantum memory in a 19 inch rack. This
project was a collaboration between the German Aerospace Center (DLR), the TU Berlin,
the Humboldt-University Berlin, and the Ferdinand Braun Institute. From our group’s
side, Alexander Erl was the Master’s student involved in building the memory package
under supervision of Leon Meßner and myself, especially in the first stages of the project.
He then went on to work together with Martin Jutisz from the HU Berlin, in order to inte-
grate the memory with the laser systems built there. The knowledge and expertise gained
by building the hyperfine memory presented in Ch. 4 was transferred into the memory and
the filtering packages built by Alex in this project, and presented in his Master’s thesis [11].

Specifically, the heater system used in this memory was designed after discovering the
complications arising from the simple heating system based on Thorlabs HT10K flexible
polyimide foil heating pads, implemented in the hyperfine memory. As a reminder,
the non-vanishing magnetic fields inside the magnetic shielding led to lower pumping
efficiencies, and thus to noise in memory operation, which had to be minimised by turning
the heater off completely during storage experiments. This, however, led to 3 −5°C cooling
off of the atoms during the measurements at SPL (60 s integration time), and thus to a
non-negligible change in the optical depth of the system. Moreover, these magnetic fields
can affect the spin orientation of the atoms and lead to faster degrading of the spinwave.
Therefore, for the new heating system, we wanted the heating resistors to be placed
outside of the shield and further away from the optical axis. Furthermore, we decided to
use oxygen-free-high-thermal-conductivity (OFHC) copper, which is a premium grade of
copper with a high level of conductivity and less susceptibility to magnetisation, due to its
vanishing oxygen content, which can affect the electrical properties of the material. The
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heating system consists of a half cylinder longer than the shielding, in which the Cs cell is
positioned in the center, and two cylindrical covers that are placed on the top at the
external ends using thermally conducting adhesive, such that there is enough space in the
center for the capillary of the cell to be outside of the heater. This renders this the coolest
part of the cell, such that the Cs will condense in that region, leaving the walls as clean
as possible. A schematic and some pictures of the cell and this new heating system can
be seen in Fig. 5.8. For this heating system, Cs cells with a smaller diameter were needed.
From calculations carried out, as described in Ch. 3, focussing on diffusion, radiation
trapping, and quenching, we decided to order different cells (from Precision Glassblowing)
with a length of 7.5 cm and an inner (outer) diameter of 4 (6) mm, containing different
buffer gas species and pressures: 5 torr N2, 20 torr N2, 5 torr Ar, and 20 torr Ar. The
smaller diameter of the cells reduces the probability of radiation trapping in the radial
direction. The cell used in the QuMSeC memory contains Cs and 5 torr N2. The compar-
ative analysis of the performance of these different cells still remains open for investigation.

Figure 5.8: QuMSeC memory heating system. (a) Cut-out of the schematics of
the memory cell with the OFHC-copper heating system containing the Cs cell.
The blue and red arrows are the signal and control fields, respectively, and the
mustard arrow represents the pump laser. CP: calcite prisms; HWP: half-wave
plate, QWP: quarter-wave plate. (b) Picture of the same part of the actual
memory setup as in (a). (c) Picture of the parts of the copper heating system. (d)
Side-view of the heating system inside the cell. The heater resistors with NTC
thermistors are glued from the outside and connected to the TEC. (Modified)
from Ref. [11].

After thorough characterisation of the memory and filtering packages, the different
setup packages were integrated into a compact and portable 19 inch rack, as depicted
in Fig. 5.9. Various storage measurements using macroscopic coherent pulses and also
at the SPL were realised in the rack. Achieved figures of merit are a 1/e storage time
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Figure 5.9: Picture of the mobile demonstrator of an atomic quantum memory in
a 19-inch rack built for the QuMSeC project by Martin Jutisz and Alexander
Erl. Taken from Ref. [11].

of τmem = 3.3(1)µs, and an end-to-end efficiency of ηe2e = 7.4%, corresponding to an
internal memory efficiency of ηmem = 25% at the SPL (average of 0.7 photons per pulse).
The corresponding signal to noise ratio is SNR = 4.3, from which an upper bound on the
conditional fidelity achievable by the memory of F = 92% (see Ch. 2, Sec. 2.2.4) was
determined. The efficiency and SNR results are below the ones presented in this thesis
and show room for improvement.
The 1/e2 beam sizes used in the QuMSeC experiment for signal, control and pump beams
are 241(2)µm, 418(2)µm, and 678(2)µm, respectively. These are considerably larger
than the ones used in the hyperfine memory presented in this thesis (see Ch. 4). The
achieved longer storage time results from the larger interaction region, but also hints to
the better performance of the heating system compared to the one used in this thesis. The
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rack-implementation of the setup remains to be tested in out-of-laboratory environments,
in order to subject it to real-world conditions. This will shed light into the robustness
and feasibility of successful quantum storage in different environments. Nevertheless, this
endeavour not only serves the purpose of practicality and portability, but also represents
a transition from fundamental research to practical utility, demonstrating the system’s
potential for quantum information processing. For more details, I refer the reader to
Ref. [11]. Furthermore, a publication about the mobile memory demonstrator is currently
in the pipeline [464].
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6 Conclusions

“One never notices what has been done;
one can only see what remains to be
done.”

Marie Sk lodowska-Curie

In this thesis, I have given a comprehensive description of the field of quantum memories,
and have presented our group’s first implementation of a warm vapour quantum memory
based on EIT on the Cs D1 line. We are primarily interested in possible applications
of quantum memories onboard satellites, i.e., in space applications, although we also
maintain keen interest in other fields. For this reason, our choice of memory system
constitutes a warm vapour cell, a technically scalable and rather simple architecture,
when compared to other possible experimental systems. Specifically, warm vapours do
not require a considerable technical overhead, for example, consisting of cryostats, strong
external fields, or vacuum chambers. Our main focus for memory operation was to achieve
an optimisation of several figures of merit simultaneously, since to date no single memory
system has been found to perform ideally with respect to all parameters essential for
applications.
Our memory is operated using coherent pulses attenuated to the SPL and achieves
an end-to-end efficiency of ηe2e = 13(2)%, which converted to an internal memory
efficiency yields ηmem = 33(1)%. The simultaneously obtained SNR is 14(2), which
translates to a noise level corresponding to µ1 = 0.07(2) signal photons. We thus are
on the right path to achieving values needed for practical implementations on QRs
[130, 131, 377]. Our memory is not specifically optimised for long storage times, and
we thus measure a maximal 1/e lifetime of τmem = 0.89(5)µs. With the achieved
memory bandwidth of ∆ωmem = 220(30) MHz, this yields a time-bandwidth product of
TBP = ∆ωmem · τmem = 200(30).
For comparison, state-of-the-art values in warm vapours are a memory efficiency
of ηmem = 82% [186], a noise floor of µ1 = 0.005 and a time-bandwidth product
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TBP = 250(20) (the latter two in the same experiment) [191], and a storage time of
τmem = 430(50) ms [185]. These results are however achieved in independent experiments
(apart from the above mentioned exception), and the last one is not obtained at the SPL,
but with coherent pulses, and is thus not a ‘quantum’ memory per se. Moreover, these
results imply trade-offs regarding further figures of merit.
We identify SRS and fluorescence as the limiting noise sources in our experiment . The
control powers used in the experiment were comparatively low. However, much higher
powers, on the order of hundreds of mW, will be needed in future experiments where larger
beam sizes are planned. In contrast to similar experiments, we are not limited by FWM,
which scales quadratically with pulse energy, rendering our memory ideal for use with
stronger control pulses, in order to optimise the attainable efficiencies. To this end, the
optical depth of the system should be increased as well. Regarding storage times, planned
technical improvements will allow to extend these into the millisecond regime required in,
i.e., QR implementations in future experiments, as the geometry with parallel signal and
control beams allows for it. These improvements include the extension of the signal and
control beam sizes and the implementation of better shielding against spurious magnetic
fields. To this end, an improved heating system that aids in minimising the creation of
unwanted currents inside the shield will also be employed. First investigations in this
direction were performed in the context of the memory built for the QuMSeC project,
using a heater made of OFHC copper, and are also planned for the alkali-noble gas
memory currently under construction for the QToRX project. For the latter, a four-layer
magnetic shielding (Twinleafs) and a 3D printed PEEK oven heated by hot air will be
used. Moreover, to achieve the very large storage times, on the order of minutes or hours,
intended in the aforementioned project, anti-relaxation coated cells will likely become
necessary [185, 186]. Noise reduction is planned in future experiments by exploiting the
Zeeman substructure of Cs, in order to prohibit SRS by selection rules. Furthermore,
increased pumping efficiencies are essential for SRS reduction and storage time extension,
and will be achieved by pumping with amplified pump lasers and larger beams. Even
though first investigations on the attainable pumping lifetimes of the stretched state
|F = 4, mF = ±4⟩ yielded values on the order of 1 ms, these can certainly be improved
with the help of the new shield and heating system. These planned improvements to the
memory system are described in detail in the intermediate conclusion of Chapter 4.

The experimental setup was used for additional experiments highly relevant for improving
the memory for future applications. The first one was the operation as a spatially
multimode memory, by addressing several modes with the use of AOMs. This experiment
showed that the memory could be operated as a random access memory and achieved a
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mean storage lifetime of τmem = 3.2µs, with an internal memory efficiency of ηmem = 36 %
using macroscopic coherent pulses [3].
The next experiment conducted on the setup was the optimisation of the control pulses via
a genetic algorithm. For this, some technical improvements were implemented, regarding
the pulsing of the control laser, now performed with an AOM to yield better extinction
rates. This method allows for an optimisation directly embedded in the experimental
control and including all technical imperfections, which is thus agnostic to the underling
physical theory. The obtained efficiencies with free-form control pulses are very similar to
the case where Gaussian control pulses are used. The improvement of using free-form
pulses amounts to 3(7)%. Furthermore, under the constraint of minimising the control
pulse energy, we achieved a 30% reduction in the energy of the learned pulses with a
minimal trade-off in efficiency of 4(6)% for specific signal pulse widths [4], although these
results should be interpreted with caution and require further investigation.

Moreover, we performed theoretical simulations based on the theory developed in
Refs. [123–125, 240, 241, 326]. The simulation predicted results comparable with our
memory operation, even though it does not yet include many extensions, for instance, the
inclusion of the excited state F ′ = 4 of the Cs D1 manifold, the spatial distribution of the
signal and control fields, the spinwave decay during storage and retrieval as a result from
diffusion out of the interaction region or collisional effects, or any the of noise mechanisms.
However, the good agreement has to be taken cautiously, since the parameter ranges of
simulation and experiment are not exactly comparable. This results from the fact that
the simulation yields very low efficiencies, when using the comparatively low values for
the Doppler-broadening-corrected optical depth (when compared to optical depth values
in cold atomic systems). It therefore, in its current state, serves more as a tool for a
qualitative understanding of the processes occurring in the memory, and less to obtain
concrete predictions. In order to quantitatively understand and predict the behaviour
of future implementations of the system, the simulation would benefit from including
the aforementioned extensions, as has been done in Ref. [95]. Nonetheless, as discussed
already, the genetic algorithm has provided us with an alternative and improved manner
of achieving control pulse optimisation.

In Chapter 5, I have given a general overview of possible future applications. As a first
type, I have presented applications in the context of space deployment, such as for the
realisation of intercontinental or global quantum communication via satellite-based QRs,
and for tests of fundamental physics in space. Even though several advances have been
made towards the construction of QRs consisting of quantum memories and single photon

203



sources onboard satellites with near-future available technology, the systems are not yet
mature enough for efficient and reliable operation outside of laboratory environments. A
first test towards this goal will be the operation of the 19 inch rack memory from the
QuMSeC project outside of the lab. Nevertheless, incredible milestones, such as the
MICIUS satellite demonstrating satellite-based QKD [373–376] or the CAL project [140],
in which atomic BECs have been deployed on the ISS, have been achieved in the last
years. These experiments were unthinkable 20-30 years ago. Perhaps, intercontinental
satellite-based quantum communication will become a reality sooner than we think.
Furthermore, pairing of memory systems with single photon sources is an essential
requirement for repeater functionality. A first realisation of single photon storage in
a Λ-type warm atomic ensemble was performed in Ref. [191]. This is a remarkable
achievement. However, the attained efficiencies are still very low for applications. Yet,
they can be improved by further increasing the optical depth of the system. Surely, the
next years will bring considerable improvements in this area. Specifically, in our group,
interfacing SPS and memories is planned in several experiments. One experiment is
aiming to store single photons from semiconductor QDs in a warm vapour ladder memory
[287]. Another envisioned experiment intends to interface this same memory with a
heralded photon from an SPDC source, also currently being built in our lab.
With respect to tests of fundamental physics regarding, e.g., long range Bell tests,
gravitational effects on entanglement, distributed quantum sensing, etc., these ideas
are, in many cases, very speculative and seem still very far away from being realised
experimentally. However, they lay a roadmap for very interesting applications for the
next decades.
The second type of applications I discuss are in the realm of ground-based realisations.
The synchronisation of single photon generation suffers from the same issues of low
efficiencies in the pairing of source and memories mentioned before. However, setting
aside this issue, in this context, the obtained storage times in state-of-the art memories
could already be sufficient for synchronisation of sources that are close to each other.
Optical machine learning experiments with memories are in their initial stages, but
since here the memories can be operated in the non-quantum regime, they should
be technically simpler to achieve and thus realisable with current state-of-the art memories.

The achievement of ultra long storage times in warm vapour cells containing alkali and
noble gas atoms has still not been realised experimentally. The intended coherent transfer
of spin excitations from the alkali atoms to the noble gases, following the proposal of
Ref. [443], promises to be experimentally arduous. The intended goal of secure long-time
storage (hours to days) of a quantum token seems to lie relatively far in the future.
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Nevertheless, the first experimental realisation of token storage conducted with attenuated
coherent pulses in the alkali atoms, following the experimental proposal presented in
Ch. 5, will be one of the first experiments performed on the QToRX memory, currently
under construction. The lasers used in this experiment exhibit much better phase
stability, which should facilitate the implementation of the token in time-bin encoding
using subsequent pulses stored and retrieved from the memory. For the detection of the
phases, the use of phase stabilisation on the interferometer should be implemented, in
order to attain better control of the phase imprinted on the pulses at the detection stage.
A realisation without this phase stabilisation could also be possible, but would make the
postselection process highly complex.

Even if many of the envisioned applications presented in this thesis probably lie many
years ahead in the future, in the case they are realised at all, all implementations and
applications discussed here still offer a lot of highly interesting physics to explore in
depth. The deep understanding of such complex many-particle systems and the exact
interaction with light and other external fields, together with the pairing of heterogeneous
quantum systems, are fields where a lot is still to be understood and discovered. Quantum
information processing is still a rather young field, now turning 40 years, if we start
counting from BB84. Therefore, much more lies ahead. If the ultimate goal, aside
from a universal quantum computer, is a worldwide quantum internet, as envisioned in
Refs. [53, 54], or maybe some other type of highly interesting application discovered along
the way, we do not (and cannot) know with certainty. In my opinion, having such goals
provides purpose and offers a sense of direction, even if they seem almost impossible to
reach. However, I think it is essential that we, as scientific community, do not lose sight
of the importance of rigour and accuracy when articulating bold statements, claims,
and affirmations, especially when it comes to the field of QIP and the promises it holds.
Moreover, history has taught us several times that groundbreaking scientific results can
have atrocious consequences. I have, already in the introduction, mentioned the ominous
tendency we humans have to forget. It is therefore never to early to begin to discuss
the ethical use of the technologies we are helping to develop. Secure communication has
many positive applications, but obviously the military and intelligence sectors will benefit
enormously from it, and we should be prepared for what might come. In that sense, I
want to reiterate the importance of scientific outreach in our society. As the internet
once changed our reality completely, if these possible applications, including the dazzling
quantum internet, do become a reality, the so-called second quantum revolution could
again signify a complete change of paradigm. We, as scientists, also have the obligation;
and for me personally, the pleasure, because it is a highly rewarding endeavour; to share

205



our knowledge in an understandable and exciting manner, and thus help to bridge the
knowledge gap between the scientific community or academia, and the general public.
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A Appendix

A.1 One-colour hyperfine (D1) and two-colour Zeeman (D1+ D2)
pumping experiment results

This Appendix contains some of the results achieved by David Becker in his Bachelor thesis
“Time-Dependent Investigation of Optical Zeeman-Level Pumping in Cesium Vapor Cells”
[10] under my supervision. All the figures in this section are taken from his thesis. The
experimental setup he used for the measurements of optical pumping is depicted in Fig. A.1.

Figure A.1: Experimental setup for the two-colour Zeeman pumping experiment
performed by David Becker for his Bachelor Thesis [10].

Optical pumping allows us to engineer changes to the absorptive capabilities of an atomic
transition, without changing the vapour density. Through application of a sufficiently
powerful unpolarised D1 pump beam, it is theoretically possible to completely depopulate
the F = 4 ground state, thus preventing the absorption of light at this transition frequency.
The D1 pump beam used in David’s experiment, resonant with the F = 4 → F ′ = 4
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transition could be either circularly or linearly polarised. Therefore, it was impossible
to achieve a complete depopulation of the F = 4 ground state, since the pump is unable
to excite atoms in the |F = 4,mF = ±4⟩ and |F = 4,mF = 0⟩ state with circularly or
linearly polarised light, respectively, due to the parasitic absorptive transitions always
present because of optical selection rules (see Ch. 4, Sec. 4.2.2). This incomplete pumping,
as well as a slight increase in absorption of the F = 3 → F ′ = (3, 4) transitions due to
excited atoms relaxing into the F = 3 state, can be observed in the transmission spectra,
where the absorption lines of the F = 4 → F ′ = (3, 4) transitions are still visible (see
Fig. A.2).

Figure A.2: Normalised Cs D1 line transmission spectrum at T = 21.5(5)°C with
no pump (yellow), after D1 hyperfine pumping with linear polarisation (π, red),
and after D1 hyperfine pumping with circular polarisation (σ±, blue). The probe
power is Pprobe = 7.9(3)µW and the maximal pump power is Ppump = 6.8(3) mW.

Using either a one-colour hyperfine (D1) or a two-colour Zeeman (D1+ D2) pumping
scheme, David was able to determine the pumping lifetimes of the respective transitions.
These were obtained in pumping experiments consisting of a sequence of 12 ms pumping
time, and a subsequent waiting time of 6 ms to let the system relax. From fitting the decay
of the transmission of the signal laser on different transitions, and the optical depth (OD)
exponential saturation curves determined from the data, he was able to obtain the 1/e
lifetimes of the corresponding hyperfine state (in the D1 pump case), and of the stretched
state |F = 4,mF = ±4⟩ (in the Zeeman D1+ D2 case), for different temperatures of the
cell and various probing powers. Some of these results are collected here. The fit function
used is given as
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f(t) = (−1) · b · e
−(t−a)

τOD + c, (A.1)

where where τOD is the lifetime and a, b, and c are other fit parameters with no explicit
physical relevance. Here, several (5) relaxation phases are fitted by an exponential
saturation function with the lifetime τOD as a fit parameter, and are then averaged to
τ̄OD.

Fig. A.3 shows the OD saturation for the F = 4 → F ′ = 3 transition measured at a cell
temperature of T = 21.5(5)°C (a) and at a temperature T = 56(6)°C (b) for single color
D1 (hyperfine) pumping. The achieved average lifetimes τ̄OD can be taken from the insets.

Figure A.3: OD rises for the F = 4 → F ′ = 3 transition, measured at a
cell temperature of (a) T = 21.5(5)°C, and (b) T = 56(6)°C, a probe power
Pprobe = 7.9(3)µW, and with circularly polarized D1 hyperfine pumping power
of Ppump = 6.8(3) mW.

Fig. A.4 shows the OD saturation for the F = 4 → F ′ = 3 transition measured at a
cell temperature of T = 21.5(5)°C (a) and at a temperature of T = 56(6)°C (b) for the
D1+ D2 two-color (Zeeman) pumping case. The achieved lifetimes can again be taken
from the insets.
Figure A.5 shows the dependence of the achieved average lifetimes τ̄OD for the D1+ D2

Zeeman two-colour pumping case on cell temperature (heating pad temperature) T and
probe power Pprobe. The lifetimes all lie in a range of τ̄OD ∼ (0.25 − 1.8) ms and, as
expected, decrease with rising temperature, due to increased relaxation and dephasing
processes, as explained in Ch. 3, Sec. 3.2.3. Regarding the measurements performed at
T = 56(6)°C, and to a lesser extent measurements performed at T = 38(3)°C, it should
be noted that the cooling down of the vapour cell throughout the duration of a series of
measurements, which was usually a few minutes, led to a significant dependence of the
lifetime on the order in which the various measurements were performed. The cooling
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Figure A.4: OD rises for the F = 4 → F ′ = 3 transition, measured at a
cell temperature of (a) T = 21.5(5)°C, and (b) T = 56(6)°C, a probe power
Pprobe = 7.9(3)µW, and with circularly polarised D1+ D2 Zeeman pumping
power of Ppump = 6.8(3) mW (for both pump lasers).

Figure A.5: Comparison of average lifetimes τ̄OD as a function of the vapour
cell temperature T for the F = 4 → F ′ = 3 transition. The measurements
are conducted with a circularly polarised D1+ D2 Zeeman pumping power of
Ppump = 6.8(3) mW (for both pump lasers). The accuracy of the probe power
amounts to ±3%.

off, as a reminder, was a consequence of the necessity of turning off the cell heaters,
in order to minimise the presence of possible spurious magnetic field gradients. These
resulted from the current flowing through the resistive heaters (Thorlabs HT10K flexible
polyimide foil heaters with a 10 kΩ thermistor, controlled by a Meerstetter TEC 1091
temperature controller).
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pump
τ̄OD (ms)

T = 21.5(5)°C T = 56(6)°C

D1 2.90(9) 0.80(1)

D1+ D2 1.71(4) 0.39(1)

Table A.1: Comparison of average pumping lifetimes τ̄OD for hyperfine one-colour
pumping (D1) vs. Zeeman two-colour pumping D1+ D2 at different temperatures.

Comparing the achieved Zeeman pumping lifetimes with the hyperfine pumping lifetimes
(see Table A.1) yields the result that the former are consistently shorter than the latter,
contrary to what we expected to see. This led us to the conclusion that there must be
still some spurious magnetic fields inside the shield (even with turned off heaters), leading
to relatively fast dephasing of the Zeeman coherence, since collisional processes and their
resulting rates were not enough to explain this behaviour. From this result we were finally
convinced of the necessity of implementing better shielding and guiding magnetic fields
to attain a better control over the quantisation axis of the system in the case where no
strong (control) light field is present. These improvements, as mentioned several times in
the main text, are planned for the QToRX memory presented in Ch. 5, Sec. 5.5.
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A.2 Filtering: Two etalon effects

The two etalons of the filtering system, Alice and Bob, are connected via a single mode
fibre. If the mode matching is too good, an ‘etaloning’ effect between the end surface of
Alice and the first surface of Bob becomes visible. This is depicted in Fig. A.6. In (a),
the transmission frequency of both etalons is well matched, and the oscillations, although
still present on the flanks of the Lorentzian, are minimal at the top. This was achieved at
an exact temperature difference between Bob and Alice of ∆T = TB − TA = 0.5°C. When
the transmission maxima of both etalons is slightly shifted with respect to one another
(∆T = 0.17°C) (b)1, there are large oscillations at the top and the shape of the curve is no
longer Lorentzian. (c) shows the behaviour when the shift corresponds to ∆T = −0.43°C.
To minimise these oscillations, it suffices to slightly diminish the alignment of the fibre
coupling of Alice into Bob. This results in a more stable signal without significantly
deteriorating the transmission.

Figure A.6: Double etalon effect or ‘etaloning’ occurring between the etalons Alice
and Bob at temperature differences of (a) ∆T = TB −TA = 0.5°C, corresponding
to the correct setting, (b) ∆T = 0.17°C, and (c) ∆T = −0.43°C, as measured
on the RP oscilloscope function. This figure is only meant to show qualitative
behaviour.

1The alert reader will maybe notice that Fig. A.6 (b) looks strikingly familiar and ghostly. This was
indeed the first ‘measurable’ appearance of our dear lab ghost, Lord Etalon Eric.
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[124] A. V. Gorshkov, A. André, M. D. Lukin, and A. S. Sørensen. Photon storage in
Λ-type optically dense atomic media. I. Cavity model. Phys. Rev. A, 76(3):033804,
2007. 39, 88, 94, 96, 97, 98

[125] A. V. Gorshkov, A. André, M. D. Lukin, and A. S. Sørensen. Photon storage in
Λ-type optically dense atomic media. II. Free-space model. Phys. Rev. A, 76(3):
033805, 2007. 27, 39, 61, 87, 88, 97, 99, 135, 146, 163, 167, 171, 172, 203

[126] M. Bozzio. Security and implementation of advanced quantum cryptography: quantum
money and quantum weak coin flipping. PhD Thesis, Université Paris Saclay, 2021.
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A. Pishchagin, A. Lemâıtre, I. Sagnes, T. H. Au, S. Boissier, E. Bertasi, A. Baert,
M. Valdivia, M. Billard, O. Acar, A. Brieussel, R. Mezher, S. C. Wein, A. Salavrakos,
P. Sinnott, D. A. Fioretto, P.-E. Emeriau, N. Belabas, S. Mansfield, P. Senellart,
J. Senellart, and N. Somaschi. A versatile single-photon-based quantum computing
platform. Nature Photonics, 2024. 180

[398] F. Kaneda and P. G. Kwiat. High-efficiency single-photon generation via large-scale
active time multiplexing. Science Advances, 5(10):eaaw8586, 2019. 181

[399] E. Meyer-Scott, N. Prasannan, I. Dhand, C. Eigner, V. Quiring, S. Barkhofen,
B. Brecht, M. B. Plenio, and C. Silberhorn. Scalable generation of multiphoton
entangled states by active feed-forward and multiplexing. Phys. Rev. Lett., 129(15):
150501, 2022. 181

[400] O. Davidson, O. Yogev, E. Poem, and O. Firstenberg. Single-photon synchronization
with a room-temperature atomic quantum memory. Phys. Rev. Lett., 131(3):033601,
2023. 181

248



[401] K. Su, Y. Wang, S. Zhang, Z. Kong, Y. Zhong, J. Li, H. Yan, and S.-L. Zhu.
Synchronization and phase shaping of single photons with high-efficiency quantum
memory. Chinese Physics Letters, 38(9):094202, 2021. 181

[402] C.-N. Zhang, H. Li, J.-P. Dou, F. Lu, H.-Z. Yang, X.-L. Pang, and X.-M. Jin. Hong–
Ou–Mandel interference linking independent room-temperature quantum memories.
Photon. Res., 10(10):2388–2393, 2022. 181

[403] S. E. Thomas, L. Wagner, R. Joos, R. Sittig, C. Nawrath, P. Burdekin, T. Huber-
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