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A B S T R A C T

A novel framework for modelling of electrolysers and fuel cells is presented. The framework features a modular
and flexible structure, which enables wide applicability for a variety of fuel cell and electrolyser technologies.
The framework is multi-threaded for shared memory architectures. The generic approach for discretisation
allows efficient distribution of tasks between processing cores. The physical model is clearly separated from
discretisation and the linear solver. This simplifies the model development and provides high flexibility with
respect to the discretisation methods, linear solvers, as well as the dimensionality of the application. Irregular
grids and complex geometries can be realised through generic mapping of coordinate systems. Single cell
models can be easily scaled to short stacks. The framework features are demonstrated with realistic PEMFC
and SOEC models. Whilst the PEMFC example focuses on the differences between different model dimensions
and different boundary conditions, the SOEC example demonstrates the extension of a transient single cell
model to a transient short stack model. The performance scalability with the number of CPUs is demonstrated.
1. Introduction

Electrolysers and fuel cells play an essential role in the transition
to a green hydrogen economy. Therefore, the development and im-
provement of various electrolyser and fuel cell technologies are subject
of current research. Two promising examples of these technologies
are based on solid oxide (SO) and proton exchange membrane (PEM)
electrolytes. SO and PEM cells consist of different materials and have
different working principles: one is based on an ion conducting elec-
trolyte operating at high temperatures around 800 ◦C and the other
is based on a proton conducting membrane operating at temperatures
typically below 100 ◦C. Nevertheless, when considering the processes
on cell or stack level they have common governing equations describ-
ing mass, charge and energy transport coupled with electrochemical
reactions (see Section 3).

Fuel and electrolyser cells based on SO and PEM are modelled
extensively over several decades [1–3]. A number of models were
developed ranging from zero-dimensional (0D) to three-dimensional
(3D) at different length scales. There are in general 3 model levels:
stack level, cell level and microscopic level. Stack level models couple
complex fluid dynamics with heat transfer and simplified chemical
models to assist system design, see e.g. [4–7]. Cell level models study
flow and chemistry within porous composite electrodes. These models
may include the gas and liquid phase species transport through the
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pore phase, surface diffusion of adsorbed species, the charge transport
within the ionic and electronic conducting phases, charge balance, and
charge-transfer kinetics. However the internal microscopic structure is
not resolved up to the single pores, see e.g. [8–11]. The microscopic
models focus on specific process, i.e. transport processes in the gas
diffusion layer (GDL) or charge transfer processes in the catalyst layer
(CL), and resolve the microscopic structure in the region of interest
in the fuel cell. Microscopic models are mostly attributed to direct
numerical simulations (DNS) or Lattice Boltzmann methods (LBM), see
e.g. [12–14] correspondingly. A comprehensive review of the modelling
approaches can be found in [15,16].

By increasing the dimensionality of the model, more information
is gained on properties distribution such as temperature or electrical
potential but it often comes at the cost of accuracy of the model
description. Multidimensional models (2D or 3D) incorporate the global
Butler–Volmer kinetic and often apply zero-dimensional description of
the electrolyte, or focus on specific phenomena [15,16]. The limitations
of global Butler–Volmer approach compared to elementary kinetics,
particularly that the required Nernst potential is not available at non-
equilibrium, is described in [17]. Additionally, multidimensional cell
models are commonly built on top of an existing computational fluid
dynamics (CFD) software, e.g. ANSYS FLUENT, COMSOL or Open-
FOAM. In addition, a few open source frameworks have been developed
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Nomenclature

𝝃 numerical coordinate
𝜂 Overpotential, V
𝛤 Site density, mol/m3, mol/m2 or mol/m
𝜅 Heat conductivity, W/K/m
𝜆 Water content
𝐟 General flux term
𝐠 Gravitational acceleration, m∕s2

𝐢el Electronic current density, A/m2

𝐢ion Ionic or protonic current density, A/m2

𝐧 Normal vector to boundary
𝐯 Gas velocity, m/s
𝐱 physical (model) coordinate
𝑖𝑗 Binary diffusion coefficient, m2/s
 Faraday constant, C/mol
 Molar gas constant, J/mol/K
𝜈 Stoichiometric coefficient
ℎ Molar enthalpy, J/mol
𝑠 Molar entropy, J/mol/K
𝜌 Mass density, kg/m3

𝜎el Electronic conductivity, S/m
𝜎ion Ionic or protonic conductivity, S/m
𝜀g Gas phase weight (porosity), m3/m3

𝜀𝑖 Phase weight, m3/m3, m2/m3 or m/m3

𝜑el Electronic potential, V
𝜑ion Ionic or protonic potential, V
𝑐 Molar concentration, mol/m3, mol/m2 or

mol/m
𝐷𝑖𝑗 Diffusion coefficient, m2/s
𝐺 Gibbs free energy, J/mol
𝐾 Permeability, m2

𝑘𝑖 Knudsen diffusion coefficient, m2/s
𝑀𝑖 Molar mass of species 𝑖, kg/mol
𝑝 Pressure, Pa
𝑞 General source term
𝑠 General storage term
𝑇 Temperature, K
𝑋 Mole fraction

particularly for multidimensional fuel cell models [18,19]. In the case
of the commercial software, the CFD basis is a black box with limited
adjustment possibilities. Even in the case of openly available code like
OpenFOAM, the adjustment in the code with over million lines is not
a trivial task.

The aim of this work is to develop a computationally efficient,
modular and flexible framework for simulations of fuel and electrolyser
cells at the cell level using a volume-averaged approach. The computa-
tions can be performed for transient as well as stationary applications.
The work is based on the previously developed framework NEOPARD-
X (Numerical Environment for the Optimisation of Performance And
Reduction of Degradation of X (= energy conversion device)) [20–23].

Over the past two years, the framework was significantly rewritten
in order to increase the flexibility and the computational efficiency. The
main limitation of the previous version was the computing on a single
CPU, which resulted in long computation times for complex models.
The second limitation, which is also common to many other models, is
direct coupling of the model equations and the discretisation, e.g. finite
volumes method. The cell models are rapidly evolving and the manual
2

discretisation of governing equations limits the code flexibility.
Fig. 1. Framework hierarchy.

The new NEOPARD-X framework ver. 2.0 has a modular structure,
which allows switching electro-chemical models, molecular transport
models or modify/extend existing models for specific applications.
Although current applications have a relatively simple rectangular
geometry, more complex curved cell geometries, e.g. graded electrodes,
can be studied with intrinsic coordinate transformations. In this paper
the discussion is limited to 1D and 2D cases but the framework is
generally applicable also to three dimensions.

The main purpose of the framework is a rapid model development
in the area of fuel and electrolyser cells. The framework features a
new approach to the separation of the numerical discretisation and
the mathematical model. This permits a simple change of the model
dimensions and geometry, as well as effective performance scalability
on modern CPU. Additionally, it permits straightforward extension of
a cell model to a stack model.

This article has the following structure: in Section 2 an overview
of the cell modelling framework is given; Section 3 describes standard
modules for the mathematical description of the cell models; Section 4
provides an example for a PEMFC and a SOEC model.

2. Framework structure

The main idea of the framework is to separate the physical model
description from the numerics, i.e. the discretisation method and the
solver. This allows applying different discretisation schemes for the
same model and to focus more on model development. For this reason
the framework has the following hierarchical structure (Fig. 1).

On the upper level (1) the system of model equations is provided.
On the lower level (2) the system is discretised in space. On the level
(3) the system is solved iteratively for each time step. The lowest level
(4) is required for the solution of the resulting linear system for each
iteration step.

2.1. Model level

Each mathematical domain is enclosed by domains of lower di-
mension (see Fig. 2). Consider e.g. 2D domain (1), which boundary
condition represent 1D domains (3),(4),(6) and (8). The domain (3) has
two 0D boundaries (10) and (13), whilst the domain (4) has boundaries
(11) and (14).

Each domain 𝑚 is governed by a set of partial differential equations
of the form
𝜕
𝜕𝑡
𝑠𝑚 + ∇ ⋅ 𝐟𝑚 = 𝑞𝑚, (1)

where

𝑠 = 𝑠
(

𝑢𝑚, 𝜕𝑢𝑚∕𝜕𝐱𝑚, 𝐧𝑘,𝑚 ⋅ 𝜕𝑢𝑘∕𝜕𝐱𝑘
)

,

𝐟 = 𝐟
(

𝑢𝑚, 𝜕𝑢𝑚∕𝜕𝐱𝑚, 𝐧𝑘,𝑚 ⋅ 𝜕𝑢𝑘∕𝜕𝐱𝑘
)

,
( 𝑚 𝑚 𝑚 𝑘,𝑚 𝑘 𝑘)
𝑞 = 𝑞 𝑢 , 𝜕𝑢 ∕𝜕𝐱 , 𝐧 ⋅ 𝜕𝑢 ∕𝜕𝐱
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Fig. 2. Exemplary 2D domain relations: (𝑖) represents numerical domain 𝑖, 𝑛𝑖,𝑗 is the
normal vector to domain 𝑖 at the boundary domain 𝑗, 𝑥𝑖𝑘 is the direction of the
coordinate vector 𝑘 in the numerical domain 𝑖.

re the storage, flux and source terms correspondingly. These terms are
he user defined functions describing the model.

Here the first parameter 𝑢𝑚 is the state variable in the domain 𝑚,
econd is gradient of the state variables in respect to domain coordi-
ates 𝑥𝑚𝑖 . The last parameter requires a special attention. It represents
he projection of state variable in domain 𝑘 to normal vector in respect
o boundary 𝑚. E.g. for domains (1) and (2) in Fig. 2 this term is
bsent but for domain (4) there are two terms ∑2

𝑗=1 𝑛
1,4
𝑗 𝜕𝑢1∕𝜕𝑥1𝑗 and

2
𝑗=1 𝑛

2,4
𝑗 𝜕𝑢2∕𝜕𝑥2𝑗 . This parameter is required for Neumann type of

oundary and coupling conditions.
Note that for corner points (10) through (15) the corresponding

omains are 0D and Eq. (1) is reduced to
𝜕
𝜕𝑡
𝑠𝑚 = 𝑞𝑚, (2)

The discussion in this work is limited to 2D for simplicity of rep-
esentation but the framework is applicable for arbitrary high dimen-
ions. E.g. a 3D domain is enclosed by 6 2D domains, which are in turn
nclosed by 4 1D domains and so on.

.2. Space discretisation level

In general there are 2 types of grid points, which are independent
rom the discretisation method (s. Fig. A.15):

1. Points 𝑥𝑚𝑖 , where the state variables 𝑢𝑚𝑖 are estimated;
2. Points 𝑥̃𝑚𝑖 , where equation components 𝑠̃𝑚𝑖 , 𝐟𝑚𝑖 or 𝑞𝑚𝑖 are approx-

imated.

Points 𝑥𝑚𝑖 and 𝑥̃𝑚𝑖 are generated automatically, depending on grid vertex
oints provided by the user (see Appendix A for more details).

The aim of the discretisation is not only to create an approximation
f the Eq. (1) but also to create interpolation relations of state variables
etween points 𝑥𝑚𝑖 and 𝑥̃𝑚𝑖 .

1. Interpolation of a state variable is a weighted sum of states
across domains 𝑘

𝑢̃𝑚𝑖 =
∑

𝑘

∑

𝑗
𝑎𝑚,𝑘𝑖,𝑗 𝑢𝑘𝑗 , (3)

where 𝑢̃𝑚𝑖 is the interpolated value at point 𝑥̃𝑚𝑖 and 𝑎𝑚,𝑘𝑖,𝑗 is the
weight of point 𝑥𝑘𝑗 .

2. Gradient of a state variable at point 𝑥̃𝑚𝑖 is also a weighted sum
of states across domains 𝑘
𝜕

𝜕𝐱𝑚
𝑢̃𝑚𝑖 =

∑

𝑘

∑

𝑗
𝐛𝑚,𝑘𝑖,𝑗 𝑢𝑘𝑗 , (4)

where 𝐛𝑚,𝑘 is the vector weight of point 𝑥𝑘.
3

𝑖,𝑗 𝑗 t
3. Normal gradient to the boundary, in the higher dimensional
domain 𝑛 is

𝐧𝑛,𝑚 ⋅
𝜕
𝜕𝐱𝑛

𝑢̃𝑚𝑖 =
∑

𝑘

∑

𝑗
𝑐𝑚,𝑘𝑖,𝑗 𝑢𝑘𝑗 , (5)

where 𝐧𝑛,𝑚 is normal vector to the boundary 𝑚 in domain 𝑛 and
𝑐𝑚,𝑘𝑖,𝑗 is the weight of point 𝑥𝑘𝑗 .

4. Time dependent discrete (ODE) form of Eq. (1) in domain 𝑚 for
point 𝑥𝑚𝑖
∑

𝑗
𝛼𝑚𝑖,𝑗

𝜕
𝜕𝑡
𝑠̃𝑚𝑗 + 𝜷𝑚

𝑖,𝑗 ⋅ 𝐟
𝑚
𝑗 =

∑

𝑗
𝛾𝑚𝑖,𝑗 𝑞

𝑚
𝑗 , (6)

where

𝑠̃𝑚𝑖 = 𝑠
(

𝑢̃𝑚𝑖 , 𝜕𝑢̃
𝑚
𝑖 ∕𝜕𝐱

𝑚
𝑖 , 𝐧

𝑘,𝑚 ⋅ 𝜕𝑢̃𝑘𝑖 ∕𝜕𝐱
𝑘
𝑖
)

,

𝐟𝑚𝑖 = 𝐟
(

𝑢̃𝑚𝑖 , 𝜕𝑢̃
𝑚
𝑖 ∕𝜕𝐱

𝑚
𝑖 , 𝐧

𝑘,𝑚 ⋅ 𝜕𝑢̃𝑘𝑖 ∕𝜕𝐱
𝑘
𝑖
)

,

𝑞𝑚𝑖 = 𝑞
(

𝑢̃𝑚𝑖 , 𝜕𝑢̃
𝑚
𝑖 ∕𝜕𝐱

𝑚
𝑖 , 𝐧

𝑘,𝑚 ⋅ 𝜕𝑢̃𝑘𝑖 ∕𝜕𝐱
𝑘
𝑖
)

are storage term, flux and source approximations respectively.
Coefficients 𝛼, 𝜷 and 𝛾 are weights of points 𝑥̃𝑚𝑖 .

In other words, the aim of the discretisation is to provide the coeffi-
cients 𝑎𝑚,𝑘𝑖,𝑗 , 𝐛𝑚,𝑘𝑖,𝑗 , 𝛼𝑚𝑖,𝑗 , 𝜷𝑚

𝑖,𝑗 and 𝛾𝑚𝑖,𝑗 . Because only non-zero coefficients
are stored, the local residual at each collocation point can be computed
independently with limited interaction with neighbours.

An example of a discretisation with face centred finite volumes
(FCFV) method is shown in Appendix A. This method is of second order
on equidistant grids. Although the current discussion is limited to FCFV
method, the approach is generally applicable to other discretisation
methods.

2.3. ODE level

Eq. (6) represents an ODE system with interconnectivity between
elements (depends on discretisation). Due to the stiffness of the electro-
chemical application the implicit Euler O(1) and Crank–Nicolson O(2)
are chosen for the framework. The fully discretised semi linear system
takes the following form for a single time step ℎ = 𝑡1 − 𝑡0
∑

𝑗
𝛼𝑚𝑖,𝑗

(

𝑠̃𝑚𝑗 (𝑡1) − 𝑠̃𝑚𝑗 (𝑡0)
)

+ℎ 𝜷𝑚
𝑖,𝑗 ⋅

(

𝜏1 𝐟𝑚𝑗 (𝑡1) − 𝜏0 𝐟𝑚𝑗 (𝑡0)
)

−ℎ 𝛾𝑚𝑖,𝑗
(

𝜏1 𝑞
𝑚
𝑗 (𝑡1) − 𝜏0 𝑞

𝑚
𝑗 (𝑡0)

)

= 0, (7)

where brackets (𝑡0) and (𝑡1) indicate the initial condition at time 𝑡0 and
the sought solution at the time 𝑡1 respectively. The coefficients 𝜏 depend
n the applied method:

• Implicit Euler: 𝜏1 = 1, 𝜏0 = 0,
• Crank–Nicolson: 𝜏1 = 1∕2, 𝜏0 = 1∕2.

For more information on the above time integration methods the
eader is referred to standard textbooks, e.g. [24].

If in Eq. (1) the storage term is absent

⋅ 𝐟𝑚 = 𝑞𝑚, (8)

he discrete form is computed through
𝑚
𝑖,𝑗 ⋅ 𝐟

𝑚
𝑗 (𝑡1) − 𝛾𝑚𝑖,𝑗 𝑞

𝑚
𝑗 (𝑡1) = 0. (9)

A set of Eqs. (7) and (9) for one grid point represent one computa-
ional unit. Coefficients 𝑎, 𝐛, 𝛼, 𝜷 and 𝛾 describe relations with other
omputational units. Thus each computational unit can reconstruct
he local residual and the corresponding row of the global Jacobian
atrix independently. A straightforward parallelisation can be done by
istributing equally these units across processor cores. However, due

o the heterogeneous nature of the processes in fuel and electrolyser
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Fig. 3. Exemplary coordinate map: left — physical domain, right — numerical domain.

cells, the number equations and the efforts to compute one equation
may vary significantly, resulting in idle cores. For this reason the
computational units are combined into small batches which are put on
the job heap. Parallel jobs are taking task from the heap. The process
is governed by the total number of unknowns for each batch 𝑀 . The
umber 𝑀 may vary depending on the physical model.

.4. Linear solver and time step adaptation

Eq. (7) is solved iteratively with the Newton Method (see e.g. [24]).
or the solution, the terms 𝑠̃𝑚𝑗 (𝑡1), 𝐟

𝑚
𝑗 (𝑡1) and 𝑞𝑚𝑗 (𝑡1) are linearised around

he current solution estimate and the required Jacobian matrices of
hese terms are computed numerically once for each time step. This
esults in a sparse linear system, which can be solved with various
olvers, e.g. SuperLU [25] or Intel® oneAPI PARDISO.

Newton iterations are continued until the residual 𝑅 for each equa-
ion Eq. (7) or (9) is smaller than the tolerance TOL

< TOL. (10)

he residual is computed as LHS of Eq. (7).
If the desired tolerance cannot be reached within the maximum

llowed number of iterations, the time step size is halved. By reaching
he condition Eq. (10), the next time step ℎ1 is determined through

1 = ℎ0

(

𝑁
𝑁target

)−𝛼
, (11)

ith 𝑁 and 𝑁target denoting actual and desired number of iterations
espectively. The damping parameter 𝛼 is typically chosen 0.1 ≤ 𝛼 ≤ 0.5,

with lower value required for impedance calculations, whereas upper
value is sufficient for steady state approximations.

2.5. Irregular grids and curved domains

Rectangular representation of physical domains, as shown in Fig. 2,
limits the application range. A generic domain mapping aims to extend
the framework to more complex domain configurations.

Fig. 3 shows an example of mapping of a physical domain (left) to
the corresponding numerical domain (right)

𝐱 = 𝐱 (𝝃) . (12)

Computations are performed on an equidistant grid with coordinates
𝜉𝑖 ∈ [0, 1]. It is straightforward to show (see e.g. [26]) that Eq. (1) is
equivalent to1

𝜕
𝜕𝑡

(𝑔 𝑠𝑚) + ∇𝜉 ⋅
(

adj (𝐽 ) ⋅ 𝐟𝑚
)

= 𝑔 𝑞𝑚, (13)

1 i.e. in 1D: 𝑔 = 𝜕𝑥
𝜕𝜉

, 𝜕
𝜕𝑡

(𝑔 𝑠𝑚) + 𝜕
𝜕𝜉

𝑓𝑚 = 𝑔 𝑞𝑚, in 2D: 𝑔 =
𝜕𝑥1
𝜕𝜉1

𝜕𝑥2
𝜕𝜉2

−
𝜕𝑥1
𝜕𝜉2

𝜕𝑥2
𝜕𝜉1

,

𝜕 (𝑔 𝑠𝑚) + 𝜕
(

𝜕𝑥2 𝑓𝑚 −
𝜕𝑥1 𝑓𝑚

)

4

𝜕𝑡 𝜕𝜉1 𝜕𝜉2 1 𝜕𝜉2 2
Fig. 4. Sigmoid coordinate transformation for 𝑎 = 0.1 and 𝑏 = 0.5.

where ∇𝜉 ⋅𝐯 =
∑

𝑖 𝜕𝑣𝑖∕𝜕𝜉𝑖 is divergence operator in 𝝃 domain; 𝑔 = det (𝐽 )
is the determinant of the transformation Jacobian matrix J, which is
defined as

𝐽 = 𝜕𝐱
𝜕𝝃

. (14)

In the framework, the components of the Jacobian 𝜕𝑥𝑖∕𝜕𝜉𝑗 in
Eq. (14) can be either provided (e.g. if the transformation is analytical)
or computed automatically with second order piecewise polynomial.

2.5.1. Domain stretching
One of the possible application of irregular grids is domain stretch-

ing/contracting, e.g. adding more discretisation points (in physical
coordinates) near domain boundaries. In numerical experiments the
largest changes of state variables were observed near the layer inter-
faces and at the domain boundaries. For this reason more grid points
are required near the boundaries, which is represented by the sigmoid
transformation function (compare Eq. (12))

𝑥𝑖 = 𝑑𝑖 +
𝑐𝑖

1 + exp
((

𝑏𝑖 − 𝜉𝑖
)

∕𝑎𝑖
) , ∀ 𝑖 = 1, 2. (15)

he coefficients 𝑎𝑖 and 𝑏𝑖 depend on specific problem and describe
he location and the ‘‘width’’ of the sigmoid step respectively. The
oefficients 𝑐𝑖 and 𝑑𝑖 are computed to fulfil the condition at the left
oundary 𝑥1,0 = 𝑥1(0) and at the right boundary 𝑥1,∞ = 𝑥1(1).

The components of coordinate transformation Jacobian (14) for the
sigmoid stretch, when applied for each coordinate, takes the following
recursive form

𝜕𝑥𝑖
𝜕𝜉𝑗

=

⎧

⎪

⎨

⎪

⎩

𝑥𝑖 − 𝑑𝑖
𝑎𝑖

(

1 −
𝑥𝑖 − 𝑑𝑖

𝑐𝑖

)

, ∀ 𝑖 = 𝑗,

0, ∀ 𝑖 ≠ 𝑗,
(16)

where 𝑥𝑖 = 𝑥𝑖(𝜉) according to Eq. (15).
A typical sigmoid transformation function is illustrated in Fig. 4.

Equidistantly distributed points within numerical coordinates 𝜉 are
located more dense near boundaries in physical coordinates 𝑥.

+ 𝜕
𝜕𝜉2

(

𝜕𝑥1
𝜕𝜉1

𝑓𝑚
2 −

𝜕𝑥2
𝜕𝜉1

𝑓𝑚
1

)

= 𝑔 𝑞𝑚.

.
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Fig. 5. Schematic representation of a cell model.

3. Building block for cell models

The overall model of an electrolyser or fuel cell consist of an
arbitrary number of layers. Fig. 5) shows a simplified cell model with
5 layers (from left to right): fuel channel, fuel electrode, electrolyte,
air electrode and air channel. The electrodes themselves can consist of
several layers, e.g. catalyst layers and gas diffusion layers.

The volume averaged model for each layer assumes a number of
phases homogeneously mixed together. There are fluid phase, bulk
(solid) and interface phases (double phase, triple phase boundaries).
Each phase 𝑖 has its own weight 𝜀𝑖 in the model, which has different
physical meaning

• Fluid and bulk phases: 𝜀𝑖 ∕ m3∕m3;
• Double phase boundary: 𝜀𝑖 ∕ m2∕m3;
• Triple phase boundary: 𝜀𝑖 ∕ m∕m3.

Within each layer there are in general 4 equation blocks: momen-
tum, energy, species and charge conservation (see Table 1). The block
for momentum represents 2 alternative models (Darcy and Darcy–
Brinkman), which can be used for the resolution of the velocity field
𝐯. The choice of the model depends on the application. Whereby,
the Darcy–Brinkman equation Eq. (18) (see Table 1) is automatically
reduced to Navier–Stokes equation with porosity 𝜀g → 1 and the
permeability 𝐾 → ∞.

Multiple state variables are possible in the layer model, i.e. velocity
field 𝐯, temperature 𝑇 , species molar concentration 𝑐𝑗 , ionic potential
𝜑ion, electronic potential 𝜑el, etc.

Depending on dimensionality of the model different configurations
are possible. The 1D model resolves the dimension through the thick-
ness of the cell. For 2D models there are 2 possible configurations, see
Fig. 6. One is the slice along the gas channel and the other one is the
slice orthogonal (through) channel. The latter case assumes the equal
gas flow in the supply channels, which allows to study only one portion
of the cell with appropriate symmetry boundary conditions.

3.1. Energy conservation

The energy block Eq. (19) represents the first law of thermodynam-
ics. The conserved internal energy pro unit volume of each phase 𝑢𝑖 is
computed according to
5

Fig. 6. 2D model configurations.

• Fluid (gas) phase:

𝑢g =
∑

𝑗∈g
𝑐𝑗ℎ𝑗 − 𝑝, (33)

whereby the kinetic energy is neglected due to relatively slow
flows in electrolyser and fuel cells;

• Bulk phase 𝑗: 𝑢𝑖 = ℎ𝑖 = ℎ𝑖(𝑇 ), where ℎ𝑖 is a user defined function
for mass specific enthalpy;

• Interface phase: 𝑢𝑖 = 0.

The effective heat conductivity is estimated as a weighted mixture of
heat conductivities 𝜅𝑖 and heat resistivities 𝜅−1

𝑖 (mixture of series and
parallel circuits) of corresponding phases

𝜅eff =
1
2

⎛

⎜

⎜

⎝

∑

𝑖
𝜀𝑖𝜅𝑖 +

(

∑

𝑖

𝜀𝑖
𝜅𝑖

)−1
⎞

⎟

⎟

⎠

(34)

Heat conductivity depends on phase type

• Gas phase [27]:

𝜅g =
1
2

⎛

⎜

⎜

⎝

∑

𝑗∈g
𝑋𝑗𝜅

g
𝑗 +

(

∑

𝑗∈g

𝑋𝑗

𝜅g
𝑗

)−1
⎞

⎟

⎟

⎠

, (35)

where 𝜅g
𝑗 is the heat conductivity of gas, containing only the

species 𝑗, with mole fraction 𝑋𝑗 ;
• Bulk phase: 𝜅𝑖 = 𝜅𝑖(𝑇 ), where 𝜅𝑖(𝑇 ) is a user defined function.
• Interface phase: 𝜅𝑖 = 0, i.e. heat conductivity along interfaces

between phases is neglected.

3.2. Molecular transport

In its most general form the molecular transport is assumed in
the form of Nernst–Planck equation (see Eqs. (28)). It is governed
by effective diffusion coefficients 𝐷𝑖𝑗 . These coefficients are computed
according to the following expression, which is adapted from [28]

𝐷𝑖𝑗 = 𝑑𝑗

(

𝛿𝑖𝑗 −𝑀𝑗
𝑐𝑖
𝜌
−𝑋𝑖

)

+ 𝑐𝑖
∑

𝑘
𝜌𝑘𝑑𝑘, (36)

where 𝛿𝑖𝑗 is Kronecker delta function and 𝑑𝑗 are coefficients diffusion
coefficients for the flux equation of the form

𝐣𝑗 = 𝑑𝑗∇𝑋𝑗 . (37)

Essentially the Eq. (36) is the conversion from mole fractions 𝑋𝑖 to
molar concentrations 𝑐𝑖, ensuring the mass conservation
∑

𝑖
𝑀𝑖𝐣𝑖 = 0. (38)

Hereby 𝑀𝑖 is the molar mass of species 𝑖.
The framework currently considers two ways of estimating diffusion

coefficients

• Bulk diffusion: if one component is in excess

𝑑𝑖 = − 𝜀
(

1 + 1
)−1

, (39)

𝜏2 𝑖,𝑛 𝑘𝑖
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Table 1
Summary of layer models.

Model Storage Flux Source

Momentum Darcy 0 0 𝐯 + (∇𝑝 − 𝜌𝐠) 𝐾
𝜇

(17)

Darcy-Brinkman 𝜀g𝜌𝐯 𝜀g (𝜌𝐯⊗ 𝐯 + 𝐓 + 𝐒) 𝜀g
(

𝜌𝐠 − ∇𝑝 − 𝐯 𝜇
𝐾

)

(18)

Energy ∑

𝛼∈𝛷
𝜀𝛼𝑢𝛼 𝜀g

(

𝐯
∑

𝑗∈g
𝑐𝑗ℎ𝑗 + 𝐓 ⋅ 𝐯

)

+
∑

𝑗∈𝑆
𝐣𝑗ℎ𝑗 − 𝜅ef∇𝑇 𝐢el ⋅ ∇𝜑el + 𝐢ion ⋅ ∇𝜑ion − 𝑞el𝛥𝜑 (19)

Species 𝑗 Gas phase g 𝜀g𝑐𝑗 𝐯𝜀g𝑐𝑗 + 𝐣𝑗 𝑞𝑗 (20)

Other phase 𝛼 𝜀𝛼𝑐𝑗 𝐣𝑗 𝑞𝑗 (21)

Potential Ionic −𝐶dl𝛥𝜑 𝐢ion − 𝑞el (22)

Electron 𝐶dl𝛥𝜑 𝐢el  𝑞el (23)

Ionomer watera 𝜀𝛼
𝜌dry
EW

𝜕𝜆
𝜕𝑡

𝑛d
𝜎
𝐹
∇𝜑ion +

𝜌dry
EW

𝐷eff
𝜆 ∇𝜆 𝑞𝜆 (24)

a Used in PEM models only.
w
p
w
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s
a
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[
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r

𝑘

Table 2
Closing expressions for layer models.

Shear stress
𝐓 = 𝑑𝑖𝑎𝑔

(

2
3
𝜇∇ ⋅ 𝐯

)

− 𝜇
(

∇𝐯 + (∇𝐯)𝑇
)

(25)

Eddy viscosity
𝐒 = −𝜌 𝜈eddy

(

∇𝐯 + (∇𝐯)𝑇
)

(26)

Pressure 𝑝 = 𝑇
∑

𝑗∈g
𝑐𝑗 (27)

Species flux
𝐣𝑗 =

∑

𝑘
𝐷𝑗𝑘

(

∇𝑐𝑘 +

𝑇

𝑧𝑘𝑐𝑘∇𝜑𝑖𝑜𝑛

)

(28)

Ionic current (a) 𝐢ion = 
∑

𝑗
𝐣𝑗 𝑧𝑗 (29)

Ionic current (b) 𝐢ion = −𝜎ion∇𝜑ion (30)

Electronic current 𝐢el = −𝜎el∇𝜑el (31)

Potential step 𝛥𝜑 = 𝜑el − 𝜑ion (32)

where 𝑛 is index of species in excess, 𝜀 is the phase weight, 𝜏
is the tortuosity of the phase and 𝑘𝑖 defines Knudsen diffusion
coefficient.

• Mixture averaged [28]

𝑑𝑖 =
𝜀
𝜏2

𝑐
(

𝑀𝑖𝑐𝑖
𝜌

− 1
)

(

𝑐
𝑘𝑗

+
∑

𝑗

𝑐𝑗
𝑖𝑗

)−1

. (40)

Evidently the Knudsen diffusion is applicable for the gas phase only.
In the latter case the Knudsen diffusion coefficient is approximated
according to [29]

𝑘𝑖 =
2
3
𝑟p

√

8
𝜋

𝑇
𝑀𝑖

, (41)

where 𝑟p is the mean pore radius.
In the case of the gas phase, the binary diffusion coefficients are

omputed according to gas kinetic theory (see e.g. [30,31]). In the case
f a bulk phase, a temperature dependent function 𝑖𝑗 = 𝑖𝑗 (𝑇 ) must
e provided.

Species flux Eq. (28) is a general equation for charge and uncharged
pecies. Should a species have no charge 𝑧𝑘 = 0, the Nernst–Planck
quation is reduced to Fick’s diffusion.

.3. Chemical source term

The source term in species conservation Eqs. (20) and (21) describes
he volume production of species, which can be computed either from
utler–Volmer or elementary kinetics relations.

.3.1. Butler–Volmer kinetics
The Butler–Volmer equation (BV) describes the relation between
6

he overpotential 𝜂 and the current 𝑗𝑟 produced by the electrochemical
reaction 𝑟

𝑗𝑟 = 𝑗0,𝑟

(

exp
(

𝑧𝑟𝛼f
𝑇

𝜂𝑟

)

− exp
(

−
𝑧𝑟𝛼b
𝑇

𝜂𝑟

)

)

×
∏

𝑗∈𝑆

( 𝑐𝑗
𝑐0,𝑗

)𝛽𝑟,𝑗
, (42)

here 𝑧𝑟 is the electrons produced during the reaction 𝑟, 𝑆 is the set of
all species. The cathodic transfer coefficient 𝛼f is typically related to
anodic transfer coefficient 𝛼b = 1 − 𝛼f but it can be set independently
for complex reactions. The overpotential is defined as

𝜂𝑟 = 𝛥𝜑 − 𝑈0,𝑟, (43)

where 𝑈0,𝑟 is equilibrium voltage for reaction 𝑟.
The reaction current is related to the species production 𝑞𝑖 by

𝑞𝑖 =
1
𝜀𝑖

∑

𝑟∈𝑅
𝜀𝑟 𝜈𝑟,𝑖

𝑗𝑟
𝑧𝑟

, (44)

where 𝑧𝑟 is the charge produced by the reaction 𝑟, 𝜈𝑟,𝑖 is the stoichio-
metric coefficient for species 𝑖 in the reaction 𝑟 and 𝑅 represents the
set of all reactions.

3.3.2. Elementary kinetics
Alternatively to the BV approach, the chemical source terms in the

mass continuity Eqs. (20) and (21) can also be described by elementary
kinetics in the following form (see e.g. [28,32])

𝑞𝑖 =
1
𝜀𝑖

∑

𝑟∈𝑅
𝜀𝑟 𝜈𝑟,𝑖

(

𝑘f𝑟
∏

𝑗∈𝑆
𝑐
𝜈′𝑟,𝑗
𝑗 − 𝑘b𝑟

∏

𝑗∈𝑆
𝑐
𝜈′′𝑟,𝑗
𝑗

)

, (45)

here 𝜀𝑟 and 𝜀𝑖 is the weight of the reaction phase and of the species
hase respectively, e.g. porosity for the gas phase. Here 𝜈𝑟,𝑖 = 𝜈′′𝑟,𝑖 − 𝜈′𝑟,𝑖,
ith 𝜈′𝑟,𝑖 and 𝜈′′𝑟,𝑖 are representing stoichiometric coefficients of educts
nd products in the reaction 𝑟 respectively. Here 𝑅 represents the
et of all reactions and 𝑆 is the set of all species. If third-bodies M
re involved2 in reaction 𝑟, the production rate for this reaction is
ultiplied by an efficient third-body concentration:

𝑀]𝑟 =
∑

𝑖∈𝑆
𝛼𝑟,𝑖𝑐𝑖. (46)

here 𝛼𝑟,𝑖 is enhanced third-body collision efficiency of species 𝑖 for
eaction 𝑟.

There are two approaches for calculation of forward rate constants
f
𝑟.

2 Used in gas phase reactions, e.g. H + OH +M ⟷ H O +M.
2
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3.3.3. Sticking formulation
Adsorption of a species 𝑖 at the interface between gas and a solid

hase 𝜔 is described through

f
𝑟 =

𝑆𝑖
𝛤𝑚
𝜔

√

𝑇
2𝜋𝑀𝑖

, (47)

where 𝑆𝑖 is the sticking coefficient, 𝛤𝜔 is the site density of the interface
phase 𝜔 and

𝑚 =
∑

𝑗∈𝛼𝑟

𝜈′𝑟,𝑗 (48)

s the sum of stoichiometric coefficients of species in reaction 𝑟, which
elong to the same phase 𝛼𝑟 as the reaction.

N.B. Within the framework the sticking formulation is not applica-
le for charge transfer reactions.

.3.4. Arrhenius formulation
The rate constant of a general elementary reaction can be modelled

ith the following expression

f
𝑟 = 𝐴∗

𝑟 𝑇 𝑏𝑟 exp
(

−
𝐸∗
𝑟

𝑇

)

, (49)

here the pre-exponential factor for reaction 𝑟 may depend on the
urface coverage 𝜃𝑗
∗
𝑟 = 𝐴𝑟

∏

𝑗∈𝑆
𝜃
𝜇𝑟,𝑗
𝑖 . (50)

he effective activation energy depends on surface potential 𝛥𝜑 and
urface coverage 𝜃𝑗
∗
𝑟 = 𝐸𝑟 + 𝛼∗ 𝑧𝑟𝛥𝜑 +

∑

𝑗∈𝑆
𝜖𝑟,𝑗𝜃𝑗 , (51)

here 𝛼∗ ∈ (0, 1) is charge transfer coefficient, which is related to
athodic transfer coefficient 𝛼 (see e.g. [33,34])

∗ =
{

𝛼, if Red → Ox + 𝑧′′ e−

(1 − 𝛼), if Ox + 𝑧′ e− → Red
(52)

The charge transfer coefficient is by default 𝛼∗ = 0.5, if not otherwise
specified

The number of electrons transferred 𝑧𝑟 = 𝑧′′𝑟 −𝑧′𝑟 in Eq. (51) depends
on reaction type: oxidation reactions 𝑧𝑟 > 0, reduction reactions 𝑧𝑟 < 0
and reactions without charged particles 𝑧𝑟 = 0.

A care should be taken about the sign of the correction for activation
energy 𝜖𝑟,𝑗 in Eq. (51). An alternative formulation3 with negative sign
is present in the literature, see e.g. [35,36].

3.3.5. Reverse reaction rates
Rates of reverse reactions 𝑘b𝑟 are computed from the thermodynamic

equilibrium.

𝑘b𝑟
𝑘f𝑟

= exp
(

−
𝛥𝐺𝑟
0𝑇

)

∏

𝑖∈𝑆

(

𝑐0𝑖
)𝜈𝑟,𝑖 , (53)

here the reference molar concentration at standard pressure 𝑃 0 =
bar defined as

• Gas species

𝑐0𝑖 = 𝑃 0

𝑇
(54)

• Surface or bulk species in phase 𝜔

𝑐0𝑖 =
𝛤𝜔
𝜎𝜔,𝑖

. (55)

3

∗
𝑟 = 𝐸𝑟 + 𝛼∗ 𝑧𝑟𝛥𝜑 −

∑

𝑗∈𝑆
𝜖𝑟,𝑗𝜃𝑗 , .
7

The change of molar Gibbs free energy during reaction is defined as

𝛥𝐺𝑟 =
∑

𝑖∈𝑆
𝜈𝑟,𝑖

(

ℎ𝑖 − 𝑇 𝑠𝑖
)

+ 𝑧𝛥𝜑, (56)

where ℎ𝑖 and 𝑠𝑖 are species molar enthalpy and entropy respectively.

3.4. Interface models

Interface models are responsible for the coupling between layers.
Across different layers not only material properties but also governing
equations and state variables can vary. Additionally, for 2D models
layers may experience different extrusion along the unresolved third
dimension.

The effective extrusion takes into account geometrical aspects of the
cell, e.g. because of the finite thickness of channel and land the effective
extrusion of the channel in 𝑧-direction is less than the extrusion of the
cell for the 2D along-the-channel model geometry (see Fig. 5).

For an illustration of interface conditions consider domain (4) in
Fig. 2, which is the interface between domains (1) and (2). In general
an equal flux condition is applied

ℎ1 𝐟1 ⋅ 𝐧1,4 + ℎ2 𝐟2 ⋅ 𝐧2,4 = 0, (57)

here 𝐟1 and 𝐟2 are flux terms in Eqs. (19) through (23). The weight ℎ1
and ℎ2 are relative extrusion factors for domain (1) and (2), which are
related to physical extrusion of both adjacent domains through
ℎ1
ℎ2

=
𝐻1
𝐻2

. (58)

3.4.1. Velocity coupling
At the interface two state variables are taken into account: velocity

on the left 𝑣1 and on the right 𝑣2 to the interface. The first condition
ompares their values, i.e.

1 𝐯1 ⋅ 𝐧1,4 + ℎ2 𝐯2 ⋅ 𝐧2,4 = 0. (59)

q. (59) follows from the mass continuity at the boundary 𝐴1𝜌1𝐯 ⋅𝐧1,4+
2𝜌2𝐯2 ⋅ 𝐧2,4 = 0, where 𝐴1 and 𝐴2 are physical interface area from the

eft and from the right of the interface.
If Darcy–Brinkman equation (see Table 1) is present in both domains

q. (57) provides an additional velocity criterion.

.4.2. Species coupling
While a fluid phase assumes per default convection and diffusion

f species, other phases (bulk and interface) may not include species
ransport. If a species is a subject of transport processes, Eq. (57) is
pplied. If chemical processes are taking place at the interface, the
q. (57) can be extended to

1 𝐟1 ⋅ 𝐧1,4 + ℎ2 𝐟2 ⋅ 𝐧2,4 = 𝑞𝑗 , (60)

where 𝑞𝑗 is the interface chemical source of species 𝑗.
If a species 𝑖 has no flux a zero gradient is imposed from both sides

of the interface

𝐧1,4 ⋅ ∇𝑐𝑖 = 𝐧2,4 ⋅ ∇𝑐𝑖 = 0. (61)

3.5. Boundary models

The boundary conditions depend on the model geometry. For 1D
geometry, concentrations of gas species, temperature and thus pressure
are set at both electrode/channel interfaces. Additionally potential or
current density are applied at the boundaries. In 2D either through
or along configurations can be used (see Fig. 6). Along channel the
isothermal no-slip boundary is assumed, whereby the gas channel
assumes the electric conductivity of the land and respectively electric
potential or current density boundary conditions are applied. Other
boundaries assume adiabatic walls, except gas channels, were inflow
and outflow boundary conditions are set. In general the model con-
siders the following seven types of boundaries, which can be chosen
depending on the configuration.
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3.5.1. Isothermal wall
For Darcy–Brinkman Eq. (18) the no-slip boundary condition is

assumed, i.e.

𝐯 = 0, (62)

For the mass conservation a zero pressure gradient is assumed, i.e.

𝐧 ⋅ ∇𝑝 = 0, (63)

which zeros the velocity in the direction of normal vector to the
boundary for the Darcy formulation.

In the case of species concentrations it is realised as follows.

1. The governing equation for main fluid species 𝑖max, the species
which has the largest concentration at the beginning of the
Newton iterations, is replaced by Eq. (63).

2. Other gas species 𝑖 ∈ g are governed at the boundary by zero
gradient of mole fraction 𝑋𝑖, i.e.

𝐧 ⋅ ∇𝑋𝑖 = 0, ∀ 𝑖 ∈ g, (64)

or with the units of molar concentrations 𝑐𝑖

𝐧 ⋅
(

∇𝑐𝑖 −
𝑐𝑖
𝑐
∇𝑐

)

= 0, ∀ 𝑖 ∈ g, 𝑖 ≠ 𝑖max, (65)

where 𝑐 =
∑

𝑗∈g 𝑐𝑗 is the molar concentration of the fluid phase.

The isothermal condition implies that

= 𝑇 (𝑡, 𝐱𝑏), (66)

hereby the temperature at the boundary can be a function of time 𝑡
nd boundary coordinates 𝐱𝑏. In this case the Eq. (63) can be simplified
o

⋅
(

𝜕𝑝
𝜕𝑐

∇𝑐 +
𝜕𝑝
𝜕𝑇

∇𝑇
)

= 0. (67)

Ionic and electronic potentials, and species from phases other than
luid, are subjects to zero flux condition, except electric current at the
urrent collectors (see Section 3.5.7), i.e.

⋅ 𝐧 = 0, (68)

here 𝐟 is the flux term in Eqs. (21), (22) and (23).

.5.2. Adiabatic wall
The boundary condition for an adiabatic wall is constructed similar

o the isothermal wall by imposing zero velocity and zero pressure
radient at the boundary (see Eqs. (62) and (63) respectively). The
diabatic condition implies that

⋅ ∇𝑇 = 0, (69)

hich simplifies Eq. (67) to

⋅ ∇𝑐𝑖 = 0, ∀ 𝑖 ∈ g. (70)

he Eq. (70) is the boundary condition for the species in the fluid phase.
For species other than fluid phase and for potentials Eq. (68) is

alid.

.5.3. Inflow model
At the gas inlet, velocity and gas species concentrations are im-

osed:

• Velocity

𝐯 = −𝐧 𝑣0(𝑡), (71)

• Energy

𝐟 ⋅ 𝐧 = 𝑣0
∑

ℎ𝑖𝑐𝑖, (72)
8

𝑖∈g
• Species in the fluid phase

𝐟 ⋅ 𝐧 = 𝑣0 𝑐𝑖, ∀ 𝑖 ∈ g, (73)

• Other species and potentials

𝐟 ⋅ 𝐧 = 0, (74)

here 𝑣0 = 𝑣0(𝐱𝐛) is the magnitude of the inflow velocity.

.5.4. Through channel boundary
In the case of 2D through configuration the channel is not explicitly

odelled (see Fig. 6) but different boundary conditions are set under
hannel and land:

Gas species

𝑐𝑖 = 𝑐0𝑖 , ∀𝑧 ∈ channel,

𝐧 ⋅
(

𝐯𝜀g𝑐𝑖 + 𝐣𝑖
)

= 0, ∀𝑧 ∈ land.
(75)

Electronic potential
{

𝐧 ⋅ 𝐢el = 0, ∀𝑧 ∈ channel,
𝜑el = 𝜑0

el, ∀𝑧 ∈ land.
(76)

Temperature

𝑇 = 𝑇 0, (77)

For other primary variables the flux through the boundary is set to zero.

3.5.5. Darcy outflow model
The outflow boundary condition refers only to the fluid phase. For

species not in the fluid phase and for both potentials a zero flux is
assumed, i.e. 𝐟 ⋅ 𝐧 = 0.

Darcy outflow boundary condition imposes the pressure 𝑝∞ at the
outflow, i.e.

𝑝 = 𝑝∞,
𝐧 ⋅

(

∇𝑐𝑖 −𝑋𝑖∇𝑐
)

= 0, ∀ 𝑖 ∈ g, 𝑖 ≠ 𝑖max,
𝐧 ⋅ ∇𝑇 = 0,

(78)

where 𝑖max is the index of the species with the largest molar concentra-
tion at the beginning of the Newton iterations.

3.5.6. Darcy-Brinkman outflow model
There are two possible implementations of the outflow boundary

condition for Darcy–Brinkman model: reflecting and non-reflecting.
Reflecting outflow imposes Darcy outflow Eq. (78) and fixes the flow

velocity as

𝜌 𝐯 ⋅ ∇ (𝐯 ⋅ 𝐧) + 𝐧 ⋅ ∇𝑝 = 0, normal
𝐞b𝑘 ⋅ 𝐯 = 0, tangential,

(79)

here 𝐧 normal vector to boundary and 𝐞b𝑘 is boundary coordinate
ector 𝑘.

Non-reflecting outflow model is based on Navier–Stokes Characteris-
ic Boundary Condition (NSCBC), see [37] for more details. The model
s summarised in Table 3. Eqs. (80) ans (81) in the table refer to
torage 𝐬v, flux 𝐅v and source 𝐪e terms for momentum conservation
rom Eq. (18). Eq. (82) refers to storage 𝑠e, flux 𝐟e and source 𝑞e terms
or energy conservation from Eq. (19). Species outflow relies on storage
𝑖, flux 𝐟𝑖 and source 𝑞𝑖 terms for species conservation from Eq. (20).

Additionally, the NSCBC model requires local speed of sound and
he mach number. The speed of sound is defined as

=

√

√

√

√

(

𝑐p
𝑐p −

)

𝑝
𝜌
, (84)

where 𝑐p is the molar heat capacity at constant pressure.
Mach number is defined as

 =

√

𝐯 ⋅ 𝐯
. (85)
𝑎
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Table 3
Summary of NSCBC model for fluid phase.

Flow velocity normal to boundary 𝐧 ⋅ 𝐯
𝜕
𝜕𝑡

(

𝐧 ⋅ 𝐬v
)

+
𝑁b

dim
∑

𝑖=1

𝜕
𝜕𝑥b𝑖

(

𝐞b𝑖 ⋅ 𝐅v ⋅ 𝐧
)

= 𝜀g𝐧 ⋅
(

𝐠𝜌 − 𝐯
𝜀g 𝜇
𝐾

)

− 𝜀g
(

𝑑1 𝐧 ⋅ 𝐯 + 𝑑3 𝜌
)

(80)

Flow velocity in the direction of boundary coordinates 𝐞b𝑘 ⋅ 𝐯
𝜕
𝜕𝑡

(

𝐞b𝑘 ⋅ 𝐬v
)

+
𝑁b

dim
∑

𝑖=1

𝜕
𝜕𝑥b𝑖

(

𝐞b𝑖 ⋅ 𝐅v ⋅ 𝐞b𝑘
)

= 𝐞b𝑘 ⋅ 𝐪v − 𝜀g
(

𝑑1 𝐞b𝑘 ⋅ 𝐯 + 𝜌 (𝐧 ⋅ 𝐯)
(

𝐧 ⋅ ∇𝐞b𝑘𝐯
))

(81)

Energy outflow
𝜕
𝜕𝑡

𝑠e +
𝑁b

dim
∑

𝑖=1

𝜕
𝜕𝑥b𝑖

(

𝐞b𝑖 ⋅ 𝐟e
)

= 𝑞e − 𝜀g
[

𝑑1
(

ℎ + 1
2
𝐯 ⋅ 𝐯

)

+ (𝐧 ⋅ 𝐯)
(

𝐧 ⋅ ∇
(

ℎ + 1
2
𝐯 ⋅ 𝐯

))]

(82)

Outflow of species 𝑖

𝜕
𝜕𝑡

𝑠𝑖 +
𝑁b

dim
∑

𝑖=1

𝜕
𝜕𝑥b𝑖

(

𝐞b𝑖 ⋅ 𝐟𝑖
)

= 𝑞𝑖 − 𝜀g

[

𝑑1
𝑐𝑖
𝜌

+ 𝜌𝐧 ⋅ ∇
𝑐𝑖
𝜌

]

(83)

NSCBC parameters
𝑑1 =

1
2

(

1 + 5
)

, 𝑑3 =
(

5 − 1
)

∕ (2𝜌𝑎) ,
1 =

1
2

(

𝑝 − 𝑝∞
)

(1 −) 𝑎∕𝐿, 5 = (𝐧 ⋅ 𝐯 + 𝑎) (𝐧 ⋅ ∇𝑝 + 𝜌𝑎𝐧 ⋅ ∇𝐯 ⋅ 𝐧)

The mass specific enthalpy of the gas mixture can be computed via
he molar specific enthalpy of the species in the fluid phase g

ℎ = 1
𝜌
∑

𝑖∈g
ℎ𝑖𝑐𝑖. (86)

3.5.7. Current collector
For the electron transport two types of boundary conditions can be

applied to the electrode layers at the current collector boundaries. One
can either impose the potential at the boundary

𝜑𝐛
𝐞 = 𝜑0(𝑡), (87)

or the current

𝐢𝐛𝐞 = −𝐧 𝑖0(𝑡). (88)

Typically, for the fuel electrode (87) with zero potential is applied

𝜑𝐛
𝐞 = 0,

and for the air electrode either Eqs. (87) or (88) are applied for
potentiostatic or galvanostatic operations respectively.

4. Applications

In this section two exemplary applications of the NEOPARD-X v. 2.0
framework are presented. One is a model for the proton exchange mem-
brane fuel cell (PEMFC) and the other one is for a high temperature
solid oxide electrolyser cell (SOEC). Models of different dimensionality
are considered.

The examples were chosen to illustrate the framework capabilities.
For this reason, although having a realistic behaviour, these models
are simplified and they were not validated with experimental data.
Detailed cell models with experimental validation are beyond the scope
of the framework presentation and will be presented in dedicated future
publications.

4.1. Polymer electrolyte membrane fuel cell

As a first application example of the framework we consider a sim-
plified model for the polymer electrolyte membrane fuel cell (PEMFC).
We will use this example to discuss the effect of model geometry,
i.e., comparing 1D, 2D through-channel and 2D along-the-channel se-
tups (cf. Fig. 6). For simplicity of presentation the example is limited
9

to a single phase flow.
4.1.1. Model description
The PEMFC model uses the basic transport equations for mass,

charge and energy as described above. The membrane electrode assem-
bly (MEA) consists of seven layers (GDLs, MPLs, catalyst layers at both
anode and cathode and the membrane) which are spatially resolved.
The corresponding equations and layer thicknesses are summarised in
Table 4. In addition, in case of the along-the-channel configuration
transport in the MEA is coupled with free flow inside the gas channels
(18). For the basic setup the cell geometry is based on the Baltic qCf
12 High Amp cell [38], i.e. the channel length is 4 cm, channel heights
are 0.25 mm for the cathode and 0.17 mm for the anode. Channel and
rib widths are 0.6 mm and 0.24 mm, respectively. In the following we
introduce the equations specific for the PEMFC model, i.e. the reaction
kinetics and transport properties.

The hydrogen oxidation reaction (HOR) is described by a Butler–
Volmer kinetics (42) with the kinetic parameters based on Stühmeier
et al. [39], 𝛼 = 0.5, 𝑖0 = 0.52 A

cm2 , 𝛽H2
= 0.6, 𝑈0,HOR = 0V.

For the oxygen reduction reaction (ORR) an analytical approxima-
ion is used according to [40] to solve the ionomer film model equation

𝑎𝛾Pt +
(

𝑎Pt − 𝑎eq
) 𝐶ref
𝑅f ilm

= 0, (89)

with reaction order 𝛾 = 0.8, local ionomer film resistance 𝑅f ilm = 1200 s
m

nd reference concentration 𝐶ref = 34.5mol
m3 .

Here, we use a modified Tafel kinetics taking into account the effect
of platinum oxide coverage 𝜃

𝑘 = 𝑖0(1 − 𝜃)exp
(

− 𝜔𝜃
𝑇

)

exp
(

−
𝛼𝐹𝜂
𝑇

)

, (90)

𝑖0 = 4𝐹𝑘0exp
(

−
𝐸act


( 1
𝑇

− 1
323.0K

)

)

, (91)

where 𝛼 = 0.5, 𝜔 = 3 ⋅ 103 J and 𝑘0 = 80 mol∕m2
Pt , 𝐸act = 42 kJ. The

platinum oxide surface coverage is calculated according to [41] as

𝜃 =
exp

(

𝛼a𝐹
𝑅𝑇 𝜂PtOx

)

exp
(

𝛼a𝐹
𝑅𝑇 𝜂PtOx

)

+ exp
(

−𝛼c𝐹
𝑅𝑇 𝜂PtOx

) , (92)

ith 𝛼a = 𝛼c = 0.4 and 𝑈0
PtOx = 0.86 V. The overpotential of the platinum

xidation is defined as

PtOx = 𝜙e− − 𝜙H+ − 𝑈0
PtOx. (93)

imilarly the overpotential 𝜂 is defined for the ORR with the
emperature-dependent equilibrium voltage
0
ORR = 1.23 − 9.0 ⋅ 10−4(𝑇 − 298.15K) (94)

The source term for water production by the ORR at the cathode is
plit into two terms describing the fraction of water production within
he ionomer and within the pore space, i.e.,

ORR,pore = (1 − 𝜉)
𝑗
2𝐹

, (95)

and

𝑞ORR,ionomer = 𝜉
𝑗
2𝐹

. (96)

Here, we assume 𝜉 = 0.03.
The total source term for water in the ionomer (see Eq. (24)) is the

sum of the water production by the ORR and the water sorption

𝑞𝜆 = 𝑞ORR,ionomer + 𝑞sorp, (97)

where the water sorption rate is defined by

𝑞sorp =
𝜀𝛼𝑘𝜆
𝐿CCL

𝜌dry
EW

(

𝜆eq − 𝜆
)

, (98)

with the equilibrium water content calculated according to [42]

𝜆eq =

⎧

⎪

⎨

⎪

(

6.932𝑎H2O − 14.53𝑎2H2O + 11.82𝑎3H2O
)

× exp
(

−2509
(

1
𝑇 − 1

303.15

))

, ∀ 𝑎H2O < 1 (99)
⎩22, ∀ 𝑎H2O ≥ 1.
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The sorption kinetics [43] is given by

𝑘𝜆 = 𝑎sorp𝑓V exp
[

𝐸ads


( 1
303K

− 1
𝑇

)

]

, (100)

ith

V =
𝜆𝑉H2O

𝑉m + 𝜆𝑉H2O
, (101)

where 𝑉H2O and 𝑉m are the molar volume fractions of water and dry
membrane, respectively, and

⎧

⎪

⎨

⎪

⎩

𝑎sorp = 1.14 × 10−5 m
s , ∀ 𝜆 < 𝜆eq,

𝑎sorp = 4.5 × 10−5 m
s , ∀ 𝜆 > 𝜆eq.

(102)

Water transport in the ionomer/PEM is described by (24). The
electroosmotic drag coefficient is calculated as [1]

𝑛d = 2.5𝜆
22

. (103)

For the water diffusion coefficient within the membrane many different
parametrisations can be found in the literature [44]. Here, we use the
formulation proposed by Kosakian et al. [42]. In the ionomer of the
catalyst layers the diffusion coefficient is given by

𝐷𝜆 =
𝜕 ln 𝑎H2O
𝜕 ln 𝜆

𝐷𝑖, (104)

here the first term is the Darken factor
𝜕 ln 𝑎H2O
𝜕 ln 𝜆

=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

exp
(

0.7647𝜆̃2.305
)

, ∀ 𝜆̃ < 1.209;

3.266 + 2.930
[

exp
(

−6.735 𝜆̃ − 1.209
𝜆̃0.8994

)

− 1
]

,

∀ 𝜆̃ ≥ 1.209,

(105)

ith
̃ = 𝜆 exp

[

2509
( 1
𝑇

− 1
303.15K

)]

(106)

and

𝐷𝑖 = 5.44 ⋅ 10−9𝑓V exp
[ 20000



( 1
303K

− 1
𝑇

)] m2

s
(107)

is the intradiffusion coefficient.
For the PEM the water diffusion coefficient is calculated as [42]

𝐷𝜆 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

9.92 ⋅ 10−3𝜆 (exp(0.28𝜆) − 1) exp
[

−2436
𝑇

]

,

∀ 0 < 𝜆 ≤ 3;

13.344 ⋅ 10−4𝜆 (161 exp(−𝜆) + 1) exp
[

−2436
𝑇

]

,

∀ 𝜆 > 3,

(108)

Proton conductivity in the membrane is calculated according to [45]
as

𝜎H+ = 50.0 exp
[ 15000



( 1
303.15K

− 1
𝑇

)]

(𝑓V − 0.06)1.5 S
m
. (109)

The same relation is used for the ionomer in the catalyst layers except
for multiplication with a Bruggeman correction taking into account the
ionomer volume fraction.

Energy transport is described by (19) and consists of the enthalpy
transport due to mass transport as well as heat conduction. The species
enthalpies are calculated using NASA polynomials while for the differ-
ent layers constant effective heat conductivities are assumed as listed
in Table 4.

The average inlet gas velocity is calculated based on the stoichiom-
etry 𝜆O2

as

air,in =

⎧

⎪

⎪

⎨

⎪

⎪

𝜆O2

𝐴cell
𝐴channel

𝑖
4𝐹 𝑐O2

, ∀ 𝑖 > 𝑖min,

𝜆O2

𝐴cell
𝐴channel

𝑖min
4𝐹 𝑐O

, ∀ 𝑖 ≤ 𝑖min,
(110)
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imilar equations are used for the anode side. Pressure is imposed at
he outlet (cf. Eq. (78)). Dirichlet boundary conditions are set for the
emperature at the channel boundaries.

.1.2. Results
Full 3D simulations of the fuel cell are very computationally de-

anding. Therefore, typically PEMFC models of lower dimension (2D
r even 1D) are considered in literature. 1D models resolving the
imension through the MEA are often used to simulate the performance
f PEMFC, e.g., in system models due to their fast computation time.
owever, these models neglect the effects occurring in the other two di-
ensions (along the channel and channel-land). 2D along-the-channel
odels in addition resolve the dimension along the gas channels, while
D through-the-channel or channel-land models resolve the perpen-
icular dimension, distinguishing between channel and land regions.
hen using these models of reduced dimension, gradients along the

nresolved dimensions are neglected or have to be taken into account
y modified boundary conditions. It is therefore important to verify
he validity of these simplifying assumptions. In our framework the
hysical model equations within the cell are decoupled from the actual
odel geometry, allowing for easy variation from 1D to 2D through-

r along-the-channel setup. In the following the effect of model dimen-
ion is discussed with respect to variations in stoichiometry, relative
umidity and channel/land widths.

In the first study, the effect of stoichiometry 𝜆O2
is investigated. For

the along-the-channel model, stoichiometry affects the inlet velocity
according to (110). On the other hand, for the 1D and 2D through-the-
channel geometry gas concentrations have to be set at the GDL/channel
boundary. The simplest assumption is to use the inlet concentrations,
i.e., neglecting concentration gradients along the channel and therefore
the effect of stoichiometry. Fig. 7 a) and b) show the comparison of the
three model geometries for cathode stoichiometry 𝜆O2

of 2 and 10 for
relative humidity (RH) of 50% and 80%, respectively. The temperature
is set to 80 ◦C and the outlet pressure to 2.5 bar in all simulations.
Obviously, in this case the stoichiometry only affects the along-the-
channel model as it does not enter the other two setups. Compared to
the 1D and the through-the-channel model, under dry conditions the
along-the-channel model yields higher cell voltages in the intermediate
current region, while transport limitations are reached earlier, depend-
ing on the stoichiometry. Only at very low currents up to approx.
0.1A∕cm2 all setups provide similar results under these conditions. The
earlier transport limitations are caused by the oxygen concentration
decreasing along the channel, while the higher performance in the
intermediate current range is due to increasing water content along the
channel and therefore better ionomer and membrane humidification.
Note, that the differences to the 1D case are still significant even at very
high stoichiometries of 10 as they are used, e.g., in differential cells.
This is due to the parabolic velocity profile inside the channel, which
leads to significant concentration gradients along the GDL/channel
interface even at high stoichiometries. On the other hand, the difference
between through-the-channel and 1D geometry are quite small and only
relevant close to the limiting current. Under well humidified conditions
shown in Fig. 7 b) all three model geometries yield quite similar
cell performance as long as transport limitations are negligible. Also
in this case, transport limitations occur first in the along-the-channel
setup. Thus, based on this study it is more important to resolve the
dimension along the channel as transport limitations under the land are
less relevant (cf. also Fig. 8). This holds at least for the cell geometry
considered here, which is based on the Baltic qCf 12 High Amp cell with
quite thin land width of 0.24 mm at the cathode. One might expect
that the channel-land effect becomes more relevant at cell designs
with larger land width. Fig. 7 c) shows the effect of increasing land
width while the channel width is kept constant at 0.6 mm. Indeed,
increasing the land widths leads to a significant decrease of the limiting
current. Thus, for cells with larger land widths of ≥ 0.5 mm operated at
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𝑋

Table 4
Configuration of PEMFC model.

Layer Unknowns Submodels Thickness 𝜆ef Phase 𝜀 𝜏 𝐾

μm W
m k

10−12m2

1. GDL 𝑇 , 𝜑el, (17), (19), 74 0.3 Gas 0.74 m3

m3 1.3 1.0

𝑐H2 (g), 𝑐H2O(g) (20), (23) Carbon 0.26 m3

m3

2. MPL 𝑇 , 𝜑el, (17), (19), 76 0.3 Gas 0.61 m3

m3 1.7 0.47

𝑐H2 (g), 𝑐H2O(g) (20), (23) Carbon 0.39 m3

m3

3. ACL

𝑇 , 𝜑el, 𝜑ion, (17), (19),

4 0.2

Gas 0.55 m3

m3 1.2 0.001

𝑐H2 (g), 𝑐H2O(g), (20), (21), Carbon 0.26 m3

m3

𝜆 (22), (23), Ionomer 0.19 m3

m3

(24) Carbon|Ionomer 2.12 ⋅ 107 m
m2

4. PEM 𝑇 , 𝜑ion, 𝜆, 𝑐H2O (19), (22), (21), (24) 14 0.15 Ionomer 1 m3

m3

5. CCL

𝑇 , 𝜑el, 𝜑ion, (17), (19),

6 0.2

Gas 0.55 m3

m3 1.2 0.001

𝑐H2 (g), 𝑐H2O(g), (20), (21), Carbon 0.26 m3

m3

𝑐O2 (g), 𝑐N2 (g) (22), (23), Ionomer 0.19 m3

m3

𝜆 (24) Carbon|Ionomer 2.98 ⋅ 107 m
m2

6. MPL 𝑇 , 𝜑el, 𝑐H2O(g), (17), (19), 76 0.3 Gas 0.61 m3

m3 1.7 0.47

𝑐H2 (g), 𝑐O2 (g), 𝑐N2 (g) (20), (23) Carbon 0.39 m3

m3

7. GDL 𝑇 , 𝜑el, 𝑐H2O(g), (17), (19), 74 0.3 Gas 0.74 m3

m3 1.3 1.0

𝑐H2 (g), 𝑐O2 (g), 𝑐N2 (g) (20), (23) Carbon 0.26 m3

m3
large stoichiometries, indeed the channel-land dimension can become
decisive in the limiting current region.

In the simulations discussed so far, the channel inlet oxygen con-
centration was used as boundary condition for the 1D and through-
the-channel geometries. Compared to the along-the-channel model this
leads to an overestimation of the limiting current. As an alternative
approach one might consider to modify the concentration at the bound-
ary, taking into account the concentration gradients along the channel.
The outlet concentration can be calculated based on the stoichiometry.
With the respective fluxes of oxygen and nitrogen at inlet and outlet

𝐹O2,𝑖𝑛
= 𝑋O2,𝑖𝑛

𝑝dry
𝑇

𝑣in = 𝜆O2

𝐴cell
𝐴channel

𝑖
4

,

𝐹N2,𝑖𝑛
=
(

1 − 𝑥O2,𝑖𝑛

) 𝑝dry
𝑇

𝑣in,

𝐹O2,𝑜𝑢𝑡
= 𝑋O2,𝑜𝑢𝑡

𝑝dry
𝑇

𝑣out =
(

1 − 𝜆O2

) 𝐴cell
𝐴channel

𝑖
4

,

𝐹N2,𝑜𝑢𝑡
=
(

1 −𝑋O2,𝑜𝑢𝑡

) 𝑝dry
𝑇

𝑣out ,

(111)

and 𝐹N2,𝑖𝑛
= 𝐹N2,𝑜𝑢𝑡

one obtains the oxygen mole fraction at the outlet

O2,𝑜𝑢𝑡
=

(

𝜆O2
− 1

)

𝑋O2,𝑖𝑛

𝜆O2
−𝑋O2,𝑖𝑛

. (112)

Fig. 7 d) shows the 1D model using an average oxygen mole fraction
(

𝑋O2,𝑖𝑛
+ 𝑥O2,𝑜𝑢𝑡

)

∕2 as alternative boundary condition for the case 𝜆O2
=

2. As one can see, the limiting current still is overestimated compared
to the along-the-channel model. This is due to the parabolic velocity
profile inside the channels and the consequent strongly non-linear
oxygen concentration profile along the channel (cf. Fig. 8 a)). Indeed,
a significantly lower oxygen concentration than the average is needed
(𝑋O2,optim = 0.134 in this example) in order to obtain the correct limiting
current. However, in this case the cell voltage over the whole range of
current densities gets already significantly underestimated. Thus, mod-
ifying the oxygen boundary condition does not allow for an accurate
description of the cell behaviour in a 1D model. Instead, modifications
of the cathode oxygen transport properties would be needed in order
to capture the correct limiting current in 1D. However, when doing
so, one has to keep in mind that the used model will no longer reflect
the real physical processes in the cell as along-the-channel effects are
spuriously assigned to through-the-MEA concentration gradients.
11
To conclude this part, at sufficiently low currents all model geome-
tries yield similar results. This can be helpful for model parametrisation
since all properties relevant in this region (e.g. ORR kinetics) could be
parametrised using a fast 1D model. In the intermediate current region,
1D models can still be quite accurate especially for well humidified
conditions while under dry conditions the occurring strong gradients
in water content along the channel are neglected in 1D, which lead to
significant deviations from the along-the-channel model. The limiting
current region cannot be accurately described by the 1D model when
using the correct physical transport properties, as gradients along the
channel are important in this region and cannot be neglected. The gra-
dients occurring in channel-land dimension are less relevant compared
to the ones along the channel, at least for sufficiently thin land widths
used in current state-of-the-art test cells. For cells with large land
widths operated at high stoichiometry through-channel models can be
used. At low stoichiometry, gradients in all three spacial dimensions
become relevant which requires full 3D simulations.

4.2. High temperature steam electrolysis

As a second example a SOEC model for steam electrolysis with
an exemplary 4 × 4 cm2 cell is used. The model has 11 layers (in-
cluding channels) with different physical properties and different state
variables. Here, an along-the-channel 2D configuration (see Fig. 6) is
chosen to illustrate the capabilities of the framework with respect to
impedance simulation and the extension from cell to stack models.

4.2.1. Model description
The model contains 11 layers as summarised in Table 5. The current

collector boundary conditions are assigned to layers 2 and 9. Both
channels have inflow and outflow boundary conditions and other layers
have adiabatic wall boundary conditions. Consider Tables 5 through 8
for the detailed list of model parameters, applied equations and un-
knowns (primary variables) in each layer. The concentration of defects
𝑐VO

in YSZ and CGO is computed from the site density in the bulk
material 𝛤 , i.e.:

VO = 𝛤 − 𝑐O2− , (113)

where 𝛤 = 𝛤 or 𝛤 = 𝛤 , depending on the layer.
CGO YSZ
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Fig. 7. Effects of model geometry on the polarisation curves.

Fig. 8. Comparison of the oxygen distribution for different 2D geometries at the respective limiting currents for 80% RH.
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Fig. 9. SOEC impedance at OCV for binary 50% H2 and 50% H2O mixture at 𝑇 =
60 ◦C.

Cell boundaries are assumed adiabatic, see Eqs. (69) and (70).
hannel inflow and outflow boundary conditions are described by
qs. (71), (72), (73), (74) and Eqs. (80), (81), (82), (83) respectively.

.2.2. Results
The proposed transient model cannot only be used to simulate polar-

sation curves but any electrochemical characterisation method such as
.g. electrochemical impedance spectroscopy. This can be very helpful
or model validation, as impedance spectroscopy provides additional
nformation about the time scales of the processes. On the other hand, a
hysical model can help in correctly interpreting the impedance spectra
y identifying and quantifying the underlying physical processes.

A typical impedance, resulting from the SOEC model without elec-
rical load is shown in Fig. 9. Here the peak around 𝑓 = 3Hz results

mostly from the gas conversion along the channel. It is overlapped with
a small peak from the reaction (R2) (refer to Table 8). The peak around
𝑓 = 20Hz comes from the oxygen reduction reaction (R1) and process
around 𝑓 = 300Hz relates to the surface electro-chemical reaction (R3).

he time required for computing the full impedance is about 2 min on
ntel i7 CPU with 6 cores.

In order to illustrate 2D effects during steam electrolysis, several
epresentative profiles are shown in Fig. 10. These profiles represent the
quilibrium state for 𝑇 = 860 ◦C, current load of i = 1.6A∕cm2, O2∕N2 =
21∕79 air composition and H2∕H2O = 50∕50 fuel molar composition.
Due to the near complete steam utilisation (compare Fig. 10(d)), one
can observe an increase in air channel flow velocity by 20% (see
Fig. 10(a)).

The cell model can also be easily extended to a stack model, by
linking several cells with bipolar plates. Fig. 11 shows temperature
profiles for a short stack with 5 cells. Each cell is described by the
same model as described above. The bipolar plate is a simple elec-
tron conducting layer made of steel, i.e. only electronic potential and
thermal fields are resolved according to Eqs. (19), (23). To the authors
knowledge, a SOEC stack model with the presented physical complexity
within each cell has not yet been reported in literature. It only becomes
computationally feasible due to the efficient parallelisation of the code
(cf. Section 4.3).

The most noticeable difference between single cell and the stack is
the temperature increase. The temperature increase at the moderate cell
voltage of 1.6 V is for a single cell less than 1 K but for a short stack
of 5 cells is already about 6 K (compare Figs. 10(b) and 11(b)).

The computation time of a single cell SOEC model with 48 cores
(single node) at HPC JUSTUS2 is about 7.5 min and of a short stack
of 5 cells about 23 min. The size of models (the total number of
13
unknowns) is 65’604 and 269’148 respectively. To the authors best
knowledge, there are no frameworks capable of computing cell stacks
with comparable model complexity.

4.3. Numerical performance

As an illustration of the numerical performance of the framework, it
is shown how the duration of the computational scales with the number
of cores, and how the accuracy improves with the increase of grid
point density. For the benchmark high-performance computers (HPC)
were used: HPE Apollo (HAWK) at Stuttgart HLRS and BwForCluster
JUSTUS2. JUSTUS2 is based on Intel® Xeon E6252 and HAWK is
utilising AMD® EPYC 7742 processors. As a linear system solver the
Intel® oneAPI PARDISO library was used, as it is readily available on
both clusters as a module.

The scalability of the computational time with increase of number
of processing cores is illustrated by Fig. 13 as applied to the PEMFC
model with 2D along channel configuration. The model has 16’116 grid
points and 105’198 unknowns in total. Performance test were run on
clusters HAWK and JUSTUS2. Here, the computational time with one
core serves as the reference 𝜏ref . The overall computational time (black
lines) is split into two components: the time required by NEOPARD-X
for processing the model (blue) and the time required by an external
library for the solution of the linear system (red). For a comparison of
real computational times the reader is referred to Table 9.

The model computation in NEOPARD-X shows near linear scala-
bility till 64 cores, which is improved for larger systems. The circles
in Fig. 13 represents the reference grid with 16’116 grid points and
105’198 unknowns; crosses show the performance for double resolution
in 𝑥 and 𝑦 directions, i.e. 48’711 grid points and 308’938 unknowns;
and triangles show the quadruple resolutions with 169’101 grid points
and 1’052’418 unknowns. Although the model computation scales sim-
ilarly on HAWK and JUSTUS2 HPC, the overall performance scales
better on JUSTUS2. This has two reasons:

1. Linear solver is better scaled on JUSTUS2. The Intel® oneAPI
PARDISO is probably better optimised for Intel processors com-
pared to AMD processors used in HAWK.

2. The model computation time on JUSTUS2 is about 5 times
longer than on HAWK, while the linear solver time is approx-
imately the same.

The limited scalability for a large number of cores by the computa-
tion of the model is most likely attributed to memory copy operations
from NEOPARD-X to PARDISO storage.

4.4. Numerical convergence

The numerical convergence is demonstrated with the SOEC model
but it is similar for the PEMFC model. In order to reduce the number
of required grid points the Sigmoid stretching is applied (see Sec-
tion 2.5.1). In the current setup sigmoid parameters 𝑎1 = 0.1, 𝑏1 = 0.5,
𝑎2 = 0.05 and 𝑏2 = 0.5 are used for all layers.

Consider Fig. 12, which shows an error estimation with respect to
a reference solution.

𝐸𝑖 = max
𝐱

|

|

|

|

𝑈𝑖(𝐱) − 𝑈ref (𝐱)
𝑈ref (𝐱)

|

|

|

|

. (114)

The reference solution 𝑈𝑟𝑒𝑓 is constructed from the basis solution 𝑈1
by increasing the number of points by the factor 8 for each coordinate
direction. The basis solution is constructed with a minimal number of
points. The coordinate in Fig. 12 corresponds to the increase in the
number of grid points with respect to the basis solution 𝑈1. In order to
illustrate the convergence, computed error estimations are fitted by

𝐸 = 𝛼 , (115)

𝑛𝛽
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Fig. 10. SOEC equilibrium profiles for cell voltage of 1.6 V at 𝑇 = 860 ◦C with 50% H2 and 50% H2O fuel composition.

Fig. 11. SOEC Short Stack temperature profiles for water electrolysis with 50% H2 and 50% H2O in the gas feed. Bipolar plates are shown in grey, for cell colour description see
Fig. 10.
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Table 5
Configuration of SOEC model.

Layer Unknowns Submodels Width 𝐶dl Phase 𝜀 𝜏 𝐾
μm MF∕m3 m2

1. Air channel 𝐯, 𝑇 , 𝑐O2 (g), 𝑐N2 (g) (18), (19), (20) 2000 Air 1 m3

m3 1 ∞

2. Gold mesh 𝐯, 𝑇 , 𝜑el, (18), (19), 120 Air 0.85 m3

m3 1.1 2.2 × 10−10

𝑐O2 (g), 𝑐N2 (g) (20), (23) Au 0.15 m3

m3 1.1

3. LSCF 𝐯, 𝑇 , 𝜑el, (18), (19), 15 Air 0.4 m3

m3 1.5 5.8 × 10−16

𝑐O2 (g), 𝑐N2 (g) (20), (23) LSCF 0.6 m3

m3 1.5

4. LSCF/CGO

𝑇 , 𝜑el, 𝜑ion, (17), (19),

15 350

Air 0.4 m3

m3 1.5 3.4 × 10−16

𝑐O2 (g), 𝑐N2 (g), (20), (21), LSCF 0.25 m3

m3 1.5

𝑐O2− , (22), (23) CGO 0.35 m3

m3 1.5

𝑐O(g|CGO) Air|LSCF|CGO 5 ⋅ 1012 m
m3

5. CGO 𝜑el, 𝜑ion, 𝑐O2 (g), (17), (19), (20), 5 Air 0.4 m3

m3 1.3 3.7 × 10−16

𝑇 , 𝑐N2 (g), 𝑐O2− (21), (22), (23) CGO 0.6 m3

m3 1.3

6. YSZ 𝑇 , 𝜑ion, 𝑐O2− (19), (21), (22) 100 YSZ 1 m3

m3

7. CGO 𝜑el, 𝜑ion, 𝑐H2 (g), (17), (19), (20), 5 Fuel 0.4 m3

m3 1.3 3.8 × 10−16

𝑇 , 𝑐H2O(g), 𝑐O2− (21), (22), (23) CGO 0.6 m3

m3 1.3

8. Nickel/CGO

𝑇 , 𝜑el, 𝜑ion, (17), (19),

12 40

Fuel 0.4 m3

m3 1.7 2.9 × 10−16

𝑐H2 (g), 𝑐H2O(g), (20), (21), Nickel 0.35 m3

m3 1.7

𝑐O2− , (22), (23) CGO 0.25 m3

m3 1.7

𝑐O(g|CGO) Fuel|CGO 8 ⋅ 107 m2

m3

9. Nickel 𝐯, 𝑇 , 𝜑el, (18), (19), 12 Fuel 0.5 m3

m3 1.2 1.3 × 10−12

𝑐H2 (g), 𝑐H2O(g) (20), (23) Nickel 0.5 m3

m3 1.2

10. Nickel Mesh 𝐯, 𝑇 , 𝜑el, (18), (19), 240 Fuel 0.6 m3

m3 1.2 2.2 × 10−10

𝑐H2 (g), 𝑐H2O(g) (20), (23) Nickel 0.4 m3

m3 1.2

11. Fuel channel 𝐯, 𝑇 , 𝑐H2 (g), 𝑐H2O(g) (18), (19), (20) 2000 Fuel 1 m3

m3 1 ∞
Table 6
Phase properties at 𝑇 = 860 ◦C.

Phase Site density Intern. Energy Heat cond. Electr. cond.
𝛤 𝑈 𝜆∕ W∕m∕K 𝜎𝐞∕ S∕m

Aira 10.68 mol∕m3 177.3 kJ∕m3 0.077 0
Fuelb 10.68 mol∕m3 1.09 MJ∕m3 0.234 0
LSCF 34568 mol∕m3 17.79 GJ∕m3 116.0 96.0 × 103

CGO 10000 mol∕m3 88.34 GJ∕m3 2.140 0.045
YSZ 46714 mol∕m3 2.82 MJ∕m3 1.938 0
Gold 98000 mol∕m3 12.25 GJ∕m3 246.0 45.5 × 106

Nickel 151770 mol∕m3 5.87 MJ∕m3 74.5 2.19 × 106

Air|LSCF|CGO 4.5 × 10−15 mol∕m 0 0 0
Fuel|CGO 1.36 × 10−5 mol∕m 0 0 0

a Reference values computed for 21% O2, 79% N2 and 𝑝 = 1 bar.
b Reference values computed for 50% H2, 50% H2O and 𝑝 = 1 bar.

where 𝛽 represents the slope and thus the order of convergence. The
resulting rate of convergence is 𝛽 = 2.2 ± 0.2, with lowest value 𝛽 = 2.0
for temperature and the highest value 𝛽 = 2.4 for mole fractions of
steam and hydrogen. As expected, the FCFVM shows a second order
convergence in respect to grid points, although the grid points are
distributed inequidistantly in physical space (see Section 2.5.1).

5. Conclusion

The new NEOPARD-X v. 2.0 framework for electro-chemical mod-
elling of electrolyser and fuel cells is presented. The framework com-
bines detailed models of the involved fundamental physical and chem-
ical processes. It includes the following features:

1. The framework is applicable for computation of stationary (e.g.
polarisation curves) and for fully transient studies (e.g. electro-
15

chemical impedance).
Table 7
Species properties at 𝑇 = 860 ◦C.

Phase Species Charge Enthalpy Entropy
𝑧 ℎ∕ kJ∕mol 𝑠∕ J∕mol∕K

Aira O2(g) – 27.2 247.7
N2(g) – 25.6 232.0

Fuela H2(g) – 24.5 169.7
H2O(g) – −210.5 237.6

CGOb O2− −2 −201 70
YSZc VO 0 0 0

Fuel|CGOc O(g|CGO) 0 −158.0 0
CGO(g|CGO) 0 0 0

a Computed from NIST-JANAF tables: https://janaf.nist.gov.
b Taken from the Ref. [46].
c Estimated.

2. Within the framework models from 0D to 3D can be imple-
mented.

3. Model development is separated from the discretisation, which
facilitates extension of existing models and introduction of new
sub-models to the framework.

4. The framework is parallelised for shared memory architectures,
which makes accessible the computation of complex physical
models for short stacks, computationally demanding degradation
simulations and detailed 3D computations. This is an essen-
tial feature for future simulation-based optimisation and virtual
design of fuel cell and electrolyser technologies.

5. The use of either detailed elementary kinetics or Butler–Volmer
formulation is possible. Charge transfer reactions, heterogeneous
(double phase or triple phase boundary) reactions and gas-phase
reactions are treated thermodynamically consistently.

https://janaf.nist.gov
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Table 8
Reaction parameters at 𝑇 = 860 ◦C.

Phase Reaction Ratea

Air|LSCF|CGO 1
2 O2(g) + VO + 2 e– ←←←←←←←←←←←←←←←←←⇀↽←←←←←←←←←←←←←←←←← O2– 𝐴 = 4.5 × 10−10 m3

mol1∕2 s
(R1)

Fuel|CGO
H2O(g) + CGO(g|CGO) ←←←←←←←←←←←←←←←←←⇀↽←←←←←←←←←←←←←←←←← O(g|CGO) + H2(g) 𝐴 = 0.6 × 101 m3

mol s
(R2)

O(g|CGO) + VO + 2 e– ←←←←←←←←←←←←←←←←←⇀↽←←←←←←←←←←←←←←←←← O2– + CGO(g|CGO) 𝐴 = 3.75 × 10−4 m3

mol s
(R3)

a Arrhenius parameters 𝐸 and 𝑏 are assumed zero.
.

Fig. 12. Convergence of SOEC model: Circles are computed points, lines are linear fits.

Table 9
Computational time in seconds for PEMFC along model vs. number of processing cores

N-CPU 1 2 4 8 16 32 48 64 128

JUSTUS 2 HPC

Model 6569 3358 1682 867 431 235 183 – –
PARDISO 402 269 189 155 155 141 149 – –

HAWK HPC

Model 1290 650 312 169 92 57 44 39 36
PARDISO 346 269 198 170 198 203 212 210 192

The modelling approach was illustrated with two examples: a model
for a polymer electrolyte membrane fuel cell (PEMFC) and one for a
solid oxide electrolyser cell (SOEC). The calculations provide insight
into the effects of model dimensionality, potential and temperature
distribution within the porous electrodes and the electrolyte, as well as
the contribution of the model components to overall polarisation losses.
Additionally the examples are used to illustrate the performance and
the scalability of the framework.

The PEMFC model was used to compare three commonly used
model geometries, i.e. 1D, 2D along-the-channel and 2D through-
channel. At low currents all model geometries yield similar results,
i.e. in this region using 1D models can be sufficient. In the intermediate
current region, 1D models can still be quite accurate at least for
well humidified conditions. However, under dry conditions gradients
in water content along the channel become important which lead to
significant deviations between the 1D and the along-the-channel model.
The limiting current region cannot be accurately described by the 1D
model as gradients along the channel are important in this region and
cannot be neglected. Through-channel models are applicable especially
for cells with large land widths operated at high stoichiometry.

The SOEC model was chosen to illustrate the transient solution
for computation of impedances and to show the elementary kinetics
approach for modelling of electro-chemical processes. Additionally the
single cell SOEC model was scaled to a short stack of 5 cells, without
altering the cell model. The computation time of only 23 min for
16
the short stack demonstrates the capabilities of the framework for
simulating highly complex models.

The model performance was tested on high performance computers
HAWK at HLRS and JUSTUS 2 at bwHPC. In all cases a nearly linear
scalability in respect to number of cores was observed, which is essen-
tial for more complex models. By overcoming the current bottleneck for
the data transfer between the numerical framework and external linear
solver, the scalability is prospected to improve even further in the near
future.

Current applications were studied with face centred finite volumes
method (FCFVM). However, other discretisation methods can be im-
plemented with the framework. It was demonstrated that with the help
of domain transformation the method remains second order even for
inequidistant grids in physical domain.
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Fig. 13. Scalability on high performance computer: x1 — standard resolution, x2 — double resolution, x4 — quadruple resolution; lines are fits of the data.
Appendix A. Implementation of FCFV

The implemented FCFV method consists of two parts: interpola-
tion between grid points and computation of integral values for fi-
nite volumes (quadrature rules). The computations are performed in
coordinates 𝝃 such that each component 𝜉𝑖 ∈ [0, 1] (see Section 2.5).

Interpolation
The interpolated value is computed linearly between adjacent grid

points as shown in Fig. A.14. Please note that here boundary domains
3 and 4 have different discretisation as the main domain 0. Because
during the computation the location of points is seldom changed, the
interpolation routine (see Algorithm 1) provides a list of related points
with corresponding coefficients. This list can be the used efficiently dur-
ing the model integration for the value interpolation. The interpolation
method is in general of O(1), but it becomes O(2) if the interpolation
point is located exactly in the middle between the collocation points
(rectangle in Fig. A.14). If the point lays near the boundary, firstly re-
lations for virtual points are computed in the boundary domain, which
are then used in the primary domain. In Fig. A.14 the interpolation
relations are shown for inner point (red) and for a point near the
boundary (magenta).

In the illustrated case (Fig. A.14) the red point depends only on 4
points, which lay within the domain 0, i.e. 𝑅 =

{[

1
16 , 𝑢

0
5

]

,
[

3
16 , 𝑢

0
6

]

,
[

3
16 , 𝑢

0
9

]

,
[

9
16 , 𝑢

0
10

]}

. The dependency list of the magenta point extends

to 5 points, i.e. 𝑅 =
{[

1
8 , 𝑢

0
2

]

,
[

3
8 , 𝑢

0
3

]

,
[

1
32 , 𝑢

3
1

]

,
[

9
32 , 𝑢

3
2

]

,
[

3
16 , 𝑢

6
0

]}

. The
latter points are computed iteratively by requesting relations of virtual
points from boundary domains. The process is repeated till the corner
point 𝑢60 in domain 6 is reached. The coefficients in the above lists 𝑅
correspond to coefficients 𝑎𝑚,𝑘𝑖,𝑗 in Eq. (3). The coefficients that are not
listed are assumed 0.

Integration
FCFV treats Eq. (1) in weak form, which for single finite volume

takes the following form:

𝜕
𝜕𝑡 ∫𝛺

𝑠 d𝑉 + ∫𝜕𝛺
𝐟 ⋅ 𝐧d𝑆 = ∫𝛺

𝑞 d𝑉 . (A.1)

Storage and source term integrals are approximated by the value
in the centre of the volume (collocation points) and the flux terms
17
Fig. A.14. Interpolation with FCFV module.

are approximated by the value at the centre of the volume faces (blue
points), see Fig. A.15:

𝜕
𝜕𝑡
𝑠̃𝑖 +

∑

𝑘∈𝐾

𝐴𝑖,𝑘

𝑉𝑖
𝐟𝑖,𝑘 ⋅ 𝐧𝑖,𝑘 = 𝑞𝑖, (A.2)

where 𝑠̃𝑖 and 𝑞𝑖, are approximation of the storage and source terms in
the centre of the finite volume 𝑖, 𝑉𝑖 is the volume and 𝐴𝑖,𝑘 is area of
the face 𝑘, 𝐟𝑖,𝑘 ⋅ 𝐧𝑖,𝑘 is the flux approximation through the face 𝑘.
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Algorithm 1 Pseudo code for interpolation: 𝑁𝑘 is the number of grid
points in coordinate direction 𝑘, M is the number of dimensions, 𝐼 is
the set of all point indices in the current domain, 𝜉 is the computational
coordinate, 𝜂 is the boundary computation coordinate. "BND.INTERP"
refers to a call to interpolation within boundary domain.
function interp(𝝃, 𝑘 ← 0, 𝑤 ← 1)

𝑖𝑘 ←
⌊

𝜉𝑘𝑁𝑘 −
1
2

⌋

𝑐0 ← 𝑖𝑘 − 𝜉𝑘𝑁𝑘 +
3
2

𝑐1 ← 1 − 𝑐0
𝑅 ← {}
for 𝑗 ∈ {0, 1} do

if k == M-1 then
if 𝑖 ∉ 𝐼 then

𝑅 ← 𝑅 ∪ bnd.interp(𝜂 ← map(𝜉))
else

𝑅 ← 𝑅 ∪
[

𝑤𝑐𝑘, point𝑖
]

end if
else

𝑅 ← 𝑅 ∪ interp(𝝃, 𝑘 + 1, 𝑤 𝑐𝑗)
end if

end for
return 𝑅

end function

Fig. A.15. Integration with FCFV module.
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