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1 INTRODUCTION

Essential for the MIMO principle is the ability to separate the transmitter signals from each other at
the receiver-side signal processing. Signal separation methods are typically divided into the categories
Time-Division-Multiplexing (TDM), Frequency-Division-Multiplexing (FDM) as well as Code-Division-Multi-
plexing (CDM) [12]. When applying the TDM method to MIMO sonars, the transmitter signals are emitted
in different time slots to be able to separate them in time after receiving. However, this implies a longer
overall ping period within the observed scene may change. These changes may impede the coherent
processing of the consecutively emitted transmitter signals and can result in a reduced angular resolution
enhancement. The FDM method is based on a division of the available frequency band in sub-bands.
This reduces the bandwidth of each transmitter signal, which consequently leads to a decreased range
resolution. In addition, coherent processing of frequency divided signals causes artefacts in the Point-
Spread-Function (PSF) of the system [13, 3]. This paper is focussed on the CDM method which uses
coding techniques to enable a simultaneous transmission of all transmitter signals in the same frequency
band. The receiver-side pulse separation and compression are realized with a bank of matched-filters.

This paper deals with the optimisation of MIMO pulse sets with respect to the sidelobes in the distance do-
main of the PSF of the system. In the literature, pulse optimisation is usually applied to single transmitter
signals, trying to minimise the sidelobe level in the autocorrelation [6]. This ignores the coherent signal
processing of MIMO systems, where constructive interference can lead to high sidelobes in the PSF.
However, integrating the computationally complex simulation environment into the optimisation slows it
down significantly, which is why a simplified form with sufficient predictive power of sidelobes in the PSF
is to be found. In this work, three cost functions are compared with each other and used to optimise an
Orthogonal-Frequency-Division-Multiplexing (OFDM) signal set. In Section 2 the used OFDM signal is
described in more detail. Section 3 describes the cost function and optimisation of the transmitter signal
set. The results of the optimisation are presented in Section 4. Finally, Section 4 summarises the work.
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2 TRANSMITTER SIGNAL

One in the MIMO radar literature often considered transmitter signal candidate is the OFDM signal, cf. [9,
10, 8]. OFDM signals have their origin in communications technology and represent a comparatively new
field of research for application in MIMO sonar systems. The principle is based on a multiplexing technique
using orthogonal carrier frequencies. For this purpose, the transmitter frequency band is divided into
sub frequency bands Bsub whose width depends on the length of the OFDM signal by the orthogonality
condition

T =
1

Bsub
. (1)

If this condition is satisfied, the carrier frequencies lie in the first null of the sinc function of the adjacent
carrier frequencies in the frequency domain. In the time domain, each carrier sine wave has an integer
number of periods, which leads to a zero crossing at the start and end of each carrier. A single OFDM
signal is defined by

sOFDM(t) =

Nc−1∑
m=0

cm · ej2πfmt, t ∈ [0, T ] (2)

with
fm = f0 +mBsub and Nc = BT, (3)

and the sequence
cm ∈ {−1, 1,−j, j}; for m = 0, ..., Nc − 1, (4)

whereby each carrier frequency contains two bits of information.

3 SIGNAL SET OPTIMISATION

For the optimisation of a mathematical problem, its quality must be translated into a scalar value using a
cost function, which can be minimised by varying the input parameters. In this case, it must be determined
which properties of a MIMO transmitter signal set are decisive for the performance of the entire system
and how these can be quantified. In the literature, the approach of using properties from auto- and cross-
correlations for pulse optimisation is often chosen (cf. [2, 12, 11, 1, 17]). One method is to minimise the
Generalised-Integrated-Sidelobe-Level (GISL), which is defined as

GISL
(p)
ΩML,ΩSL

(AC) =

( ∫
ΩSL

|AC(τ)|pdτ∫
ΩML

|AC(τ)|pdτ

)2/p

, (5)

where p is an arbitrarily selectable integer hyperparameter, ΩML is the range of the mainlobe and ΩSL is
that of the sidelobes (cf. [14, 4, 5, 7]). If p = 2 is selected, Equation (5) corresponds to the Integrated-
Sidelobe-Level (ISL). For p −→ ∞, Equation (5) converges to the infinity norm |·|2∞ and corresponds to
the Peak-to-Sidelobe Level Ratio (PSRL), which is a metric frequently used in radar pulseform design in
addition to the ISL [6].

In the literature the described metric is commonly used for the optimisation of autocorrelation functions
of individual transmitter signals. However, for the use of multiple transmitter signals in a MIMO-CDM
system, the characteristics of all transmitter signals and their interaction are crucial. The properties of the
PSF, which describes the resolution behaviour and the characteristics of sidelobes in the angle-distance
domain, would therefore be decisive for the consideration of the overall system. This is because the
PSF includes all effects that can be caused by the coherent superposition of several transmitter signals.
Figure 1 shows an example of the PSF of a MIMO system using OFDM pulses. The effects of the
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Figure 1: (a) PSF of a MIMO system with N = 32 receivers and M = 4 transmitters using OFDM
transmitter signals; (b) Target beam signal sTB(r) at ϕ = 0° which contains major parts of the
cross-correlation noise

sidelobes in the auto- and cross-correlation are most evident in a small area around the target beam
signal sTB(r) = PSF(0, r), where r is the range. To simplify the optimisation of the PSF, it should be
therefore sufficient to consider the target beam signal for the cost function. Applying the GISL on sTB(r)
as a metric leads to the cost function

f1(x) = GISL
(p)
ΩML,ΩSL

(sTB,x), (6)

where x is a vector which contains all pulse parameters. The area of the mainlobe ΩML is defined by

ΩML = [R− c

2B
,R+

c

2B
], (7)

with the sound velocity c, the target distance R and the signal bandwidth B. The area of the sidelobes is
defined by

ΩSL = [R− cT,R+ cT ] \ ΩML, (8)

with the pulse length T .

To evaluate the target beam signal the sonar system has to be modelled and simulated. The simulation
environment has been developed in earlier work (cf. [15, 16]) which provides reliable results, as acoustic
paths and sonar signal processing are modelled precisely. However, the evaluation is computationally
intensive and therefore unsuitable for optimisations with a large number of evaluations of the cost function.
A reduction in computational effort of the cost function is therefore required, from which the result of
the Equation (6) can be reliably inferred. Extending the optimization of the autocorrelation that is often
proposed in the literature, an evident approach would be to analyse the auto- and cross-correlations of
the M individual pulses separately and to combine the results incoherently to a scalar value. For this, the
GISL of all auto- and cross-correlations of a MIMO pulse set is determined. Overall, this cost function
results in

f2(x) =
1

M2

(
M−1∑
m=0

GISL(p)(ACx,m,m) + 2

M−2∑
m=0

M−1∑
m′=m+1

GICL(p)(CCx,m,m′)

)
, (9)
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where for the evaluation of the cross-correlations the Generalised-Integrated-Cross-correlation-Level

GICL(p)(CC) =

(∫ T

−T
|CC(τ)|pdτ
IMLAC

)2/p

, (10)

is used with the Integrated-Mainlobe-Level (IML) of all autocorrelations

IMLAC =
1

M

M−1∑
m=0

(∫
ΩML

|ACx,m,m(τ)|pdτ
)

(11)

as the mainlobe reference level. With this approach, the correlation functions of the transmitter signal set
are thus evaluated individually, whereby the cost function value is composed of the sum of the partial eval-
uations. This method is an obvious extension of the optimisation of autocorrelation functions presented
in the literature in order to evaluate a set of pulses. However, the phases of the individual correlation
functions are not considered. It can be assumed that due to the coherent MIMO processing, construc-
tive interference of the correlation functions can lead to sidelobes in the PSF, which do not occur in the
individual correlation functions.

In order to include the effect of MIMO signal processing, all correlation functions of the pulse set are first
coherently summed before the GISL is determined. This corresponds to an approximation of the target
beam signal at the position of a single scatterer in the far field and is defined as

f3(x) = GISL(p)

(
M−1∑
m=0

M−1∑
m′=0

Cx,m,m′

)
(12)

To test both simplified cost functions, a set of randomly selected pulse parameters (x0, ...,xK−1) is eval-
uated with the presented cost functions f1, f2 and f3 with the parameter p = 2, where f1 is considered
as ground truth, since it is based on a comprehensive simulation of the entire MIMO system. Thereby
the OFDM signal has a pulse length of T = 20ms and a Bandwidth of B = 20 kHz, which results in the
total number of carrier Nc = 400. Figure 2 shows in (a) the cost function values for K = 1000 runs,
where the k = 1, ...,K trials were resorted according to increasing function values of f1, as well as in
(b) the resulting target beam signal for the worst (k = K) and the best (k = 1) evaluation.The function
values of f3 follow those of f1 sufficiently to be able to draw mutual conclusions about the optimum set
of parameters x. The cost function f2, on the other hand, provides completely independent values and
does not allow a joint conclusion to be drawn about an optimal pulse set. This shows that optimising a
cost function that incoherently superimposes the auto- and cross-correlation does not necessarily lead to
low sidelobes in the target beam signal, and therefore in the PSF. The assumptions made in Equation
(12) lead to a highly simplified and efficient, but sufficiently accurate cost function and should therefore
be used for optimisation in this work. Equation (6) should be used for the final assessment of the results.

Up to this point, the parameter space of the entire pulse set s = (s0, s1, ..., sM−1) was specified with x,
but not described in more detail. The properties of the parameter space are essentially dependent on
the pulseform or the mapping between the pulse parameter and the parameter space designed for the
optimisation algorithm. The differentional evolution optimisation algorithm used in this work is suitable for
finding a global minimum in a continuous space Rκ. However, an OFDM symbol is coded using the bit
sequence c with the length Nbit = 2BT = 2Nc. To represent the bit sequence in a continuous parameter
space, it is divided into 32 bit blocks, which are represented by an floating point number xk ∈ [0, 1]. The
structure of the parameter vector x results from the concatenation of all pulse parameters, as shown in
Figure 3.

Vol.46, Pt.1 2024



Proceedings of the Institute of Acoustics

0 200 400 600 800 1000
kth trial (sorted by f1)

0.08

0.09

0.10

0.11

0.12

0.13

0.14

0.15

O
bj

ec
tiv

e 
fu

nc
tio

n 
va

lu
e

(a)

f1(xk)
f2(xk)
f3(xk)

12.5 15.0 17.5 20.0 22.5 25.0 27.5
Range (m)

60

50

40

30

20

10

0

M
ag

ni
tu

de
 (d

B
)

(b)

k = 0
k = 1000

Figure 2: Comparison of the different cost functions
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Figure 3: Principle of the parameter space mapping
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Figure 4: Histogram of cost function evaluations of randomly generated transmitter signal sets

A metric is required to assess the success of an optimisation, as the global minimum is unknown. The
evaluation f3(x) of the cost function of K = 10000 randomly selected parameter vectors x is used as a
statistical comparison variable. The distribution of f3(x) is shown in Figure 4. The aim of optimisation is
to improve the results compared to a random search.

4 RESULTS

Figure 5 shows in (a) the evaluations of the cost function f3(x) for the random search sorted by function
value (blue), the best candidates for the initialisation of the optimization (dashed red) and in (b) the results
of the iteration steps of the optimisation (green). In this study, the optimisation was limited to Ni = 1000
iteration steps. In the first 200 iterations, the optimisation was able to achieve significant improvements
compared to randomly selected pulse parameters. Figure 6 shows an example of the target beam signal
to be optimised for a randomly selected parameter vector in (a) and the optimised parameter vector xopt

in (b). The sidelobes are visibly reduced in the optimised case. This is also reflected in the entire PSF,
as shown in Figure 7. The PSFs shown are normalised and show values above the threshold value
Γ = −30dB. By comparing the area above the threshold value of both PSFs with

ϵΓ =

∫
ϕ

∫
r
1[Γ,∞)(PSFopt(ϕ, r))∫

ϕ

∫
r
1[Γ,∞)(PSFrand(ϕ, r))

, 1A(x) =

{
1 x ∈ A

0 else
, (13)

this results in ϵ−30 dB = 0.8929 for the example shown in Figure 7. The characteristics of sidelobes are
also lower in the optimised PSF than in the randomly selected signal set.

Also when comparing the GISL between the median of the randomly generated and the optimized pulse
sets with

ξ =
median (frand)

fopt
(14)

shows an improvement of ξ = 1, 65.

Vol.46, Pt.1 2024



Proceedings of the Institute of Acoustics

0 2000 4000 6000 8000 10000
kth evaluation

0.0035

0.0040

0.0045

0.0050

0.0055

0.0060

0.0065

0.0070

0.0075

C
os

t f
un

ct
io

n 
va

lu
e

(a)

Sorted random costfunction evaluations
Used for initialization of populations

10000 10200 10400 10600 10800 11000
Iteration

0.00330

0.00335

0.00340

0.00345

0.00350

0.00355

0.00360

0.00365

C
os

t f
un

ct
io

n 
va

lu
e

(b)

Figure 5: (a) Cost function values of the randomly generated OFDM transmitter signal sets
(sorted); (b) Cost function values for each iteration step of the optimisation
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Figure 6: PSF(0, r) for a randomly generated and an optimised OFDM transmitter signal set
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Figure 7: PSF(ϕ, r) for a randomly generated and an optimised OFDM transmitter signal set

5 SUMMARY

In this work, the optimisation of MIMO transmitter signal sets with regard to the sidelobe level in the
point spread function was investigated. Various cost functions based on the correlation functions of the
transmitter signals and a complex simulation of the entire sonar system were compared with each other.
It was found that the separate consideration and optimisation of individual auto- and cross-correlations
does not necessarily lead to good results in the PSF. The integrated sidelobe level in the coherent
superposition of all transmitter signals proves to be a sufficient compromise between computational effort
and the predictive power of sidelobes in the PSF. The found cost function is used to optimise a set of
four OFDM signals. The results show a significant suppression of the sidelobes in the PSF. If the area
with levels above the threshold value of -30 dB between a randomly selected pulse set and the optimised
pulse set is considered, this is reduced by over 10% as a result of the optimisation. This improvement
leads to less background clutter in the application of a sonar system and to the avoidance of ambiguities
in the sonar image.
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