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ABSTRACT
This paper reports on the recent NATO Advanced Vehicle Technology (AVT) effort asso-
ciated with smooth-wall two-dimensional turbulent boundary layer flows subjected to
streamwise pressure gradients. The effort considered experiments, Reynolds Averaged
Navier-Stokes (RANS) simulations, modelling, scaling and flow physics relative to the sub-
ject flows. Special attention is given to the current predictive capabilities and deficiencies
of RANS simulations, and the interplay between experiments and RANS validation and
development. In addition, the efficacy of the prediction of velocity field response and
wall pressure statistics are respectively demonstrated via Resolvent and Gene Expression
Programmingbasedmodels. The persistence of a logarithmicmean velocity profile is eval-
uated and measures of non-equilibrium are described and discussed. A number of open
issues are described and recommendations for future research are suggested.
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1. Introduction

Owing to their technological relevance, there is on-going interest in better understanding and predicting
non-canonical turbulent boundary layer flows. Here, non-canonical refers to flows that deviate from those
that develop along smooth flat surfaces, and it is often the case that the given deviation is realised by sub-
jecting the canonical flow to additional forces and/or through modifying boundary conditions. Under such
effects, the boundary layer can be driven to what is generically referred to as a non-equilibrium state. Owing
to the range of complexities introduced, both analytical approaches and numerical simulation strategies for
non-equilibrium flows often face considerable challenges and open questions. Indeed, even a precise and
universally agreed upon definition of non-equilibrium remains somewhat unresolved. Given this, we prag-
matically adopt the definition of equilibrium employed in the recent review by Devenport and Lowe [1]
as it provides a useful point of reference. Under this characterisation, equilibrium flows are self-preserving
and thus the various statistical profiles admit an invariant representation under normalisations that properly
employ locally defined characteristic length, time and velocity scales. Here we note, however, that according to
this definition, the canonical zero pressure gradient flow is only in approximate equilibrium, as its equations
do not admit a fully self-preserving form. Regardless, the definition of Devenport and Lowe constructively
highlights scaling across parameter variations as a central challenge.

In this study we report on the work of the NATO AVT-349 subgroup on two-dimensional smooth-wall
turbulent boundary layers subjected to pressure gradients in the stream direction. Central aims here are to
describe the key findings of the AVT-349 effort and provide perspectives regarding the ramifications of these
findings. This includes an articulation of the resulting open and/or unresolved issues associated with pressure
gradient boundary layers. Toward these aims, we first describe the relevant experiments and computations
conducted by the AVT-349 team and summarise the primary empirical findings. This includes commentary
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Table 1. Summary of key parameters associated with the smooth-wall pressure gradient experiments.

Study Reτ range β range Sensors Source publications

Virginia Tech 4000–11,000 −0.8 to 0.8 Pitot tubes, 2D2C PIV, surface microphones [6,15,16]
UNH 7000–9800 0.0 to 1.9 3 wire hotwire probe [18]
USNA 260–1900 −1.2 to 6.6 2 component LDV, 2D2C PIV [20,21]
DLR/UniBw 6600–13,500 −1.7 to 46 2D3C, 3D3C PIV/PTV, OFI [22,23]

Table 2. Summary of key parameters associated with the smooth-wall pressure gradient simulations.

Experiment Reτ range β range Computors Simulation type Publications

Virginia Tech. 3400–5300 −1.0 to 1.0 Virginia Tech 2D and 3D RANS, [17,24]
MARIN/IST, DLR 2D RANS [26]
Melbourne 2D GEP RANS [24,25]

DLR/UniBw 1 6600–9000 −1.7 to 47. DLR 2D and 3D RANS [23,37]
DLR/UniBw 2 8800–13,500 −1.7 to 46. DLR 2D RANS [23,37]
Virg. Tech. (ship scale Re) 0.7–1.3× 106 −1.0 to 1.0 MARIN/IST, DLR 2D [26,49]

on the efficacy of the simulation methodology for the given problem. A series of sections are then presented
that identify broader findings and/or important open questions. These are respectively associated with flow
history effects, the existence/resilience of the logarithmic mean velocity profile, and the factors that need
to be considered to obtain accurate Reynolds Averaged Navier-Stokes Simulations (RANS). Within each of
these subsections, conclusions and/or supported positions are developed that incorporate themost significant
findings. Broadly, these findings either point to specific conclusions, identify open questions or hypotheses
requiring further scrutiny, or reveal the need for additional research.

2. Summary and observations of experiments and computations

This section first summarises the experimental studies and the complementary simulations conducted. Here,
central questions pertain to the capacity of RANS to faithfully capture flow development. Connected to this
is the capacity of the experiments to accurately mimic the idealisations employed in the simulation (e.g. 2D
flow), or equivalently, the level of documentation about the experiments needed as inputs to properly simulate
the intended flow field. Some modelling techniques with potential to address history effects in the flow are
outlined, then a brief exposition of key observations from the experiments and simulations is then given.

2.1. Summary of studies

2.1.1. Physical experiments
Attributes of the four experiments conducted are given in Table 1. The following narrative provides addi-
tional details and context regarding these experiments. As can be seen, The Virginia Tech, University of New
Hampshire (UNH) and University der BundeswehrMu¨nchen (UniBw) experiments are at distinctively large
Reynolds numbers, while the US Naval Academy (USNA) and Virginia Tech experiments cover an unusually
broad range of pressure gradient conditions. In Tables 1 and 2 and throughout, the friction Reynolds num-
ber is given by Reτ = uτ δ/ν, where, uτ is the friction velocity (=√

τw/ρ is the mean wall shear stress and ρ

is the mass density), δ is the boundary layer thickness, ν is the kinematic viscosity, β = β(x) is the Clauser
pressure gradient parameter [2], = (δ1/τw)dP/dx, and δ1 = δ∗ is the displacement thickness. The boundary
layers described herein develop in the x direction with the wall normal direction denoted by y. The velocities
in these directions are given by variants of u and v, with upper case or angle brackets signifying mean quan-
tities. Researchers interested in gaining access to the data sets described herein are encouraged to contact the
relevant authors directly.

A depiction of the Virginia Tech experiment is given in Figure 1. As shown, this experiment involved the
application of favourable and adverse pressure gradients (FPG andAPG, respectively) along a flatwall through
pitching a symmetric airfoil in the freestream. In addition to a 3D laser scanned dimensional specification of
the experiment geometry, these experiments involved mean static pressure measurements in the contrac-
tion, along the tunnel walls and along the airfoil surface. Mean velocity and turbulence measurements were
acquired through the use of a Pitot-static boundary layer rake, 2D-3CPIV, and surfacemountedmicrophones.
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Figure 1. Schematic depiction of the Virginia Tech experiment configuration.

Figure 2. Schematic depiction of the University of New Hampshire experiment configuration. The shaded region locates the
adverse pressure gradient region and markers denote measurement locations.

Figure 3. Schematic depiction of the streamwise pressure gradient experiment configurations in theUSNaval Academywater
channel.

Features of the UNH experiment are shown in Figure 2. In these experiments the pressure gradients were
produced using a large ramp insert along the upper wall of the test section. The primary focus was on mea-
surements in the APG region, although measurements were also acquired upstream and well-downstream
of the ramp. The boundary layers studied developed along the lower wall. In addition to hotwire mea-
surements of the mean and fluctuating streamwise (u) and wall-normal (v) velocities, these experiments
employed Pitot-static probes to quantify the upstream flow conditions, freestream velocity, and the pressure
variations in x.

The experiments at the USNA were conducted in a water channel along the flat surface beneath each
of three ceiling ramp configurations as shown in Figure 3. The indicated variation in ramp angles pro-
vided for the relatively large range of β values listed in Table 1. An extensive set of well-resolved two
component (u and v) Laser Doppler Velocimetry (LDV) measurements were acquired at stations 1-12.
Planar (2D2C) PIV measurements were subsequently acquired over the same domain for all three ramp
configurations.

Key elements of the DLR/UniBw experiments performed in the Eiffel-type atmospheric wind tunnel at
University der Bundeswehr München are shown Figure 4. Like the UNH and USNA experiments, this exper-
iment employed a ramp insert to produce a FPG, ZPG, APG sequence of pressure gradients. In this case,
however, the measurements were acquired along the ramp surface to achieve strong APGs of β > 20 and
thus also included the associated streamline curvature effects. Some of the large field-of-view PIV configura-
tions are depicted in Figure 4. High-resolution particle tracking methods (PTV), such as microscopic PTV
and Lagrangian PTV, were used in the APG region. In these experiments, measurements were also conducted
to quantify the inflow profiles and the influence of the side walls.

2.1.2. Numerical simulations
Table 2 presents attributes of the RANS based computations that simulated the Virginia Tech and UniBw
experiments listed in Table 1. Important aims of these simulations are to determine the degree to which RANS
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Figure 4. Schematic depiction of the joint DLR and University der Bundeswehr Mu¨nchen experiment configuration.

calculations are able to faithfully predict 2D turbulent boundary layers over smooth walls when subjected to
streamwise pressure gradients, and to clarify which factors underlie a failure to produce agreement between
the measurements and simulations.

The Virginia Tech simulations implemented both 2D and 3D RANS. Both the 2D and 3D simulations used
fully structured grids. The 2D case used a flat no-slip wall for the boundary layer development with an inflow
length that was set tomatch the inflowReynolds number. A slip wall was employed on the opposing wall. This
boundary was angled to set the applied pressure gradient. Five levels of grid refinement were tested for the
2D simulations, with the final case having N = 198,108 grid cells. The 3D simulations employed a constant
cross-section domain with no-slip boundaries.

The DLR/UniBw entries in Table 2 pertain to simulations of the DLR/UniBw experiments 1 and 2
listed in Table 1. Here, the grids were generated at DLR and a range of parameters affecting the simu-
lation performance were explored. One set of experiments having an inlet freestream velocity of 23 m/s
(6600 < Reτ < 9500, −1.7 < β < 47) investigated use of the Spalart and Allmaras model (SA) [3], the SST
model [4] and the SSG/LRR-ω model [5], and employed an enlarged inflow length upstream of the pressure
gradient ramp to ensure that the simulation attained the same δ∗ and Reδ∗ value as in the experiment. The
second DLR/UniBw entry in Table 2 uses the same inflow δ matching procedure, turbulence models and β

range as the first, but had the inflow U∞ set at 36 m/s and covers the Reynolds number range 8800 < Reτ
< 13500.

Additionally, DLR contributed as a computor to the simulations of the Virginia Tech experiments listed in
Table 1. These are 2D simulations, and thus adjusted the upper slip wall to set the pressure gradient. The grid
configuration was the same as that used by Fritsch et al. [6].

The MARIN/IST simulations listed in Table 2 were performed at Reynolds numbers comparable to the
Virginia Tech experiments, but also at much larger Reτ . Like the other 2D RANS simulations, these used an
inviscid upper boundary that is tilted to match the pressure gradient in the experiment. The simulations used
six turbulence models at both Reynolds numbers. These include five eddy-viscosity models: the one-equation
SA model [3]; two versions of the two-equation, Shear-Stress Transport k − ω (SST) model proposed by
Mentor et al. [4,7] the two-equation Turbulent Non-Turbulent k−ω (TNT) model of Kok [8] and the two-
equation k−√

kL (KSKL) model described in [9]. The sixth model is the SSG/LRR−ω Reynolds-Stress model
(RSM) proposed in [5].

To specifically address the issue of improving prediction accuracy using RANS, theMelbourne simulations
of Table 2 employed a machine-learning strategy to optimise the turbulence model. It should be noticed that
the model optimisation focused on overcoming the limitations of the Boussinesq hypothesis by constructing
non-linear stress–strain relationships, rather than on tuning the model coefficients in the turbulent transport
equations via ensemble-variational or Kalman filter methods. As recently reviewed [10], a range of machine
learning approaches have recently been proposed that can be broadly separated into black box (e.g. Neural
Network based) or transparent techniques. Here, a Gene-Expression Programming (GEP) approach [11,12]
was used because it yields symbolic expressions that are interpretable. Specifically, the CFD-driven variant
[13] of the GEP approach was considered to ensure model consistency of the resulting closures, as can also
be achieved with field-inversion [14]. In the CFD-driven GEP method, a RANS solver is integrated with the
GEP approach to develop enhanced stress closures. These refined RANS calculations yield more accurate
mean flow predictions, which were then utilised in an empirical pressure fluctuation model to achieve better
predictions.
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2.2. Scope of the experiments, measurement challenges and some relevantmodelling observations

2.2.1. Experiment scope
While many more details are given in the source references, it is useful to briefly note the primary quantities
analyzed using the data from the experiments of Table 1.

The dimensional documentation of the wind tunnel test section and documentation of conditions in the
contraction, at the test section inlet, along the streamwise coordinate in the test section are especially attrac-
tive for CFD comparisons, as are the positive and negative range of β investigated. Most of the analysis from
the Virginia Tech stereo PIV measurements have to date focused on mean quantities (and the integral quan-
tities these measurements afford) and the turbulent normal and shear stress profiles (〈u2〉, 〈v2〉, 〈w2〉, and
〈uv〉) [15], while some analyses of the instantaneous flow features and coherent motions are also on-going
[16]. Unique amongst the experiments, those at Virginia Tech also included measurements of surface pres-
sure fluctuations and their statistics and spectra [6,17]. As described further below, this facilitated the GEP
turbulence modelling efforts of the Melbourne CFD group.

The primary analyses from the UNH experiments have to date focused on the APG region along the pres-
sure gradient ramp. These include analyses of the mean flow parameters, the 〈u2〉 and 〈v2〉 turbulence normal
stresses, the 〈uv〉 turbulent shear stress, as well as the associated power spectra and cospectra [18,19].

Analyses of the USNA data sets include detailed LDV-based profiles of the mean flow and of various nor-
malisations of 〈u2〉, 〈v2〉 and 〈uv〉 in the ZPG approach flow, along the FPG-ZPG-APG ramp (see Figure 3).
The planar PIV measurements from these experiments have been used to examine average spatial structure
(via two-point correlations), and other ensembled features of the turbulence [20,21].

Distinguishing features of the DLR/UniBw experiments are the broad range of β conditions (e.g. up to
and beyond separation), the Reynolds number range, and that the measurements were conducted along the
ramp, rather than the opposing flat surface. In addition to the aforementioned detailed documentation of the
inflow boundary layers, the planar PIVmeasurements have been to date used to quantifymean flow quantities
and turbulent stresses to advance understanding of the mean flow and turbulence fields, as well as quantify
upstream history and non-equilibrium flow states [22,23].

2.2.2. Measurement challenges
For the above experiments the well-documented challenges associated with acquiring accurate turbulence
measurements (even in the canonical boundary layer flow) persist and in some cases are exacerbated under
varying pressure gradient. These challenges includemaintaining adequate spatial and temporal measurement
resolution (especially at large Reτ ), obtaining reliable and sufficiently dense profile measurements in the near-
wall andwake regions, and developing reliable estimates for the friction velocity when the basis for the Clauser
plot method becomes questionable. Experiment spatial resolution effects are especially impactful in measure-
ments of 〈v2〉, with particularly large attenuation effects as the wall is approached. In accord with the overall
results of the AVT-349 program, the findings herein also reinforce the notion that experiments aiming to fur-
ther CFD development gain significant value by including specific additional measurements. These include
careful documentation of the test sec-tion geometry and inflow conditions, error estimates for the measured
quantities, and a quantification of non-idealised effects, e.g. deviations from two-dimensionality.

2.2.3. Some observations relevant tomodelling
While the specific topics associated with the characterisation of non-equilibrium/flow history effects are
addressed in sections 3 and 4 below, it is useful to describe some results associated with the capacity to better
model pressure gradient flows, as well as highlight the persistence of distance-from-the-wall scaling – at least
under modest pressure gradients.

Gene Expression Programming is also utilised to optimise RANS-enabled estimates of wall-pressure spec-
tra. The previous works [24,25] have demonstrated the effectiveness of a semi-empirical model for wall
pressure spectra modelling. Accurate predictions using this model depends, however, on two crucial fac-
tors: obtaining precise input data and incorporating the correct relationship between model parameters for
prediction.

Traditionally, input parameters from RANS calculations have been employed for noise prediction, due to
their efficiency in producing mean-flow predictions. Previous studies [17], however, note that these inputs
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Figure 5. Comparisonof experimental boundary layer parameters frombaselineRANSandGEP-RANS calculationswith values
from [17].

can introduce significant errors in the prediction, beyond those attributable to the wall pressure spectrum
model itself. To address this issue and improve overall prediction accuracy, the CFD-driven GEP approach
was implemented [13] to develop improved RANS closures (denoted as GEP-RANS) providing more reliable
mean flow predictions to be fed into the surface pressure spectrum model.

The GEP-RANS approach has been previously explored and validated in a separate study [17], where
notable improvements in predicting boundary layer parameters were achieved. Specifically, Figure 5 provides
a comparison showing that the GEPRANS results align more closely with experimental data than traditional
RANS calculations.

In the study by Shubham et al. [25], a GEP-based surface pressure spectrum model was developed on a
combined favourable and adverse pressure gradient training data set and the wall pressure spectrum predic-
tion was shown to outperform existing semi-empirical models. The impact of enhancing the input parameter
accuracy through GEP-RANS calculations on the prediction of wall pressure spectra is presented in Figure 6.
In addition to using baseline RANS inputs for the wall pressure prediction, the boundary layer inputs to
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Figure 6. Wall pressure spectrum prediction at x = 1.86, 3.08, 4.3 m (left to right) for the AOA = 12 degrees case from the
Virginia Tech experiments.

the model obtained from the experiments are also used for comparison. The results demonstrate consis-
tent improvements in peak amplitude predictions for both angles of attack (AOA) considered. Moreover,
a noticeable shift towards the predictions with experimental inputs is observed, particularly for AOA = 12
degrees.

From these results it becomes evident that the empiricalmodel is highly sensitive to specific boundary layer
parameters. For instance, a more accurate estimation of δ1 plays a crucial role in enhancing peak amplitude
prediction. This analysis emphasises the significance of not only enhancing the empirical wall-pressuremodel
itself but also refining the underlying RANS models for obtaining the essential input parameters.

Distance-from-the-wall scaling plays a central role in many model constructions for the canonical ZPG
turbulent boundary layer. Thus, its persistence is relevant when one considers adapting these models to pres-
sure gradient flows. Here it is evidenced that key turbulence statistics continue to scale with the distance from
the wall under adverse pressure gradients. The question of wall-scaling has bearing on the continued exis-
tence and resilience of the logarithmic mean velocity profile under non-zero pressure gradient, and especially
in APG flow, see section 4 below.

The results from the present experiments provide convincing evidence that, to within the accuracy of the
measurements, boundary layer turbulence under pressure gradients continues to exhibit distance-from-the-
wall scaling. This finding is deemed to be robust for FPG flows, and at a minimum for APG flows up to β

� 2 [18,20]. Regarding the latter of these, Figure 7 shows u and v spectra and uv cospectra from the UNH
APG experiments (β = 1.8) and compares these with ZPG results from the same facility at a similar Reτ .
As is apparent, for both the ZPG and APG flows the spectrograms for v and uv exhibit substantive evidence
of wall-scaling within the bounds of the inertial sublayer, as denoted by the vertical lines. This result seems
especially compelling for the v spectra – suggesting that, through a scale-selection associated with how they
correlate with the u motions, the v motions also underlie the wall-scaling property observed for the inertial
layer uv cospectra.

2.3. Executing RANS simulations: key considerations and challenges

As described relative to the entries in Table 2, the RANS simulations incorporated multiple CFD solvers and
turbulence models. This section discusses some findings relating to the implementation of the simulations,
while Section 5.1 provides an accounting of some of the RANS simulation results and discusses what RANS
can and cannot reliably provide relative to the prediction of 2D smooth-wall TBLs subjected to streamwise
pressure gradients.

2.3.1. On accurately representing a 3D physical experiment with a 2D computation
A series of CFD experiments were conducted to clarify best practices for representing real test section flows
in 2D simulations. For a nominally two-dimensional flow case, as in the 2D bi-directional pressure gradient
case from the Virginia Tech experiments, 2D CFD results can provide valuable data and insights at a fraction
of the cost of simulating the entire flow. Representing a 3D flow case using 2D simulation requires, however,
more than extracting a 2D slice for the computational domain – even for a nominally 2D flow. Wind tunnel
test sections can experience a background favourable pressure gradient induced by boundary layer growth
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Figure 7. Premultiplied spectra of the streamwise and wall-normal velocity fluctuations and their co-spectra. Left panels are
forβ = 0atReτ = 7880 from [47]. Right panels are forβ = 1.8atReτ = 7770. Thegreenandblue triangle symbols represent
the peak magnitude of kxE as a function of wall distance for the ZPG and APG cases, respectively. Vertical white lines denote
the bounds of the logarithmic layer. Figure adapted from [18].

on the walls, as well as secondary motions in the test section corners. Similarly, juncture flows will form
around any mounted models, model support stings, and instrumentation. A 2D slice of the tunnel does not
replicate such complexities. This leads to an incomplete representation of the pressure gradient(s) in the tunnel
environment. Here it is also worth noting that simulations intending to reproduce wind tunnel experiments
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Figure 8. Top: representative diagram illustrating a 2D slice (top) vs. angled top wall (bottom) approach to 2D modelling of
airfoil in wind tunnel case. Bottom: pressure distribution simulated with 2D slice (left) and angled top wall (right).

often simulate the model in free-stream flight and thus ignore potential flow effects from the finite extent of
the tunnel entirely.

For the bi-directional pressure gradient case, the focus is on how boundary layer growth is affected by the
continually varying pressure gradient. Here, the tunnel and mounted airfoil model constitute elements of the
boundary value problem that generates overall flow, including the pressure gradient distribution. Thus, these
elements are not perturbations to an otherwise existing base flow. During preliminary computations, it was
observed that the pressure distribution was effectively impossible to match to experiment due to a bias error,
i.e. exactly what would be expected from a mismatch in the background pressure gradient. To address this,
a slip flow condition was set for the wall opposite the test wall, and this wall was angled to produce a P(x)
that matched with experiment (see Figure 8). While this setup discards the physical wall of the experiment, it
apparently yields a superior representation of the operative physics. The general efficacy of this technique is
the subject of continuing investigation.

The background pressure gradient in wind tunnel experiments additionally produces other challenges that
require careful attention. A primary issue pertains to the definition of the free-stream. The mean streamwise
velocity will increase with x in a constant cross-section test section, yet a single value is often reported. Under-
standing precisely where this value is measured or estimated, and under what conditions and assumptions,
is critical to properly replicating the experimental conditions in the simulations. A related extension to this
pertains to matching the mean velocity profile inflow condition. As noted previously, in the DLR/UniBw
simulations this involved modifying the CFD flow development upstream of the pressure gradient ramp.

2.3.2. Modelling veracity considerations
Discrepancies between the CFD simulations and the target experiment/application can arise owing to a num-
ber of issues. As already noted, primary among these is that the experiment is generally only a facsimile of
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the actual flow of interest. Thus, implementing a simulation requires targeting either the prediction of the
actual experiment, or the actual application. Both of these approaches have merit. The former case allows
one to assess the efficacy of the CFD methodology by seeking to replicate the essential non-idealised aspects
of the experiment. This, of course, puts additional demands on the documentation and qualification of the
experiment(s) (such as accurately measuring the full 3D geometry of the experiment, or quantifying test
section corner flows, etc.), and a properly detailed articulation of what is essential in this regard is revisited
later. Similarly, if the target is the application, then ‘closing the loop’ between the simulation and experi-
ment requires further assessment of the experiment, but this assessment is relative to properly modelling the
application.

Apart from uncertainties associated with the inherent differences between the experiments and simula-
tions, there are also those that stem from the implementation of the simulation itself. TheCFDgrid constitutes
an important source of uncertainty for TBL simulations, and increasingly finer mesh resolution is needed for
pressure gradient flows undergoing rapid changes in x. Here, suitable mesh resolution is not only required in
the region of interest, but in all regions that substantively influence flow field evolution. For example, Eca et al.
[26] demonstrate the need formesh refinement around theNACAairfoil to properly represent the TBL flow in
the Virginia Tech experiment. Inaccuracies are also inherent in the RANS turbulence model, and thus model
sensitivity tests are recommended for reliable engineering design applications. Moreover, for the assessment
of the predictive accuracy of a RANS model at fullscale-Reynolds-number, the possibility of Reynolds num-
ber effects (model scale versus full scale) needs to be kept in mind, as the RANS models are mainly validated
for test-cases at model-scale Reynolds numbers [27,28].

3. On characterising nonequilibrium and flow history effects

As referenced at the outset, the notion of nonequilibrium remains difficult to practically capture in a single
precise definition. For example, the self-preserving flow definition used by Devenport and Lowe [1] is clear
and useful as it captures the symptom that the statistical profiles of such flows are (apparently) immune to
invariant representations using locally defined normalising parameters. An ambiguity persists, however, in
that an inability to scale profiles could, at least in some circumstances, be a consequence of using the wrong
local normalising parameters or combination of parameters. Even so, it is almost assuredly true thatmany flow
situations where self-preserving representations are truly not possible. For example, this may occur when the
time scale of some forcing or boundary condition influence is much smaller than the time scale associated
with the local flow dynamics, or when dynamical properties reflective of an upstream flow state are rapidly
advected into a downstream region. This second scenario seems generically the case where history effects
occur in flows with streamwise pressure gradients. Relative to characterising departures from equilibrium,
this section first documents the efficacy of the Clauser shape factor across the broad range of β encountered
in the USNA experiments. Then the potential for resolvent analysis to capture changes in linear amplification
associated with flow history through the mean fields is discussed. The stress budget is then used to describe
how more complex velocity scales may be at play, as well as how one might more precisely identify when to
expect the onset of a nonequilibrium flow state.

3.1. Clauser shape factor

Equilibrium will occur when the Clauser pressure gradient parameter, β , remains constant. This can be
achieved if the freestream velocity varies as U∞ = (A(x − xo))m, where A,m, and xo are constants. The case
with A < 0, x < xo, and m = −1 is an FPG equilibrium sink flow. An equilibrium APG is produced when
A > 0, x > xo, and −0.22 < m < 0. The limiting cases ofm = −0.22 andm = 0 correspond to a boundary
layer at separation and a ZPG flow, respectively. Mellor and Gibson [29] found that for equilibrium boundary
layers, the Clauser shape factor, G = (U∞/uτ )(H − 1)/H, is a function of β , as shown in Figure 9 (Note that
H is the ratio of the displacement thickness and momentum thickness).

One symptom of non-equilibrium is a departure from the Mellor and Gibson curve. For the points in
Figure 9 where β < 0, an equilibrium ZPG boundary layer was suddenly subjected to a sink flow FPG. This
caused an initial shift to the left of the equilibrium curve. Because a sink flow drives the boundary layer
toward equilibrium,G decreases and β increases as the flow proceeds in x, approaching the equilibrium curve.
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Figure 9. Clauser shape factor versus β compiled from the USNA experiments and literature. The solid line is the equilibrium
condition from [29]. Figure adapted from [21].

For the cases with β > 0 in Figure 9, a ZPG flow is suddenly subject to an APG with a constant, negative
acceleration parameter, K. This results in a rapidly growing boundary layer compared to the ZPG case, and
a continuously increasing β . An increasing β drives the boundary layer away from equilibrium, causing G to
drop below the equilibrium curve in Figure 9. Note that while departure from the equilibrium curve is a sign
of non-equilibrium, the converse is not necessarily true. A boundary layer with changing β could conceiv-
ably cross the equilibrium curve without having the mean velocity and turbulence profiles in an equilibrium
state.

3.2. Linear amplificationmechanisms

As discussed above, the history of the pressure gradient impacts the mean field and the turbulent structure of
the downstream boundary layer, e.g. [1,30,31]. Resolvent analysis, which takes the mean field as an input to
analysis based around the linearised Navier-Stokes operator, offers onemeans to shed some light into changes
in linear amplification associatedwith different pressure gradient histories encoded in the equations ofmotion
and, explicitly, differences in turbulence structure between ZPG and APG flows.

Resolvent analysis is a tool to analyze the spatio-temporal amplification of the linear Navier-Stokes opera-
tor, which is understood to be forced by the terms that are nonlinear in the fluctuations. The biglobal resolvent
operator accounts formean field variations in two directions and thus directly utilises the streamwise variation
of the mean velocity and flow history. Knowing the mean fields, basis sets corresponding to the most ampli-
fied responses (resolvent modes) to the most dangerous forcing (forcing modes) are obtained by a singular
value decomposition of the resolvent, ranked by the singular value or gain. The approach has been extensively
reviewed; see, e.g. McKeon [32]. Both operator-driven analysis and a data-driven approach in which the non-
linear weights on the resulting basis functions permits reconstruction of the flow are possible. Here the focus
is on what an analysis of the linear resolvent operator reveals about history effects in adverse pressure gradient
flows, as explored in Gomez (2023) [33].

We consider boundary layers arriving at nominally identical Reτ , using the data of Bobke et al. [34] and
Pozuelo et al. [35] The effects of the details of flowhistory on pressure gradients andmeanprofiles are shown in
Figure 10, alongwith the changes in the streamwise variance determined from resolventmodes integrated over
spanwise wavenumber and temporal frequency and weighted by their singular values for a simplistic rank-
1 truncation of the resolvent. The increased amplification in an individual outer layer mode is also shown.
For boundary layers arriving at nominally identical Reτ , upstream histories involving larger values of (weak
to mild) adverse pressure gradients lead to a noticeably larger amplification of the larger scales in the outer
part of the flow. Of course, the wake field is extended in APG flows, resulting in a larger wall-normal extent
(and a larger range of convection velocities) for resolventmode development. On the other hand, inner scaling
continues to holdwhere themean profile remains (nominally) self-similar with the ZPG case – both consistent
with the properties of the resolvent operator and experimental observations. As evidenced, resolvent analysis,
with andwithout nonlinear basis weights, holds promise as an efficientmeans of gaining insight into structural
changes associated with history effects in APG flows.
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Figure 10. Biglobal resolvent analysis captures changes in linear amplification associated with pressure gradient history [33].
(a) Pressure gradient histories considered, from [34,35]. Open circle denotes the Reynolds number for comparison of model
results, Reτ = 790. (b) Associated mean streamwise velocity profiles at Reτ = 790. (c) Variation of streamwise fluctuation
variance. (d)Amplification (sigma)-weighted shapeof the streamwise componentof thefirst resolventmodeat the comparison
point in (a) captures the increased outer layer energy associated with larger average β values.

3.3. Stress budget for pressure gradient flows

As discussed further in Section 4 below, for flow far from separation the mean dynamical equation for the 2D
flows considered herein contains a non-zero pressure gradient force. Accordingly, the once integrated form of
this equation has an effective pressure stress-related term that is absent in the stress budget for the ZPG flow.

ν
∂U
∂y

+ 〈−uv〉 +
y
∫
0

[
−U

∂U
∂x

− V
∂U
∂y

]
dy = u2τ +

(
y
ρ

dP
dx

)
(1)

In order, the terms on the left of equation 1 comprise the viscous shear stress, Reynolds shear stress and the
mean inertia integral (mean inertial stress). These are the same terms that appear in the stress budget for the
ZPG boundary layer. The right side of this equation, however, contains the additional stress-like quantity that
is the product of y and the pressure gradient that varies in x. At the wall, the non-zero terms in this equation
are u2 and themean viscous stress, while in the freestream, they are themean inertial stress, the pressure stress
and u2τ .

Romero et al. [30,36] consider the implications of equation (1), two of which are now described. The first
is that its construction suggests that a hybrid velocity scale,

u2hyb = u2τ +
(
y
ρ

dP
dx

)
(2)

is relevant to pressure gradient boundary layers. In this regard, Romero et al. demonstrated that uhyb does
indeed generate (nearly) invariant profiles of the turbulent stress profiles for sufficiently moderate variations
in β under adverse pressure gradient conditions. Note that the uτ contribution to uhyb is naturally dominant
near the wall, while the pressure stress contribution increases with y. The second implication of equation
(1) is associated to the conditions under which uhyb scaling apparently breaks down. Here, Romero et al.
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Figure 11. Mean-velocity profile and least-squares fit in the log-law region at 	P+
S = 0.0183 (first panel), and for

	P+
S = 0.0114 (second panel). Last panel shows the measured reduction in the von Karman constant for increasing 	P+

S .
Figures adapted from [22].

[36] considered the stress budget for rapid variations in β from the data set of Bobke et al. [34]. This analysis
revealed that the breakdown of uhyb scaling corresponds to the condition inwhich the balance of the dominant
terms in the stress budget changes. This led Romero et al. to conjecture that this attribute may in fact be a
generic indicator of when the flow has entered a non-equilibrium state.

4. On the resilience of the logarithmic mean velocity profile under pressure gradient

Measurements from the present experiments, in concert with existing previous measurements, are consid-
ered to first provide a summary of empirical evidence regarding the persistence of the logarithmic mean
velocity profile in pressure gradient flows. This is then followed by semi-theoretical analyses exploring why a
logarithmic profile might or might not persist.

4.1. Experimental observations

Knopp et al. [22,37] generated a summary of experimental observations of log layer data, and interpreted these
relative to measurement uncertainties. This study considered data from APG TBLs from wind-tunnel exper-
iments, DNS and LES. For mild to moderate APG, these analyses found that, to within the data uncertainty,
there exists region where the mean data follow a profile adhering to

U+(y+) = 1
κ
ln(y+) + B (3)

Characteristics of this region of logarithmic profile, however, display variations with pressure gradient
that Knopp et al. [22] quantified in Figure 11. Here they used the inner-normalised pressure gradient along
the surface, 	P+

s = ν/(ρu3τ )dp/ds. In this regard, note that for the profile of Figure 11(a) 	P+
s = 0.0183 is

equivalent to β = 26.37. Overall, the analyses of Knopp et al. [22] show that for increasing APG the values of
κ and B in equation 3 decrease. Additionally, the results of [37] reveal that the outer-normalised extent over
which equation (3) holds also decreases with increasing 	Ps.

The aim of the DLR/UniBw experiment was to assess a theoretical model for κ by Nickels [38]. The
model assumes that the mean-velocity-gradient scaling in the inner layer in pressure gradient is given by
∂U/∂y = UT/(κ0y). Here, κ0 is the value of κ in a TBL at ZPG and UT is a velocity scale associated with the
total shear stress at the outer edge of the viscous sublayer yc. Note that the thickness of the viscous sublayer
yc is assumed to depend on 	P+ (which is another part of the model by Nickels for the inner layer). If the
actual κ is defined via the traditional formulation ∂U/∂y = uτ /(κy), then comparing the two relations for

∂U/∂y suggests that κ/κ0 = uτ /Uτ = 1/
√

{(1 + P+
s y+

c }). The curve κ(	P+
s ) is plotted for two values of κ0

in Figure 11(c).
The measurements and analyses of Volino [20] provide a lower Reynolds number complement to those of

Knopp et al. [22,37] that includes consideration of FPG flows. As shown in Figure 12 below, the APG results
generally agree with the conclusions of Knopp et al. [22], while the FPG results suggest an increasing region of
apparent logarithmic profile, although for sufficiently large FPG the existence of a purely logarithmic variation
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Figure 12. Mean streamwise velocity profiles from the case 2 ramp of the USNA experiments. Favourable pressure gradient
flows are plotted in the first column. Adverse pressure gradient flows are plotted in the second column. The top figures are
outer-normalised and the bottom figures are inner-normalised. Solid lines denote that canonical ZPG flow with κ = 0.384
and B = 4.2, dash-dot lines denote sink-flow DNS [41]. Figures adapted from [20].

becomes questionable, as the profile begins to exhibit apparent curvature when plotted on semi-logarithmic
axes.

4.2. Semi-theoretical considerations

This section provides some analysis based perspectives that have bearing on the persistence of the logarithmic
mean velocity profile under pressure gradient. The first uses a mixing length construction fromwhich to pose
questions relative to the empirical observations. The second bases its discussion on the observed changes to
the terms in the RANS equations.

4.2.1. Logarithmic behaviour: whatmixing length arguments suggest
There are several methods for arriving at the logarithmic mean velocity profile observed in ZPG boundary
layers. One that may be instructive for considering the nonequilibrium cases is the argument that the log-law
in a ZPG follows from the Prandtl mixing length assumption for turbulent momentum transport. Taking the
streamwise momentum equation for a steady, two-dimensional boundary layer and applying the Couette flow
assumption (the streamwise gradient of velocity term is small in the inner part of the boundary layer andmay
be neglected), one obtains in inner coordinates

τ

τw
= 1 + P+y+, (4)

where τ = µdU/dy+ ρ〈uv〉 is the local shear stress, τw is the wall shear stress, and

P+ = μdP/dx

ρ1/2τ
3/2
w

= βU+∞
Reδ1

. (5)

Here, Reδ1 is the Reynolds number based upon U∞ and δ1 (displacement thickness), both of which are
functions of x.
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For purposes of illustration, we now assume that outside the viscous sublayer and buffer region the effect
of viscosity is small relative to turbulent mixing, and that τ /ρ = νT dU /dy, where νT = �2dU ⁄dy is the
eddy viscosity and � is the mixing length. Now, if the mixing length varies linearly with distance from the
wall, � = κy, equation (4) becomes

dU+

dy+ = (1 + P+y+)
1/2

κy+ . (6)

For the ZPG case, P+ = 0 and integration of equation (6) results in the canonical logarithmic profile with
slope κ−1. In this formulation, the logarithmic law and the mixing length assumption imply and require each
other. For the non-ZPG case, equation 6 clearly does not result in a logarithmic profile, also see Townsend
[39]. This, however, does not preclude the existence of a logarithmically varying U in non-ZPG cases since
the assumption that � = κy may no longer hold. Logarithmic dependence could, however, be recovered if
� = (1+ P +y+)1/2κy. This relation for the mixing length does not appear to be impossible in all cases, but
it does seem unlikely as it would, for example, result in imaginary values of � for some FPG cases. Hence,
arguments along these lines suggest that the velocity profile is probably not exactly logarithmic in pressure
gradient boundary layers.

In the absence of perfect logarithmic dependence a pertinent question is how significant is the deviation?
For equilibrium sink flow FPG cases there is evidence in experiments such as those of Jones and Launder
[40], the DNS computations of Spalart [41], the more recent DNS of Yuan and Piomelli [42], as well as the
USNA experiment results in Figure 12. For the highest values of K (the inner normalised pressure gradient)
the mean profile shifts upward inU+ from the canonical ZPG profile by about 4, while the shape and slope of
the profiles do not vary greatly from the ZPG case. Further increases in K initiate relaminarisation. For APG
cases the results are less clear. As shown in Figure 12d, an APG causes growth of the wake, which encroaches
on the log-linear region and reduces its extent in terms of y+. For themoderate Reynolds number cases of 12d,
the shift in U+ from the ZPG log-law is at most modest for the pressure gradient shown. The slope does not
appear to change, but with the log region extent reducing to less than a decade in y+ it is difficult to draw any
firm conclusions. IncreasingReτ will likely increase the extent of the log region. This, however, would result in
a smaller P+ at fixed β . Equation (6) suggests that as P+ decreases the deviation from logarithmic behaviour
should also decrease. If β and Reτ were simultaneously increased, it is rationally expected that the wake would
again become large and decrease the extent of the log region, as in Figure 6. The existing APG results suggest
that the log region will tend to disappear before a large deviation from the ZPG log-law becomes observable.
If this is indeed true, it is an encouraging result for those using themodified Clauser method (fitting themean
flow velocity profile to the canonical log-law) to determine uτ from APG experimental data.

4.2.2. Ramifications of changing themean force structure
The mean momentum equation for the 2D ZPG boundary layer is given by

ρ

(
U

∂U
∂x

+ V
∂U
∂y

)
+ ρ

∂ 〈uv〉
∂y

= μ
∂2U
∂y2

(7)

This equation has the dimensions of force or inertia per unit volume. The terms on the left comprise the
mean inertia (MI) and mean effect of turbulent inertia (TI), while the term on the right is the mean viscous
force (VF). For pressure gradient flows not too close to separation, the mean equation becomes

ρ

(
U

∂U
∂x

+ V
∂U
∂y

)
+ ρ

∂uv
∂y

= −dP
dx

+ μ
∂2U
∂y2

(8)

The structural changes concomitant with the addition of the pressure force in equation (8) indicate a signif-
icantly more complicated force balance in the inertial domain where logarithmic dependence is expected, as
well as provide reasons (now given) to suspect that exact logarithmic behaviour is highly unlikely in pressure
gradient flows.

The changes just noted are made apparent in the profiles of terms in Figure 13. In the ZPG case there are
only three terms and thus from Figure 13(a) it is clear that near the wall the dominant balance is between
the TI and VF terms while beyond the zero-crossing of the TI term (peak in 〈uv〉) the dominant balance is
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Figure 13. Terms in the mean momentum balance for: ZPG flow at Reτ = 490 from [48] (left), APG flow at Reτ = 490 for
β � 1.2 from [34]. Figure adapted from [18].

between the TI and MI terms. It is on the interior portion of inertial domain where logarithmic dependence
is observed and analytically predicted, e.g. see Romero et al. [18] and the references therein. The case of an
APG flow at the same Reτ and modest β is shown in Figure 13(b). Key observations here are that the VF
term continues to lose leading order at about the same y+ location for fixed Reτ , while the zero-crossing of
the TI term has moved dramatically outward. As is apparent, the inertial balance beyond where the VF term
becomes negligible now involves three terms and is qualitatively distinct from the ZPG flow in that the TI
term is now positive on the logarithmic layer.

Regarding behaviour of the TI term, close scrutiny of APG flows reveals that the outward shift in its
zero-crossing from positive (momentum source) to negative (momentum sink) occurs rapidly and between
0 < β < 1. This has consequences on how the mean equation admits a solution [18]. Furthermore, this out-
ward shift is consistent with the analysis of Wei and Knopp [43] that yields an outer scaling for APG flows,
and also suggests that this outer scaling probably holds to where the VF term loses leading order (i.e. much
closer to the wall). As noted in the previous section, integration of equation (8) reveals that the stress bud-
get has non-zero values at the inner and outer boundaries. This supports the conclusion that the APG flow
has two contributing velocity scales [19]. Analysis of the mean equation using the methodology of Fife et al.
[44] indicates that a two velocity scale situation will generically lead to a power law rather than a logarith-
mic profile solution [18]. Thus, while the empirical observations suggest a persistence of the logarithmic
layer (at least to within the uncertainty of the data), analyses such as just described suggest that the purely
logarithmic flow (say, as associated with the ZPG flow as Reτ → ∞) is unlikely under pressure gradient
conditions.

5. On computing pressure gradient TBLs using RANS simulations

The following sections first present a number of comparisons between different simulations (CFD solvers and
turbulencemodels) and the experiments. This is followed by a summary and discussion regarding the capabil-
ities and limitations of RANS relative to predicting 2D smooth-wall TBLs subjected to pressure gradients, as
well as some commentary regarding open questions relevant to advancing the predictive capability of RANS.

5.1. Findings fromRANS simulations

Figure 14 presents RANS simulation results for 2D, lowMach number, large Reτ smooth wall boundary layers
subject to the bi-directional pressure gradients of the Virgina Tech experiments. Results frommultiple solvers
exhibit substantive agreement in both solver-to-solver and solver-to-experiment comparisons. Overall, these
results evidence that RANS can produce accurate results for both FPG and APG conditions – at least for the
range of β considered.
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Figure 14. Selected results for 2D simulations of bi-directional adverse-to-favourable pressure gradient case at Rec = 2 x106.
Left-column: results produced using varying RANS solvers. Right-column: results produced using varying turbulence models.
Top row: displacement thickness as a function of wall position. Middle row: inner-normalised mean velocity profiles at the
position of dP/dxmax in top row. Bottom row: inner-normalised uv profiles at the position of dp/dxmax in top row. Figures
adapted from [17].

The results of Figure 14 further indicate and that the different RANS solvers produce identical or nearly
identical results. This finding, however, comes with the following caveats: (i) the RANS solutions are obtained
on the same grids, (ii) the grids have been chosen based on a suitable grid refinement study, (iii) solution
residuals are converged to at least six orders of magnitude, and (iv) the exact same turbulence model and
model coefficients are used between comparable simulations. While seemingly restrictive, this conclusion
still implies that variations in solver algorithms, flux schemes, and limiter schemes do not have statistically
significant effects on the present RANS solutions.

Variations in RANS solutions do, however, arise between different turbulence models and between com-
pressible and incompressible solution schemes. At a Mach number of approximately 0.1, this case lies in the
overlap range where both compressible and incompressible solvers could be considered stable and valid. They
produce, however, small solution differences, and particularly in the pressure distribution. A variation with
turbulence model might be expected, but is encouragingly small in this case.

The same agreement can be achieved with a 3D simulation provided that the pressure gradient distribution
is accurately captured (see Figure 15). This is of substantive importance and presents challenges formodelling.
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Figure 15. Selected results for 3D simulations of bi-directional adverse-to-favourable pressure gradient case at Rec = 2 x106.
Top-left: displacement thickness produced by various turbulence models. Top-right: pressure gradient distribution predicted
by various turbulence models. Bottom-left: streamwise velocity contours in the cross-sectional plane using standard Spalart-
Allmaras model. Bottom-right: streamwise velocity contour in the cross-sectional plane using SAQCR model.

In the 2D simulations, the wall pressure gradient is a function of the forces on the 2D NACA0012 airfoil and
the background favourable pressure gradient produced by the angled wall, both of which are re-produced well
in a RANS environment. Conversely, in the 3D simulation the pressure gradient is additionally a function of
the corner and junction flows where the airfoil model meets the bounding walls. Generally speaking, RANS
models do a poor job of simulating secondary flow phenomena, resulting in a modelled dP/dx(x) profile that
does notmatch experiment. This point is demonstrated in Figure 16. The addition of aQuadratic Constitutive
Relation (QCR) turbulence model changes the junction and wake flows behind and around the airfoil model
considerably and produces a dP/dx distribution and boundary layer growth profile that matches experiment
and the 2D simulation data. Here we note that the angled-wall 2D case was assessed with both SSTQCR and
SAQCRand itwas observed that therewas no difference between theQCRand linear versions of the respective
models for the 2D case. Non-linear constitutive relations have been shown to be necessary for reproducing
secondary flow phenomena, particularly secondary flows of the second kind. As a comment, the quadratic
constitutive relation (QCR) is an example of a non-linear constitutive relation in the larger class of algebraic
stress models (ASM) and explicit ASMs (EASM). The quadratic constitutive relation (QCR) is one example
of the larger class of non-linear constitutive relations, including algebraic stress models (ASM) and explicit
ASMs (EASM), but only QCR models were investigated here.

Consider further the situation for strong APGs (β ≥ 20) and the findings for the DLR/UniBw flow. The
experiment was designed to obtain an attached boundary layer flow subjected to a strong APG (β around
26). Regarding this case, Knopp et al. [37] showed that RANS simulations using the SSG/LRR-ω model over-
predict the mean velocity in the inertial sublayer. While this over-prediction is likely to be influenced by the
mild convex curvature in the non-equilibrium region upstream of the APG region (indicated by predictions
using SA with a modification to account for curvature effects, SA-RC compared to SA), there are reasonable
indications that the first-order effects are attributable to the APG. This conjecture is supported by similar
observations of mean velocity over-prediction, for the equilibrium TBL on a flat plate, in a strong APG flow
(βRC = 20) [45], and as found for different RANS models [46]. In this study, 3D simulations of the test-case
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Figure 16. Mean velocity profile for the DLR/UniBw turbulent boundary layer flow in the strong APG region.

by Skare and Krogstad [45] using different Reynolds stress models and SA-RC-QCR were made to account
for the corner vortices, which is required to accurately describe the Cp-distribution along the wind-tunnel
centerline (see figure 4.11 of [46]). The second common observation was the under-prediction of ∂U +/∂y+
in the inertial sublayer – a result found in both the simulations of the DLR/UniBw flow and the flow studied
by Skare and Krogstad.

Figure 16 illustrates these observations. Here the mean velocity is given for x = 10.09m in the strong APG
region (	p+ = 0.018). As can be seen, the SSG/LRR-ω model over-predicts the mean velocity in the inertial
sublayer. The figure includes the results for the SSG/LRR-ω model with APG modification, see Knopp et al.
[37]. Conversely, the modified model reduces the mean velocity in the inertial sublayer, leading to improved
agreement with the experimental data.

5.2. On the predictive capabilities of RANS

Wenowprovide some discussion, commentary and perspectives (and counter perspectives) on (i)what RANS
can compute relative to 2D smooth-wall boundary layers subjected to pressure gradients, and (ii)what are the
rational next steps regarding the advancement of RANS as a predictive tool.

The following observations are noted under the provision that the RANS simulations were conducted with
proper attention to the error and uncertainty considerations noted in section 2.3 and also use a sufficiently
fine grid with appropriately placed refinement zones and sufficient convergence. These requirements lead to
sufficiently small numerical uncertainties. A substantive variety of the RANS based computations exhibited
encouraging levels of success relative to predicting boundary layer growth in tripped/fully turbulent bound-
ary layers. Similarly, almost all of the RANS simulations of near-equilibrium flows (generally characterised by
mild pressure gradients) were able to produce mean velocity profiles that comported with experiments – at
least to within the experimental uncertainty. Additionally, RANS does generally seem to hold promise relative
to capturing local pressure gradient effects onmean flow behaviour. This, however, depends somewhat on the
severity of the local effect. Similarly, RANS simulations showed some levels of success in capturing history
effects, albeit this comes with some relatively significant provisos pertaining to the simulation’s ability to cap-
ture the evolution of the mean flow and pressure gradient. This rather clearly seems to be an area requiring
continued investigation. Similarly, while the capacity of RANS simulations to correctly predict more com-
prehensive quantities, such as mean forces and moments, remains substantively dependent on meshing and
model choices, etc., RANS simulations can generally be trusted to produce reliable predictions.

Relative to the present 2D flows, there are complexities that RANS cannot handle that arise relative to
comparisons with physical experiments. These largely pertain to the inability of the physical experiments
to accurately represent the idealised conditions, such as 2D flow, that can be exactly prescribed in a simu-
lation. These effects are, for example, manifest by the formation of corner secondary flows that, relative to
pressure gradient and history effects complicate the flow development prediction because the inherent 2D
assumption is violated. As discussed further in the Conclusions, the perspectives of the AVT-349 team are
somewhat mixed on what is the best future research response to this issue. As highlighted in the previous
section, RANS simulations require further refinement relative to strong pressure gradient effects, while the
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accurate prediction of the turbulent stresses, and their evolution under pressure gradients, remains an active
area of investigation. Lastly, an issue that is critically important to many technologies pertains to the capacity
of current RANS formulations to capture Reynolds number dependence. As evidenced by theMARIN team’s
comparisons at ship-scale Reynolds numbers, even key mean flow parameters, such as κ , exhibit variations
from low Reynolds number results when application scale Reynolds numbers are considered.

6. Conclusions

In this section we first describe the primary results and conclusions from the experimental observations. This
is followed by a summary of findings relative to both the implementation and capabilities of RANS for the
flows under consideration. The section concludes with a discussion of open issues and the identification of
priority areas requiring further investigation.

6.1. Primary new findings and perspectives

Conclusions drawn here derive in part from the experiments described in Table 1 as well as from previous
studies. Observations regarding the mean velocity profile indicate that, to within the accuracy of the mea-
surements, a logarithmic layer nominally persists under pressure gradient conditions. For sufficiently large
favourable pressure gradients, the data begin to exhibit apparent deviations from a linear profile when plotted
on semi-log axes, while the application of sufficiently large adverse pressure gradients show an encroachment
of non-logarithmic influences from the outer region. This is manifest in the upper bound of the log layer
diminishing when measured relative to δ. A finding connected to this is that, like in the canonical ZPG flow,
the pre-multiplied v spectra and uv co-spectra in APGflows up tomodest β exhibit clear evidence of distance-
from-the-wall scaling across an interior domain. This behaviour, however, does not necessarily point to the
existence of a logarithmic mean velocity profile, as the present experiments also suggest that the uhyb velocity
scale for pressure gradient flows incorporates contributions from both the wall shear stress and a pressure
stress term that varies with y – see equation (2).

As described at the outset, for pragmatic reasons the present study adopted the condition of self-preserving
flow as a point of distinction regarding the definition of equilibrium versus non-equilibrium flow. The best
way to define these terms, however, remains a matter of debate. The mean flow based discriminator of flow
state adopted, which is reflected inmeasures such as theClauser shape factor (see Figure 9), requires an a priori
specification of the characteristic length and velocity scales. Thus, if one were to use incorrect characteristic
scales an incorrect interpretation of non-equilibrium flow might result. Other measures of non-equilibrium,
such as an imbalance between turbulence kinetic energy production and dissipation, look to the properties of
the turbulence kinetic energy budget to define, or at least characterise, distinguishing traits. Similarly, an anal-
ysis described herein suggests that the breakdownofuhyb scaling stems froma qualitative change in the leading
order terms in the mean stress budget. Whether this criterion is a general way of delineating an equilibrium
versus non-equilibrium condition, however, requires further investigation.

Whatever the deviation from non-equilibrium under this definition, the resolvent provides a modelling
method capable of capturing trends in structural changes to the turbulence as encoded through the spatial
variation of the mean velocity field, and thus the details of the pressure history. Just as the Gene Expres-
sion Programming described herein gives insights into prediction of the wall pressure fluctuation spectrum,
resolvent analysis gives insight into the most amplified disturbances for a given mean field, and explicitly the
differences between ZPG and APG flows. As such, the approach has the potential to provide a natural link
between the mean fields from experiment, or predicted by RANS, and the turbulence itself. Of note is the
ability for the analysis to identify the effects of different pressure gradient histories.

Conclusions pertaining to RANS simulations primarily stem from the efforts summarised in Table 2. Over-
all, the present findings indicate that for other variables held fixed, different RANS solvers produce the same
results for boundary layers subjected to pressure gradients. In this case, observed variations are therefore
likely to arise owing to the properties of the grid, turbulence model, or convergence criteria, as opposed to the
solver itself. As it pertains to reproducing experimental observations, a major issue is that the velocity field in
a wind tunnel typically contains complex corner and junction flows. Generally speaking, RANS simulations
do not accurately capture such complexities, and this presents significant challenges to model development
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and validation for the primary flow phenomena of interest. For example, modelling the tunnel experiment
with a clean 2D free-stream flow excludes key flow physics inherent to the experiment, while modelling the
actual flow in the tunnel is likely to produce erroneous results owing to the inability of the RANS simulation to
capture the 3D flow features in the physical flow. Overall, it is concluded that CFD development is advanced
by experiments that include specifications of the test section geometry, documentation of the inflow con-
ditions, comprehensive error estimates for the measured quantities, and an accounting of deviations from
two-dimensionality.

Beyond the comparison issues just noted, a broader conclu0sion is that RANS simulations performed well
and exceeded expectations relative to capturing pressure gradient and downstream history effects – at least
under modest pressure gradient conditions. Additionally, with regard to RANS-based wall pressure fluctua-
tion prediction, the GEP approach has the apparent benefits of improving empirical closuremodels while also
determining the essential input parameters needed to predict wall pressure statistics.

6.2. Substantive open questions

As it pertains to the future of RANS simulations, the AVT-349 team seemed to hold three perspectives:
(i) RANS in its present state of development is sufficient, (ii) RANS in its present state is unsuitable to
meet current needs, and thus further investment in its improvement is warranted, and (iii) RANS is fun-
damentally limited and unsuitable and thus other more advanced CFD methods are needed. Currently, it
would appear that item (ii) constitutes a relatively small minority of users, and there are many varied opin-
ions on what should be prioritised within that group, e.g. weighing the relative strengths and weaknesses
of eddy-viscosity models, QCR modelling, Reynolds-Stress-Transport modelling and improved validation
methodologies. With regard to these, we also make note of specific open questions that, in part, prompt
opportunities for future work,

• What are the parameters suitable to characterise the strength of departure of a turbulent boundary layer
from equilibrium?

• What are the primary effects of a large departure from equilibrium on the mean flow and turbulence
statistics, and what are the implications of such flow situations for the overall performance of aero/naval
vehicles?

• Why do QCR models seem to work well for juncture/corner flows and how do they compare to other
non-linear constitutive relation models and to full differential Reynolds-Stress-Transport models?

• What methodology is best for validating CFD with physical experiment data, and what are the most
important elements of thewind tunnel experiment and simulation that need to bemost closelymatched?

• What is the limiting pressure gradient (approximately) at which RANS simulations fail to provide
reliable results, and what is the physical reason for this limit?

• What is known for flows involving a combination of pressure gradient and surface curvature effects?
(A lack of systematic experimental studies is in contrast to the high relevance for many technologies
involving flow separation on smoothly curved bodies.)

• What are the first order history effects that need to be better modelled, and what history effects (such as
in 3D flow) are beyond the scope or RANS modelling?

6.3. Priorities for future research

The above, necessarily incomplete, list of open questions naturally prompts the need for future research.
Broadly speaking, a deeper understanding of the qualitative effects of non-equilibrium on the dynamical
behaviour of the boundary layer dynamics is needed. In concert with this, a database covering a system-
atic variation of pressure gradients and the streamwise distance over which the pressure gradient is applied
would allow proper parameterisation of both the mean flow and Reynolds stresses. From the viewpoint of
a design engineer, empirical quantitative criteria as to whether certain non-equilibrium conditions make a
boundary layer more prone to flow separation (or, conversely, might reduce the susceptibility for separation)
would also be useful. Here, data fromDNS/LES would provide information on the full Reynolds stress budget
and thus foster a deeper understanding of non-equilibrium in terms of the Reynolds stress balance – albeit at
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low Reynolds numbers. It is thus also noteworthy that DNS/LES data could aid in assessing wind-tunnel data
for 2D flows, as evidenced by the test-cases highlighted herein.

The physics (or lack thereof) of QCR models requires clarification. As for CFD validation, there seems to
be incomplete agreement pertaining to whether it is better to put more effort toward tailoring the simulation
to match the details of the wind tunnel experiments, or to work more diligently to make the physical experi-
ments coincide with the idealisations of the simulation. Here, the focus of the given effort would colour which
choice is most appropriate. Under either case, however, systematic and well-documented studies that clarify
which aspects of the experiments are the most important to match in the simulation seemwell-justified.With
regard to theory, there remains much yet to uncover regarding the mathematical characterisation of pressure
gradient history effects. More broadly, this includes determining a more mathematically (and physically) pre-
cise specification of what constitutes a non-equilibrium condition alongwith a specification of themeasurable
symptoms associated with the transition from an equilibrium to non-equilibrium state.

Lastly, an additional relevant flow phenomenon in many technologies that occurs in conjunction with
pressure gradients and non-equilibrium effects is surface curvature. In the past, curvature effects and pressure
gradient effects were mostly studied separately, or the test-cases used a fixed combination of pressure gradient
and surface curvature, e.g. as in the DLR/UniBw experiments. Further systematic investigations covering a
broad range of conditions in which both curvature and pressure gradient effects are subject to parametrised
variations would thus fill an important need. The lack of experimental studies seems to be in contrast to the
high relevance for many technologies involving flow separation on smoothly curved bodies.
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