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Laser-optical ground stations play an important role for satellite laser communication and satellite laser ranging
(SLR). The safe operation of lasers in public airspace, which usually requires approval by legal entities, requires
reliable, redundant, and independent systems for airborne object detection to avoid a potentially hazardous laser
exposition. In this work, we propose an algorithm based on classical image filtering and thresholding to detect
aircraft in images taken with a thermal infrared camera. The algorithm is optimized and evaluated with an image
dataset acquired by the infrared camera mounted to SLR station miniSLR located in Stuttgart, Germany. Despite
its simplicity and efficiency (7 ms for an image with 640 x 512 pixels on a standard consumer PCU), we find that
the proposed algorithm has a high accuracy, yielding a 99.8% correct classification of images. Although laser
safety systems require several independent aircraft detection methods, the proposed algorithm might be a valuable
contribution for companies and institutes with the need to operate lasers in public airspace.
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1. INTRODUCTION

Laser-optical ground stations have many applications in science
and technology. Particularly, high-precision laser-based distance
measurement to satellites via satellite laser ranging (SLR) [1]
is a key technology of geodesy, for example, to establish and
maintain the International Terrestrial Reference Frame (ITRF),
to determine Earth rotation parameters, or to characterize the
movement of tectonic plates. Similarly, lunar laser ranging
allows one to measure the precise distance to retroreflector arrays
placed on the moon [2]. Using large telescopes and intense
lasers, it is also possible to measure distance to space objects
without retroreflectors (e.g., space debris), which is known as
space debris laser ranging [3]. Scientists working in this field are
organized in the International Satellite Laser Ranging Service
(ILRS) [2]. Furthermore, laser-optical ground stations are
also used in ground-to-satellite laser communication [4,5].
Compared to the more common way of communication using
radio waves, lasers have the advantage of an increased range
(due to achievable low laser beam divergence), as well as a high
bandwidth. Additionally, the low beam spread of lasers provides
inherent safety against eavesdropping. Laser-optical ground
stations may also be used in areas such as quantum-key distri-
bution [6], laser time transfer [7,8], laser momentum transfer
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(for collision avoidance in space) [9], or laser-ablative removal
of space debris [10-12]. Finally, lasers are also used in outdoor
laser shows [13]. In many cases, it is not feasible to operate
laser-optical ground stations with eye-safe laser parameters. For
SLR and laser communication this is mostly due to limitations
from the link budget and the need to achieve a sufficient signal
to noise ratio. Thus, laser-optical ground stations need reli-
able procedures and safety equipment to ensure laser safety on
ground (e.g., for personnel operating the SLR station), but addi-
tionally also in the (often public) airspace around the ground
station. Thus, in addition to the common methods to secure
ground personnel, such as laser safety glasses, door interlocks,
restricted access areas, laser safety barriers, laser safety training,
etc., such ground stations also require systems to reliably detect
airborne objects such as airplanes in order to interrupt the laser
emission (e.g., via laser shutters, by using the laser interlock or
by interrupting the trigger signal of externally triggered lasers)
in time to avoid a potentially hazardous laser exposition [14].
To enhance the overall detection rate and thus the laser safety,
optical ground stations typically ensure laser safety using a
combination of different detection systems for airborne objects.
These sensors should operate independently and the detection
of an airborne object by any sensor leads to an interruption
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Table 1. Overview of Commonly Used Sensors for Aircraft Detection for Laser Safety’

Sensor Category Sensor Type Application Limitation References

Human Human spotter All (large) objects in the visible Limited human attention

Receivers Mode-S, ADS-B, MLAT All aircrafts using transponders Transponders needed 15-17]

Radars Active radar Objects in range of radar stations Expensive, but sometimes 18-20]
available as air traffic data

Acoustic Microphone array Low flying aircraft Characteristic acoustic signal needed [21]

Visible camera All-sky or in-beam camera Aircraftin field of view Requires optical contrast between [22]
aircraft and background

Infrared camera All-sky or in-beam camera Aircraft in field of view Requires temperature contrast [23-206]

between aircraft and background

“ADS-B = automatic dependent surveillance-broadcast, MLAT = multilateralization.

of laser emission. Table 1 provides an overview of commonly
used sensors for detecting airborne objects in the vicinity of
laser-optical ground stations.

Main reasons why camera systems are often used as part of the
aircraft detection system are

* the redundancy in detection (independent of other
SEnsors);

¢ relatively affordable sensors (-$US 10, 000);

¢ the possibility to detect rare and exceptional airborne
objects such as sky-divers or hot-air balloons that might not
always be detected by radars or emita transponder signal.

In order to significantly contribute to the overall aircraft
safety for laser-optical ground stations, the camera-based detec-
tion needs to be optimized and carefully tested both in terms of
hardware (e.g., selection of wavelength range, field of view, etc.),
as well as in terms of software. Here, a major challenge is finding

appropriate algorithms for airborne object detection. In this
work, we share results from a recent detection and evaluation
campaign of airborne objects with a thermal infrared camera
mounted to our SLR station miniSLR. Based on this work, we
introduce a specific algorithm for the classification of images
that has produced good results in our test campaign. The algo-
rithm is described in detail and the underlying thermal infrared
images are available in a public repository to enhance the open
exchange of data and knowledge in order to further improve
safety in public airspace.

2. MATERIALS AND METHODS

Figure 1 shows an annotated image of the SLR station miniSLR
[27] that has been built by and is operated at the Institute of
Technical Physics at DLR in Stuttgart, Germany, with a focus
on components relevant for laser safety.

Fig. 1.

Annotated image of the miniSLR, showing key components of the laser safety system with the laser transmitter window (1), the

Germanium window of the thermal infrared camera (2), laser warning lamp (3), emergency stop button (4), and physical laser safety barriers

5).
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Table 2. Technical Specifications of the Infrared
Camera’

Specification Parameter
Image resolution 640 x 512 pixels
Focal length 60 mm
Field of view 10.4 x 8.3 deg
Spectral range 7.5-13.5 um
Pixel size 17 um
Thermal sensitivity <50 mK

“Tau2, Teledyne FLIR LLC.

Fig. 2.  Example image taken with the thermal infrared camera
showing a close airplane in front of a clear sky. The part shown in the
red circle is magnified by a factor of five.

Specifications of the infrared camera used for aircraft detec-
tion (Tau2, Teledyne FLIR LLC) are provided in Table 2.
Images are provided as 16-bit gray-scale images.

The camera is mounted to the movable platform of the min-
iSLR (behind a Germanium window; see label “2” in Fig. 1)
and thus always points in the direction of laser emission. The
camera is most sensitive in the range from 7.5 to 13.5 pm and
thus peaks for objects with a temperature between —60°C and
115°C emitting thermal radiation. Note that this long wave
infrared radiation will also have a high transmission through
the atmosphere (higher than light in the visible). Furthermore,
the visibility of objects is independent of the sun position (as
opposed to visible images) and any hot components of an
aircraft (e.g., engines) will be very prominent in images [24].
Figure 2 shows an example of an image taken with the camera
showing a detected aircraft in front of a clear sky. It becomes
clear that the airplane is nicely visible, despite covering only a
few pixels in the image.

Note that the size of an object xobjece (€.8., an aircraft) required
to fill a pixel on the camera depends on its distance and is

described by [28]

xpixd

Xobject = f ’ (1)
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where x,iy is the pixel size of the camera sensor,  is the range to
theaircraft, and f'is the focal length of the camera.

With the described configuration, a single pixel corresponds
to 3 cm object size at 100 m distance, to 28 cm object size at
1 km and t0 2.8 m at 10 km distance. For the laser parameters of
the miniSLR (85 pJ laser pulse energy, 50 kHz pulse repetition
rate, 50 prad beam divergence, 1064 nm wavelength, 5 cm exit
beam diameter, 500 ps pulse duration) [27], any objects ata dis-
tance greater than 10 km are not threatened, since this is above
the no-hazard distance (“NOD?”) of the laser as calculated by
international laser safety regulations. This means that even small
aircraft (typical wingspan at least 8 m) and helicopters (typical
cabin length 4 m) will cover more than one pixel. The camera is
used with a short exposure time of 3 ms using a global, electronic
shuttering mode. This means that sharp images of moving air-
craft are obtained even when the mount of the SLR station (and
thus the camera) is rotating, which can have a slewing rate as fast
as 1°/second.

Using the described sensor, we measured a set of 97,514
images covering different weather conditions (with and without
clouds) and different times of the day. The images obtained
by the sensor were afterwards classified by a combination of
selection by hand and by specifically investigating pictures, in
which an aircraft was expected due to information from the
DEFES (DFS stands for “Deutsche Flugsicherung”, in English,
German Aviation Safety) data stream (radar data). This was used
to produce a dataset of 1284 images used as a benchmark, which
was distributed among the following categories.

1. “Critical aircraft”: aircraft with clearly observable features,
e.g., signature of engine or shape of wings.

2. “Non-critical aircraft”: aircraft only visible as distant dot
(no features like wings or engine). Can be distinguished
from birds only by the straight path (and slow speed) at
which they cross the image.

3. “Clouds™ images showing clouds, and no aircraft.
Different scenarios with different cloud coverage.

4. “Birds”: images showing flying animals (e.g., birds or bats);
recognizable by shape or due to a cycling movement.

5. “Antenna”: some images show a blurred antenna in the
background, which is above the elevation mask of the
miniSLR.

6. “Clearsky”: images without clouds or aircraft.

7. “Interesting images”: images that were initially incorrectly
classified by hand (mostly from the “clouds” category),
but where an aircraft was detected by later analysis with an
image processing algorithm. These are the most challenging
images showing that image processing can outperform a
human spotter.

Table 3 provides an overview of the number of images for each
of the defined categories. While the dataset covers 800 images
with aircraft, it does unfortunately not contain any images of
helicopters, air balloons, or a sky-diver. Details on the distribu-
tion of images on the time of the day and the capturing data are
provided in Appendix A.

As the target for the image classification the categories “safe”
(where laser emission is allowed) and “unsafe” (no laser emission
allowed) are defined. Of course, laser emission is not allowed
in the case of a detected aircraft. Although, aircraft from the
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Table 3. Number of Images and Targeted
Classification of Different Categories in the Generated
Dataset

Category Number of Images  Target Classification
Critical aircraft 359 Unsafe
Non-critical aircraft 434 Unsafe
Clouds 146 Safe

Birds 143 Unsafe
Antenna 35 Safe

Clear sky 158 Safe
Interesting images 9 Unsafe

Total 1284 -

category “non-critical aircraft” (meaning only a few pixels wide)
should be at a safe distance (e.g., two pixels correspond to 5.4 m
in size; see previous discussion), it was decided to classify these
as unsafe to rule out the possibility of illuminating an aircraft.
It was also decided to classify images with “birds” as unsafe,
firstly to avoid disturbance of wildlife and secondly, because
birds and distant aircraft cannot be distinguished if they only
spawn a few pixels in the image. Images from the categories
“clear sky”, “clouds”, and “antenna” should be considered as
safe for ranging. The antenna cannot accidentally be irradiated
by the laser due to a software-based elevation mask. The decision
to label images with clouds for ranging is made to allow for SLR
in the presence of partial cloud coverage. In general, SLR will
only be performed when there are only a few clouds. Note that
it is in principle possible that an aircraft will be hidden behind
a cloud (where laser irradiation is strongly attenuated) and sud-
denly be revealed due to aircraft or cloud movement (no power
attenuation). In that scenario, the laser safety should be ensured
by the other aircraft sensors (e.g., the datasream of radar data
from air traffic management). Furthermore, the infrared camera
and image processing need to be performed at a reasonably high
frame rate (currently 1 Hz at the miniSLR) to minimize the
risk of unintentional irradiation of an airborne object. It is also
advisable to introduce a delay time (e.g., several seconds) before
the laser may be emitted again after any aircraft detection by the
camera.

3. RESULTS
A. Description of the Image Processing Algorithm

To our knowledge, the only detailed description of an image
processing algorithm for aircraft detection with a thermal
infrared camera in the vicinity of a laser-optical ground sta-
tion has been provided by Leidig ez a/. from the Geodetic
Observatory in Wettzell, Germany [24]. In the described algo-
rithm, the authors used three steps. In the first step, a median
filter was applied to reduce noise in the infrared images. This
median filter is a sliding window that replaces each pixel by the
median of the neighboring entries. In a second step, a specific
edge detector (an edge means a connected gradient in intensity)
known as the Kenny algorithm was applied to generate a binary
image containing only the edges. In the third step, objects were
filtered in terms of a minimum size to reject seed artifacts or
insects. While the authors found a detection rate of >97%
for airplanes at a distance up to 10 km, they also reported false
alarms on clouds and birds (note that we do not consider the
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detection of a bird and resulting laser shutdown as “false alarm”
in our work).

For the analysis of our dataset of images, we have first investi-
gated several different algorithms for image analysis [26]. In this
article, we will only describe the best tested algorithm; see Fig. 3.

Figure 3(A) shows an example of an original thermal infrared
image, which contains clouds as well as an airplane. The airplane
is also shown with 5x magnification in the red circle and the
goal of the algorithm is the classification as “unsafe” image.
In “step 17 of the algorithm, the original image is filtered with
a 5 x 5 median filter [Fig. 3(B)]. In our software, which uses
Python 3, this is done with the library “OpenCV” using the
command “medianBlur()”, which accepts 16-bit images as
input for the median filter. This median filter has a high per-
formance and uses an optimized algorithm from Perrault and
Herbert [29]. In contrast to the work from Leidig ez a/. [24], air-
planes are not detected from the median filtered image. Instead,
the median filtered image is used as a background, meaning that
a new image [(shown in Fig. 3(C)] is generated by subtracting
the median filtered image from the original image (“step 2”).
This idea is based on Mednieks [30], who used this concept for
identifying foreign objects in X-ray images of processed food. In
this subtracted image, the aircraft is already nicely visible in front
of a mostly black background. Only small artifacts (fortunately
less bright than the aircraft) are visible on the edges of the large
cloud [see the larger red circle in Fig. 3(C), which shows an area
with 5 x magnification].

In “step 37, the image is binarized using a threshold of the
form

T=x+ ko, (2

where x is the mean intensity and o is the standard deviation of
all pixels in the image. The parameter 4 needs to be optimized
using acquired images to obtain a good classification. The bina-
rized image of Fig. 3(D) used a value of £ = 12. All pixels with
an intensity above 7 are set to one and the other pixels are set to
zero. In “step 47, we furthermore remove single positive pixels
(meaning pixels with value 1, where all eight neighboring pixels
have value 0) from the image using a hit-or-miss transform. This
will remove single-pixel artifacts from the image while retaining
the structure of the aircraft, which will typically have at least one
neighboring positive pixel. Finally, the classification (“step 5”
of the algorithm) is done by checking if the image has at least
one pixel with value 1, in which case it is labelled as “unsafe”
and otherwise as “safe”. For the interested reader, the detailed
implementation (source code) of the algorithm is presented in
Appendix B.

B. Optimization of Algorithm Parameters

In the described algorithm the median filter size had already
been fixed toasize of 5 x 5, and thus the only variable parameter
that needs to be optimized for the classification is the number of
standard deviations # used for the threshold. Figure 4 shows the
fraction of correctly classified images (safe versus unsafe) for the
different categories of our dataset as a function of the threshold
parameter 4. The challenge here is to find a compromise such
that the algorithm will on the one hand have a high rate of air-
craft detection, even for distant aircraft (category “non-critical
aircraft”), while maintaining a low fraction of images from
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(A) Original image

(B) Median filtered image

(C) Subtracted image
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described in the text.
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Schematic description of the image detection algorithm proposed in this work. The different panels and image processing steps are
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Fig. 4.  Fraction of correct classifications as a function (“safe”
or “unsafe”) of the optimized parameter # for the different image
categories.

the cloud category as “unsafe”, in order to not unnecessarily
interrupt the laser emission.

For the selected optimal parameter of # = 12, we find thatall
but one image from the categories “critical aircraft” and “non-
critical aircraft” are correctly classified as “safe” or “unsafe”; see
Fig. 5.

Furthermore, we find that (neglecting images of the category
“interesting images”) a total number of 1272 out of 1275 images
were correctly classified as “safe” or “unsafe”. This corresponds
to adetection accuracy of 1272/1275 = 99.8%.

100 B
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Fig. 5. Results of classification accuracy (safe/unsafe) for the

proposed image processing algorithm with # = 12.

C. Analysis of Processing Time

Another important parameter for the algorithm is the processing
speed. The processing speed was tested on the computer of the
miniSLR (AMD Ryzen 7 2700X, with 3.7 GHz frequency and
32 GB of RAM), which is a mid-range consumer PC from 2018
without dedicated GPU. Images were acquired at a frame rate of
1 Hz and the distribution of the processing time (between image
acquisition and final classification) was measured over 56360
images; see Fig. 6. It was found that images were processed with a
time between 4 and 12 ms. This means that the algorithm is suf-
ficiently fast to even increase the frame rate to two or even four
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analysis algorithm on the miniSLR main computer. Image taken from

Ref. [26].

images per second to enhance safety for fast-moving, low-flying
aircraft [26].

4. DISCUSSION

We have generated a classified dataset of 1284 thermal infrared
images and introduced a specific algorithm for aircraft detec-
tion. The algorithm shows a very high reliability in terms of
the detection of aircraft (>99.8% in the images of our dataset)
and only a small fraction of false-positive detections in case of
cloud coverage (<1.5% of images from the “clouds” category
of our dataset). The detection algorithm has a fast processing
speed on a standard PC (execution time of a few milliseconds)
and can likely even be implemented on a microprocessor. By
connecting the camera to the microprocessor, it would be pos-
sible to build a small and affordable aircraft detection system
that can then be easily integrated into many existing optical
ground stations. A limitation of the presented algorithm is that
it can only be used to detect aircraft in front of a sky and not in
more complex scenarios such as in front of buildings or other
structures. The reason for this is that the algorithm simply looks
for any sharp differences in the contrast (meaning temperature
differences) of the thermal infrared images and relies on the
fact that these features are not present in clouds. In such more
complex scenarios, aircraft detection might require modern
approaches such as machine learning, which would however
need a much larger dataset for training the model. An important
task for future analysis would be to prove that the algorithm
does not only detect airplanes and birds, but also rare events
such as incoming hot-air balloons, helicopters, or sky-divers.
This could so far not be tested, since these events did not occur
near our SLR station and might require taking thermal infrared
images in front of a sky background at other locations. Since the
presented algorithm detects any sharp thermal contrasts, it is
however very likely that it will also detect such events without
need for adaptation. The dataset analyzed in this work also does
not include any images of the moon. During the review process
for this publication, we have however taken infrared images
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of the moon during one night (almost a full moon July 20th,
2024). These images were classified as “safe” by the algorithm.

Of course, by far the safest way to ensure laser safety in public
airspace is to use levels of power density that are inherently
eye-safe even in the case of an exposure. For SLR, a major step
forward could be to perform ranging at a wavelength near
1.5 wm [31], where the maximum permissible exposure (MPE)
is much higher than for the currently used wavelengths of 1064
and 532 nm. For all applications where this approach is not
feasible, camera-based aircraft detection will continue to be of
high relevance for laser safety. We hope to encourage institutions
as well as companies to openly share information on experience
with systems for aircraft detection to further improve laser safety
in airspace.

APPENDIX A

Figures 7 and 8 show the distribution of the capturing times and
dates of the infrared images of the analyzed dataset. The images
have been taken during day and nightand on 15 different days.
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Fig.7. Distribution of the capturing times of the images in the ther-

mal infrared benchmark over all days of the image campaign [26].
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Fig.8. Distribution of the capturing times of the images in the ther-
mal infrared benchmark over all days of the image campaign [26].
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APPENDIX B

The image processing has been tested with Python (version 3.10.11) using the packages “opencv” (version 4.7.0) [32] for image
processing, “numpy” (version 1.22.4) [33] for calculations, and “astropy” (version 5.2.2) [34] for extracting images from the “Flexible
Image Transport System, FITS” files. The source code (filename “Algorithm.py”) is also provided in a permanent online repository (see
data availability statement).

Initially, we import the required packages and methods. The “perf_counter” can be used to measure the execution time of the algo-
rithm.

import cv2 as cv

import numpy as np

from astropy.io import fits
from time import perf_counter

Subsequently, we define a class “ImageAlgorithm” used for the classification. The steps (see the comments in the source code) directly
correspond to those described in Fig. 3.

class ImageAlgorithm:
"""Class for performing image analysis using a series of steps.

mmwn

def _ init_ (self, median_filter_size=5, nr_of_std=12):

mon

Initialize ImageAlgorithm object.

Parameters:
median filter _size (int): Size of the median filter. Needs to be 3
or 5.
nr_of_std (int): Number of standard deviations for thresholding.
won
self.median_filter_size = int (median_filter_size)
self.nr_of_std = int (nr_of_std)

def analyse(self, image):

mon

Analyze the input image using a series of steps.

Parameters:
image (numpy.ndarray): Input image data.

Returns:
dict: A dictionary containing analysis results, including detection
status,
classification, and the resulting image.
mmn
start_time = perf_counter /()

# Step 1: Median filtering
background = cv.medianBlur (image, self.median_filter_size)

# Step 2: Image subtraction
img_without_background = image.astype (int) - background.astype (int)

# Step 3: Binarization
binary_image = self._std_thresh (img_without_background, self.nr_of_std)

# Step 4: Hit-or-miss transform
final_image = self._hit_miss_operation (binary_image)

# Step 5: Classification
detection = bool (np.any (final_image))
classification = "Unsafe" if detection else "Safe"

return_dict = {
"DETECTED’ : detection,
’CLASSIFICATION’ : classification,
7IMAGE’ : final_image

end_time = perf_counter ()
print (£’ Image analyzed in {end_time - start_time:.6f}s’)
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return return_dict

def _std_thresh(self, image, nr_of_std):

mwn

Thresholding based on standard deviation.

Parameters:
image (numpy.ndarray): Input image data.
nr_of_std (int): Number of standard deviations.

Returns:
numpy.ndarray: Thresholded image.
mean = np.mean (image)
std = np.std(image)
thresh = mean + nr_of_std » std
return (np.where (image > thresh, 255, 0)).astype(np.uint8)

def _hit_miss_operation(self, binary_image) :

mown

Perform hit-or-miss transform.

Parameters:
binary_image (numpy.ndarray): Binary image data.

Returns:

numpy.ndarray: Resulting image after hit-or-miss operation.
mmn

kernel = np.array([[-1, -1, -1],
(-1, 1, -17,
[-1, -1, -1]1, dtype="int")
single_pixels = cv.morphologyEx (binary_image, cv.MORPH_HITMISS, kernel)
single_pixels_inv = np.bitwise_not (single_pixels)
result = cv.bitwise_and(binary_image, binary_image, mask=
single_pixels_inv)
return result

Finally, we show how the “ImageAlgorithm” class can be used to classify an image. In the code, we initially generate an object called
“algorithm” of this class. Subsequently, we import an example image with the filename “Example_Aircraft_Image.fit” and pass it to
the “analyse” function of the “algorithm”. This will return a Python dictionary called “results” and we then print the value of the key
“Classfication”, which will be a string (either “safe” or “unsafe”), depending on the result of the image analysis.

if _ name_ == "_ main_ ":
# Generate an ImageAlgorithm object

algorithm = ImageAlgorithm()

# Import an image
with fits.open (’Example_Aircraft_Image.fit’) as hdul:
image = hdul[0].data

# Analyze the image
result = algorithm.analyse (image)
print ("Result of analysis: " + result[’/CLASSIFICATION’'])

Note that this last code snippet is only used for the purpose of demonstration. In the actual usage of the “ImageAlgorithm” class for
real-time aircraft detection, images will not be loaded from the hard drive, but are instead directly processed (in a separate thread), once
they are obtained from the camera.
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