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Abstract

Artificial Intelligence (AI) is being used in an increasing number of fields, so includ-

ing it aviation as well only comes natural. Therefore, the Intelligent Pilot Advisory

System (IPAS) is being developed as a research platform. and is supposed to as-

sist pilots in their decision making. Previously, the research was focused on the

IPAS’s application in emergency scenarios. In this thesis, the IPAS is extended for

use in non-emergency scenarios to support pilots in normal operation. Hereby, this

research explores what functions the system could offer to pilots that are useful to

them, pilots’ willingness to use such a system in non-emergency situations, and how

to design this system for optimal usability, focusing on explainability and trustwor-

thiness. To design a suitable system, a workshop was held with experts to brainstorm

possible functionalities. Hereby, the idea for a Mission Monitoring and Advisory

Function (MMAF) was developed. The MMAF encompasses the IPAS to contin-

uously monitor the conditions along the flight route, as well as at the destination

airport and to provide updates, strategic insights, and recommendations to the pilots.

Additionally, the IPAS is supposed to identify suitable alternate airports in the area.

To develop a User-Interface (UI) for such a system, current guideline from research

and industry were considered and an iterative user-centered design process was uti-

lized. Lastly, the system was tested in a mixed-methods, between-subjects study with

18 pilots in an Airbus 320 cockpit simulator to evaluate its usability and the impact

of explanatory details on user’s trust. The results showed that the pilots were will-

ing to use such a system and that the developed interface has a good usability with

a System Usability Scale (SUS) score of 75.49 and a Post-Study System Usability

Questionnaire (PSSUQ) score of 2.52. Regarding the perceived trustworthiness of

the system, there was no significant difference between both groups, except in the

perceived sufficiency of information provided to establish adequate trust. Here, in

the second session, the group with more explanatory details rated that they perceived

their information to be more sufficient to trust the system adequately. Furthermore,

the results highlighted areas for improvement in the interface and showed other pos-

sible functionalities to consider in the future.
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1 Introduction

Artificial Intelligence (AI) is being adopted across various sectors for a multitude of ap-

plications. These include Decision Support Tools (DST), which are currently being de-

veloped and researched e.g. for the clinical sector (Sutton et al., 2020; Vasey et al.,

2022). Given the promising potential of these systems, it is reasonable to pursue the de-

velopment of similar systems in the field of aviation. Therefore, the integration of this

technology into the cockpit of aircraft lays at hand. To date, the potential applications of

such technologies in aviation are still under discussion, as is the nature of the resulting

collaboration between humans and AI. Safety-critical domains such as aviation present

unique challenges for both AI in general and Human-AI Teaming (HAT) in particular.

These challenges are due to AI, especially deep learning, often acting as a black box, as

the reason for decisions and the resulting recommendations are difficult to trace and un-

derstand (Rai, 2020). Accordingly, this collaboration raises important questions regarding

the trustworthiness and explainability of AI systems, as highlighted by EASA (2020).

For these reasons the German Aerospace Center (DLR) is developing an Intelligent Pilot

Advisory System (IPAS) as a research platform to investigate the use of AI in the cockpit,

including the human-factor involved (Würfel et al., 2023). So far, especially the use

of the IPAS in emergency situations has been researched, with a focus on supporting

the FORDEC decision making process for finding suitable alternate airports (Djartov &

Würfel, in press). FORDEC is an aviation decision-making model created in the 1990s

to structure and rationalize complex decision processes using six phases: Facts, Options,

Risks and Benefits, Decision, Execution and Check (SKYbrary, 2024b).

But the potential AI offers applies to non-emergency scenarios as well. Firstly, as Ternus

et al. (2024) argue, advancements in AI and the growing availability of aviation data have

made it feasible to significantly enhance pilot assistance systems. This data, when inte-

grated into systems like the IPAS, could potentially enhance pilots’ situation awareness

and decision-making processes. AI algorithms, capable of real-time data analysis and in-

terpretation, could provide pilots with a comprehensive analysis of the current situation

and best courses of action, thereby improving flight safety and efficiency.

Secondly, the commercial advantages of implementing the IPAS in normal operations are

noteworthy. Limiting the use of the IPAS to only emergency scenarios which are rare may

not justify the monetary investment and integrating the IPAS into everyday operations
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could prove to be more worthwhile for airlines. Furthermore, the IPAS may enhance effi-

ciency and therefore potentially bring noticeable cost reductions for airlines, e.g. through

lowered fuel usage, or fewer delays. (Ternus et al., 2024)

Lastly, pilots may lack practical experience using the system, which could influence their

trust in the IPAS. Regular use of the IPAS is likely essential for pilots to build familiarity

and accurately evaluate its recommendations. Without experience automation bias could

occur, discussed by Lee and See (2004), which refers to the tendency to either over-rely on

or distrust automation. By regularly using the IPAS in non-emergency scenarios, pilots

could better calibrate their trust in the system based on its actual capabilities, thereby

counteracting automation bias. (Ternus et al., 2024)

Therefore, in this thesis, the implementation of an ‘Intelligent Pilot Advisory System

for Non-Emergency Situations’ is explored. Thereby, the objective of this thesis is to

address multiple key questions. Firstly, what functions such a system might offer that are

useful to pilots and secondly, if pilots are willing to use such a system for non-emergency

situations. Moreover, it is explored how to design such a system for optimal usability.

Since explainability and trustworthiness play a big role in Human-AI Interaction (HAI) it

is analysed how explainability could be established via User-Interfaces (UIs) and to what

extent those explanatory details contribute to the system’s trustworthiness.

To achieve this, first, the current status of the IPAS is presented and foundations for devel-

oping such a system are laid out in section 2. Then, a workshop with domain experts was

conducted to identify user needs and brainstorm possible functionalities, as described in

section 3. Following this, a prototype was developed in an User-Centered Design (UCD)

process, as described in section 4. Lastly, in section 5, the final evaluation of this prototype

is presented, as well as the resulting design recommendations for the further development

of the IPAS for non-emergency scenarios in section 6.
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2 Foundations

2.1 Intelligent Pilot Advisory System

As already stated, at present, the DLR develops the IPAS as a research platform for the

exploration and demonstration of AI-based assistance systems in the flight deck of com-

mercial aircraft (Würfel et al., 2023). It was first introduced by Würfel et al. (2023) and

its development is divided into two research areas: The development and research of the

AI Crew Interaction System (AICIS) and the AI Core Module (AICOM). Figure 1 illus-

trates the system concept, including its components and their respective tasks, as well as

the flow of information.

Hereby, the IPAS Data Collector is responsible for collecting data from the aircraft and the

surrounding environment. This data is then analysed by the AICOM. The AICIS serves

as the interface between the crew and the AI system, for example by processing input

from the crew and displaying options and recommendations generated by the A system.

(Würfel et al., 2023)

AICIS - Interface

SATCOM

External Data

AICIS - Unit
generation of graphics and 
information; processing of pilot 
inputs

IPAS Data Collector

Aircraft

Flight Crew

Flight Deck

Aircraft DataAircraft Systems

AICOM

AI-Based Module

IPAS

Environental Data
Aircraft 

Status & Performance

Situation
Detection & 
Assessment

Generation
of Operational 

Options

Infrastructural
Data

Perception
Data

Comprehension of current situation
Projection of future status

Translator

Internal Data Data of
Surrounding Area

...
Traffic Data

Present relevant
information to help

the flight crew to manage
the situation.

Explainable presentation of AI 
results for the flight crew.

Figure 1: The Conceptual System Model of the IPAS. Source: (Würfel et al., 2023).

Thereby, the system concept and AICIS are developed according to an iterative devel-

opment model called "Human System Exploration" by Flemisch et al. (2022) to explore,

test and extend new ideas, user requirements and system designs in each iteration which

Würfel and Flemisch (2024) elaborate on. Accordingly, the development of the IPAS
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began with an exploratory design process that involved conducting semi-structured inter-

views with seven active airline pilots as described by Würfel et al. (2023). Hereby, these

pilots provided insights into the current limitations of cockpit systems and their needs

for additional support. The interviews focused on identifying gaps in existing support

systems and discussing potential functionalities for an AI-based decision support system

(Würfel et al., 2023). The pilots highlighted several problem areas and applications where

additional support is needed. A significant issue identified was the lack of projection sup-

port for strategic flight planning, with pilots expressing the need for better forecasting of

weather and traffic conditions along the flight route (Würfel et al., 2023). Another major

concern was the need for a system that could interpret technical errors and assess their

operational impact, as the current systems provide information that is often too complex

or time-consuming to interpret during critical situations (Würfel et al., 2023). The pilots

also shared their general concerns and ideas about AI-based decision support. Key re-

quirements included the need for system transparency, where pilots must understand the

criteria used by the AI to evaluate options and the timeliness of the data. Additionally,

there was a strong emphasis on the need for regular training and familiarization with the

new system to ensure high levels of acceptance and usability (Würfel et al., 2023).

To date, the focus for the development of the IPAS has been on supporting the search

and evaluation of alternate airports in emergencies (Würfel et al., 2024). For this use-case

several prototype versions have already been developed and tested with commercial pilots

in flight simulator studies, as described by Würfel et al. (2024). In the study described

by Würfel et al. (2024) the pilots were confronted with a series of emergency situations,

handling in-flight technical problems, and resolving these using the IPAS to decide on

suitable alternate airport options (Würfel et al., 2024). The current prototype of the IPAS

evaluates multiple criteria, including weather conditions, wind, runway specifications,

and assistance systems to suggest the optimal options. Hereby, each option is assigned a

calculated IPAS rating and the IPAS offers not only the recommendations but also presents

all necessary information to pilots, allowing them to understand and potentially validate

the system’s decisions (Djartov & Würfel, in press). More specifically, in the current

version of the IPAS, the system recognizes technical malfunctions and firstly displays the

according impact of this situation on the mission and the resulting requirements for the

alternate airports (Djartov & Würfel, in press). Then, the pilots get directed to the ‘Airport

List’ page. Here, the airports are rated according to the calculated requirements (Djartov
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Figure 2: Airport Rating with Factor Groups. Source: (Djartov & Würfel, in press)

& Würfel, in press). The rating is displayed through a general IPAS rating and six so

called factor groups (distance, runway, wind, weather, visibility, and airport operations)

which were first explored by Riedesel (2023). Those factor groups summarize the specific

factors that are relevant to decide on an alternate airport through colored icons, indicating

the status of the airport, as can be seen in figure 2. If the pilots wish to be informed about

the specific factors that contributed to the IPAS rating and that make up the factor groups,

they can click on the respective airport for the ‘Airport Detail’ view. In this view, they see

all factors listed, with their values and the rating marked through their coloring (Djartov

& Würfel, in press).

2.2 Usability and User-Centered Design

Human-Centered Design (HCD), also known as UCD, as per DIN EN ISO 9241-210

(2019), refers to a methodology in system design and development aimed at improving the

usability of interactive systems by focusing on their use and incorporating knowledge and

techniques from ergonomics and usability studies. Abras et al. (2004) further summarize

UCD as a design process in which end-users influence how a design takes shape. Hereby,

the primary goal is to enhance the usability of interactive systems (DIN EN ISO 9241-210,

2019, p. 9). Usability, as defined in DIN EN ISO 9241-11 (2018, p. 9) refers to how well

a system, product, or service can be used by certain users in a specific context to achieve

particular goals effectively, efficiently, and to their satisfaction. Effectivity, hereby, refers

to the accuracy and completeness with which users achieve specific goals and efficiency

to the resources used in relation to the results achieved, oftentimes time, cost or human

effort (DIN EN ISO 9241-11, 2018, p. 11). Furthermore, Nielsen (1994, p 26) emphasizes

that usability is not a one-dimensional property, but consists of many components. He

additionally names aspects such as learnability, memorability, and errors. Learnability

means that the system should be learned quickly, memorability that the operation should

be easy to remember, so that one can quickly get back into it even after a longer period of

non-use, and errors refer to the fact that the system should have a low error rate and users
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Figure 3: Typical UX Design Process. Source: Own representation based on Steimle and
Wallach (2022) and Hartson and Pyla (2018)

can easily recover from errors.

Despite the diversity of User-Experience (UX) design processes presented in literature,

such as the concepts of Steimle and Wallach (2022), Norman (1990) and Hartson and Pyla

(2018), they share fundamental similarities in their sequence. These processes typically

begin with a phase focused on understanding user needs. Following this, ideas and design

concepts are developed, prototypes are created, and lastly user testing and evaluations are

carried out which is repeated, as depicted in figure 3.

Implementing human-centered design and usability principles in systems can yield vari-

ous benefits, such as improved productivity, enhanced user well-being, stress reduction,

increased accessibility, and reduced risk of harm (DIN EN ISO 9241-210, 2019, p. 9).

2.3 Artificial Intelligence in Aviation

As the integration of AI is a relevant topic in aviation, regulations and standards are cur-

rently being developed. Here, AI not only transforms products and services but also in-

troduces new business models, affecting certification, rulemaking, organization approvals,

and standardization processes (EASA, 2023). EASA (2020, 2023) has therefore already

published two roadmaps that target the integration of AI in aviation and recommend the

concept of a HCD approach. The guidelines elaborate on characterizing and classifying

AI applications based on their interaction with human operators and level of autonomy.

Hereby, EASA (2020, 2023) categorizes AI applications in aviation into three general

levels.

Level 1 AI is called ‘Assistance to Human’ and is subdivided into two categories: Level
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1A and Level 1B. Hereby, Level 1A is called ‘Human Augmentation’ and describes Ar-

tificial Intelligence that is supporting human operators by enhancing their capabilities

through automation support to information acquisition and analysis. This augmentation

is about extending human sensory and cognitive abilities, aiding in data handling and in-

terpretation without making decisions. Level 1B or ‘Human Cognitive Assistance’, steps

further into aiding decision-making processes. Here, the AI assists in cognitive tasks,

suggesting potential decisions that a human operator then can validate and implement.

(EASA, 2023)

The next higher level, level 2 AI is defined as ‘HAT’ and further categorized into level 2A

‘Human-AI Cooperation’ and level 2B ‘ Human-AI Collaboration’. Here the interaction

between AI systems and human operators is in focus. The AI can autonomously make

decisions and implement actions. However, these functions are closely monitored by

humans. Accordingly. operators retain the authority to intervene and override the AI’s

actions, ensuring that the system remains under human control. (EASA, 2023)

Level 3 AI is called ‘Advanced Automation’ and categorized into Level 3A and Level

3B. Level 3A represents systems where AI performs decision-making and actions that

humans can override. This level allows AI considerable operational autonomy while still

providing humans with the ability to intervene if necessary. Level 3B represents fully

autonomous AI and describes systems that operate independently, making decisions and

taking actions without human override capabilities. (EASA, 2023)

Furthermore, there are multiple other papers on classifying applications into levels of AI,

that make similar, more detailed categorizations like those of Anderson et al. (2018), Save

et al. (2012) and Save (2014).

2.4 Guidelines for Human-AI Interaction and Decision Support Tools

There are many guidelines addressing HAI. Firstly, EASA (2020) highlighted four crucial

building blocks for creating a trustworthy AI framework, that is displayed in figure 4, to

address the challenges of AI in aviation and HAI. Those building blocks are ‘Trustwor-

thiness Analysis’, ‘Learning assurance’ or ‘AI Assurance’, ‘AI Explainability’ or ‘Human

factors for AI’ and ‘Safety Risk Mitigation’. Hereby, the ‘Trustworthiness Analysis’ is

based on an AI framework by the European Commission (2019) and is intended to ensure

that AI applications fulfill essential safety, security, and ethical standards. ‘Learning as-
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Figure 4: EASA’s AI Trustworthiness Concept. Source: (EASA, 2023, p. 17)

surance’ addresses that AI systems should continue to learn and adapt in a safe, secure,

and reliable manner throughout their lifecycle. Next, ‘AI Explainability’ is supposed

to allow operators to understand and trace the decision-making process of AI, fostering

effective HAI. Lastly, safety risk mitigation strategies are outlined to manage risks as-

sociated with AI systems, particularly addressing the challenges posed by the inherent

black-box nature of AI technologies where direct insight into decision processes may be

limited. (EASA, 2020, p. 16ff.)(EASA, 2023, p. 17f)

Furthermore, in both AI roadmaps, the explainability of AI systems in aviation is closely

tied to their automation levels. For Level 1A AI systems, which enhance human capabil-

ities without altering decision-making processes, existing guidelines such as CS/AMC

25.1302 from EASA (2007) are sufficient. These guidelines ensure systems are pre-

dictable and understandable under normal operating conditions, aligning with the funda-

mental requirements for explainability at this level (EASA, 2007). As AI systems evolve

to Level 1B and beyond, where they begin to assist in or replace human cognitive func-

tions, the complexity and the necessity for explainability increase. For these higher levels,

Level 2 and Level 3, where AI systems exhibit greater autonomy and decision-making ca-

pabilities the need for explainability is critical (EASA, 2020). Therefore, EASA (2024)

published a first guide for level 1 and 2 machine learning applications, which breaks down

multiple system requirements according to its autonomy level, as shown in table 1.
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Name Objective

EXP-02 For each of these stakeholders (or groups of stakeholders), the applicant

should characterise the need for explainability to be provided, which is nec-

essary to support the development and learning assurance processes.

EXP-04 The applicant should design the AI-based system with the ability to deliver

an indication of the level of confidence in the AI/ML constituent output,

based on actual measurements or on quantification of the level of uncer-

tainty.

EXP-10 For each output of the AI-based system relevant to task(s) (per Objective

CO-02), the applicant should characterise the need for explainability.

EXP-11 The applicant should ensure that the AI-based system presents explanations

to the end user in a clear and unambiguous form.

EXP-12 The applicant should define relevant explainability so that the receiver of

the information can use the explanation to assess the appropriateness of the

decision / action as expected.

EXP-13 The applicant should define the level of abstraction of the explanations, tak-

ing into account the characteristics of the task, the situation, the level of

expertise of the end user and the general trust given to the system.

EXP-16 The applicant should design the AI-based system so as to enable the end

user to get upon request explanation or additional details on the explanation

when needed.

HF-05 For complex situations under normal operations, the applicant should design

the AI-based system with the ability to identify a suboptimal strategy and

propose an improved solution.

Table 1: Applicable Objectives by EASA. Source: (EASA, 2024, p. 113f)

In addition, Zingale and Woroch (2019) have published a guide for the FAA for DST in

Air Traffic Control (ATC) in the National Airspace System in the United States which also

poses relevance for pilot DST. Here, the development of such systems as well as how to

best train users to work with those tools is discussed. Zingale and Woroch (2019) empha-

size the importance of clearly highlighting recommended options over others to ensure

that users can make decisions quickly and accurately. Moreover, DSTs should provide

information about the reliability or certainty of decisions. It is also mentioned that these
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tools should inform users about the conditions under which recommendations are reliable

to promote a better understanding of the DST’s functionality in different scenarios. The

use of consistent and meaningful terminology and symbols is essential to avoid confusion

and ensure that information is easily understandable. Another key aspect mentioned in

the handbook is to support situation awareness by clearly indicating the operational status

of the system and operational efficiency. In addition to the mentioned design principles,

the guidelines also emphasize the need for comprehensive user training and the need for

HAT segments within the human-automation system. (Zingale & Woroch, 2019)

Building on the EASA’s and FAA’s aviation-specific guidelines for AI, Microsoft (2019)

and Google (2019) offer comprehensive frameworks for HAI as well.

The guidelines for HAI by Microsoft (2019) aim to enhance UXs with AI technologies

by addressing behavior across different interaction phases. Microsoft (2019) states that

AI systems should initially clearly communicate their capabilities and limitations to set

realistic user expectations. During regular use, AI interactions should be timed based on

user context and provide relevant information. When handling errors, AI systems should

support efficient invocation, dismissal, and correction. Furthermore, it is highlighted that

the system should provide explanations for its actions to maintain transparency. Microsoft

(2019) further suggests that AI systems should remember recent interactions over time to

personalize user experiences, adapt cautiously to avoid disruptions, encourage granular

feedback, and notify users about significant updates.

Similarly, Google (2019) provides comprehensive guidelines for developing AI systems

that prioritize HAI. Hereby, the importance of understanding user needs is emphasized,

ensuring that AI products deliver value and meet user expectations through continuous

evaluation. The guidebook emphasizes the importance of understanding users’ mental

models and recommends that AI systems should clearly state their ability, reliability, and

benevolence to contribute to users’ trust. Google (2019) further highlights the importance

of making AI decisions understandable and transparent to build trust and reliability, as

well as providing transparent error messages and fallback options.

Hereby, trust as per (Madsen & Gregor, 2000), is "the extent to which a user is confi-

dent in, and willing to act on the basis of, the recommendations, actions, and decisions

of an artificially intelligent decision aid". This definition is based on a definition from

McAllister (1995).
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3 User Needs Assessment

In order to identify which functions the IPAS can provide to pilots in non-emergency sce-

narios, potential users and experts were involved as recommended by Google (2019). For

this purpose, the target user group for the system is first identified and defined. Following

that, the employed methodology is outlined and the results are discussed, detailing the

functions that the IPAS can provide and how those might be implemented in an UI.

3.1 Identification of User Group

The user group for the IPAS consists of pilots of all ages. Nevertheless, a distinction must

be made between military and civilian pilots, as the requirements for both professional

groups can differ (Glicksohn & Naor-Ziv, 2016). According to Glicksohn and Naor-

Ziv (2016) a pilot with a military background needs to be able to react quickly to fast-

changing situations, in a multitasking environment. The pilot must function in a very

flexible manner while fulfilling the mission. Here, the pilot is the sole commander of the

aircraft. In turn, Glicksohn and Naor-Ziv (2016) state that civil pilots are trained to act

in a very organised, structured and ‘by-the-book’ manner. In their environment there are

checklists and predefined protocols that cover the majority of the scenarios which might

be encountered during the flight. Decisions are made together with the co-pilot, although

the final decision is ultimately made by the captain. Hormann and Maschke (1996, p. 177)

describe the characteristics of good transport pilots as ‘sociability, well-balanced self-

assertiveness, and orientation toward actions and activity’. Since the current focus of the

IPAS lies in civil aviation, the following discussion will consider civil professional pilots.

3.2 Methodology

To identify user needs and generate ideas for functionalities of the IPAS in non-emergency

scenarios a workshop was held1. The event was designed to encourage collaborative

and creative thinking among participants from interdisciplinary backgrounds and involve

users in the process of developing such a system.

1This workshop, along with its results, which was conducted for this thesis, has been simultaneously
published in Ternus, S., Würfel, J., Papenfuß, A., Wies, M., & Rumpler, M. (2024, June). Exploring
Functionalities for an Intelligent Pilot Advisory System in Normal Operation. In International Conference
on Human-Computer Interaction (pp. 235-247). Cham: Springer Nature Switzerland.
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3.2.1 Participants

A total of seven participants attended the workshop, representing a range of areas of

expertise. The workshop participants consisted of employees from the DLR, with four

males and three females. Furthermore, six attended in person while one provided input

online. The professionals participated voluntarily and were not paid. These participants

included three pilots, as well as data science and HAT researchers. More specifically, one

of the pilots has a military background, having previously operated military cargo planes

for short and medium-haul flights. Currently, this pilot is engaged in commercial cargo

operations covering the same distances. The second pilot is focused on long-haul cargo

flights, while the third pilot works in civil aviation, particularly for short and medium-haul

flights. (Ternus et al., 2024)

3.2.2 Procedure

As described by (Ternus et al., 2024) the workshop was conducted over a full day and

consisted of four main parts. The first session, ‘Introduction and Objectives,’ provided

an overview of the current state of the IPAS and the reasoning for developing functional-

ities for the IPAS for non-emergency operations. The goals and desired outcomes of the

workshop were presented, along with a briefing on the methods that will be used.

In the second part of the workshop, the ‘Ideation Session’, participants were asked to

develop creative ideas for functionalities for the IPAS in normal operations. Firstly, the

6-3-5 ideation method was employed to generate a wide array of ideas. This technique

involved each participant writing down three ideas in five minutes, passing their ideas

to the next participant, who could add to these ideas. This process was repeated until

everyone had contributed to everyone else’s idea, quickly resulting in a large number of

ideas (Steimle & Wallach, 2022).

Following this, the next part of the workshop consisted of structuring the many brain-

stormed ideas and getting an overview over them. Therefore, mind mapping was used

to visually organize and group these ideas, encouraging discussions around their inter-

connections. To do this, the participants first transferred their ideas to card-board and

step-by-step added them to a flip chart where they saw them fit. Afterward, the group

of participants discussed the displayed ideas and grouped them as can be seen in figure

5. This technique was supposed to help participants see relationships between ideas, to
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identify ideas that occurred more than once and develop more cohesive concepts. Hereby,

the participants discussed the most promising and effective ideas and used them to create

a comprehensive list of potential functionalities for the IPAS in non-emergency operation.

The session continued with the formulation of ‘How-Might-We’ questions. Those ques-

tions are open-ended prompts that are structured to begin with ‘How might we...’ and are

designed to encourage collaborative and creative problem-solving by focusing on specific

aspects of a problem (Steimle & Wallach, 2022). This method aims to frame the ideas

into actionable opportunities.

Finally, in the last part, the design studio method was utilized to facilitated rapid pro-

totyping and iterative feedback to further refine the ideas. For this, participants created

multiple quick sketches or models either on paper or with Lego. Afterward, everyone

presented their ideas and received immediate feedback.

3.2.3 Identified Functionalities

During the workshop a multitude of user needs were identified and many ideas regard-

ing opportunities for the IPAS to support pilots in normal operations were generated, as

described by Ternus et al. (2024), and can be seen in figure 5.

Hereby, ideas were generated regarding the potential of the IPAS to support the pre-flight

briefing process. An idea was proposed that the IPAS could monitor the briefings and filter

out the most important information, providing pilots with concise summaries. This inte-

gration could help pilots get more insight into the data basis of the IPAS and its reasoning

for recommendations to be able to better align their mental models.

Moreover, suggestions were made regarding the IPAS providing information about op-

erational limitations and technical constraints of the aircraft in specific situations. Addi-

tionally, an idea was presented that predictive analytics could enable the IPAS to forecast

probable approach routes and track miles, thereby aiding decision-making and ensuring a

safer and more efficient approach and landing. Furthermore, during the workshop, partici-

pants envisioned the potential of IPAS to suggest optimized flight paths and speed, thereby

facilitating the reduction of fuel consumption which in return contributes to environmen-

tal sustainability. Another brainstormed idea was that the IPAS provides an ‘what-if’

feature. This feature should enhance decision-making capabilities by simulating potential

emergency situations and proposing optimal actions to take in response.
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Figure 5: Mindmap of Generated Ideas during the Workshop. Source: Own representation

Figure 6: Lego Serious Play Model of the IPAS. Source: Own representation
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However, the central concept that emerged from the workshop was the idea of a Mission

Monitoring and Advisory Function (MMAF) as the main feature. Hereby, the IPAS is

conceived not only as a tool but also as an assistant throughout the flight, continuously

informing the pilots of any alterations in conditions and occurrences that may affect the

flight plan or prove relevant to them, as modelled trough Lego serious play in figure

6. Accordingly, MMAF’s core functionality revolves around the assessment of various

factors influencing flight trajectory, efficiency, and safety. Hereby, the IPAS’s task is to

provide real-time updates on factors such as Notice to Air Missions (NOTAM), traffic and

weather conditions that could potentially influence a flight plan. A NOTAM is a notice

containing information essential to personnel concerned with flight operations (Federal

Aviation Administration, 2021). Consequently, the IPAS assumes the dual role of an

information provider and a decision-support system. Therefore, it firstly displays infor-

mation, that is relevant to the mission and secondly, provides recommendations regarding

the optimal course of action. This continuous monitoring is supposed to ensure that pi-

lots are always informed of the latest developments, thereby allowing for more informed

decision-making.

Additionally, the workshop participants envisioned the IPAS to also continuously update

pilots with possible alternative airports for their current location. This function should be

similar to the IPAS for emergencies to gain familiarity with the display.

Lastly, the IPAS was imagined to optimize pilot communication. By assisting in commu-

nication between aircraft, airline operations centers and ATC, the system could streamline

information exchange.

3.2.4 User Requirements

Following the brainstorming of ideas for the IPAS in non-emergency operation and identi-

fying underlying user needs, the focus now shifts to deriving specific user requirements to

develop a first prototype. Hereby, the cruise phase is particularly of interest, as it mostly

represents the majority of a flight and is a crucial stage in flight operations (REStARTS,

2023). Accordingly, the focus is on the MMAF because discussions during the work-

shop highlighted it as a central theme. This also aligns with the user needs identified

in the initial IPAS study, described by (Würfel et al., 2023). Moreover, this functional-

ity corresponds with the objective HF-05 by EASA (2024), as the system is leveraging

data to identify the optimal course of action and giving recommendations based on that.
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Concentrating on the MMAF ensures a robust foundation for subsequent integration of

other functions like the ‘what-if’ feature. While in-flight optimization and green oper-

ation remain critical, these areas are predominantly managed by ATC and are already

being investigated in this context e.g. by Hunger et al. (2024), and may be integrated

into the prototype at a later stage. Additionally, the function to continuously update pi-

lots on possible alternate airports nearby should be integrated, since this was identified as

another major component, also in generating familiarity. This familiarity is supposed to

help generate appropriate trust in the system and its displays for emergencies.

The main functional requirements that can therefore be derived and should be realized in

the following design process are as follows:

1. Real-time MMAF:

• The IPAS should continuously monitor flight conditions including NOTAMs,

traffic and weather.

• The IPAS should provide real-time updates to pilots regarding any changes in

conditions that might impact the flight.

• The IPAS should give advice fitting to the situation on how to react to the

recognized factors and events.

2. Continuous updates on nearby alternate airports:

• Throughout the flight, the IPAS should continuously update pilots with alter-

nate airport options for the case of an abnormal situation.

• The system should rate the alternate airports depending on specific criteria

that match the rating of the IPAS for emergency situations.

The most important non-functional requirements can be derived from Riedesel (2023), as

these requirements for the IPAS for emergency operations also apply to non-emergency

operations. Riedesel (2023) states that the system must be effective, efficient, and satis-

factory to meet usability requirements. It should also be clearly interpretable. Addition-

ally, the system must adhere to established standards of language and spelling, including

the use of recognized abbreviations and correct color application. Furthermore, symbols

should be derived from familiar motifs to ensure direct and accurate interpretation, align-

ing with the principles of correspondence between the system and reality, and recognition
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Figure 7: Sketches from the ‘Design Studio’ method of the workshop depicting ideas for
the Design of the MMAF. Source: Representation by workshop participants, first depicted
in (Ternus et al., 2024)

over memorization. Other non-functional requirements mentioned include error avoid-

ance and the use of minimal design to prevent distractions (Riedesel, 2023).

In addition to these usability-focused requirements, the trustworthiness of the IPAS is a

critical component for the integration of AI into aviation, as highlighted by EASA (2020,

2023). The IPAS’s trustworthiness must therefore be a key factor in the non-functional

requirements, encompassing the ethical requirements for trustworthy AI that were intro-

duced in section 2.4 and should be considered in the following design process.

3.2.5 Design Ideas

After identifying possible functionalities for the IPAS in non-emergency situations, during

the ‘Design Studio’ of the workshop first ideas were developed regarding the structure

and design of these functionalities. Hereby, the focus was particularly on the identified

user requirements and therefore specifically on the MMAF. There were various ideas for

designing this mode, including both horizontal and vertical timeline designs, as well as

displaying the route from a bird’s-eye perspective (see figure 7). For these displays, icons

were used in various ways to label the events along the route or timeline. Other ideas
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Figure 8: First Idea of the Structure of the IPAS. Source: Own representation

included displaying the flight path with an altitude display, marking the different flight

phases, or displaying the events as a chronological list.

Additionally, there were ideas that the entire route could be displayed as a whole but also

zoomed in to display only the next occurring events.

Furthermore, considerations were given to the possible Information Architecture (IA),

the role of the IPAS in non-emergency operations, and its interaction with the established

emergency module of the IPAS. It was envisioned that the events would be classified

into different levels of severity. Two types of events were conceived: Information and

warnings. These should be visually distinguishable, and in the case of a strong severity,

i.e. in the case of a warning, a switch to the ‘Option Assessment Support’ mode can be

made, as can be seen in figure 8. This ‘Option Assessment Support’ mode represents

the emergency module developed to date, which supports the selection of an alternative

airport. (Ternus et al., 2024)
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4 Interface Development

The development of the IPAS’s UI plays a crucial role in ensuring effective interaction

between pilots and aircraft systems. Therefore, in this chapter, the iterative development

of an IPAS’s prototype for non-emergency situations is described. First, the design of the

prototype is presented, followed by its implementation.

4.1 Prototype Design

As suggested by Google (2019) and in line with the human-centric approach by EASA

(2020), the development followed a HCD process. It was closely aligned with the human-

centred development standards of DIN EN ISO 9241-11 (2018) and DIN EN ISO 9241-

210 (2019). Hereby, the generated ideas from the workshop described in section 3.2 form

the basis of the following design process. The main objective of the UI development

for IPAS was to create an efficient, trustworthy and user-friendly system that facilitates

pilot decision-making and the systems trustworthiness according to the specifications and

principles described in section 2.

4.1.1 Initial Design Phase and Low Fidelity Protoryping

Figure 9: Horizontal Timeline Design. Source: Own representation

Firstly, multiple low-fidelity paper prototypes were created based on the design ideas

developed in the workshop as depicted in figures 9, 10 and 11. Hereby, the designs for

the IPAS for non-emergency situations were based on the IPAS design for emergency

situations. The display size of 818 pixels in width and 1028 pixels in height was therefore

used. Furthermore, the basic structure adopted consists of a purely informative, non-

interactive header, an interactive main area and large, square back buttons in the footer if
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Figure 10: Vertical Timeline Design. Source: Own representation

Figure 11: Horizontal Time-
line Design with Event List.
Source: Own representation

Figure 12: Timeline Design Ideas. Source: Own rep-
resentation

needed.

Moreover, based on the structure developed in the workshop shown in figure 8, three clas-

sification categories were created to visualize the influence of events and structure the

information. Accordingly, a notification category was added, expanding beyond the ex-

isting information and warning categories, as depicted in figure 13. The different classes

were defined as follows: Information are events with no impact on the mission, that are

simply displayed to ensure that pilots receive all necessary details clearly, thereby, likely

improving situation awareness. Notifications occur in instances of an event that might

have a minor impact on the planned flight. Lastly, warnings, are events that the IPAS

expects to have a high impact on the mission and a diversion might me necessary. For this

type active event, a button is included to facilitate the mode switch to the Option Assess-

ment Support mode. The prioritization of information is considered with critical warnings
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Figure 13: Proposed Structure of the IPAS. Source: Own representation from (Ternus et
al., 2024)

(a) Information (b) Notification (c) Warning

Figure 14: Icons for Message Categories Symbolizing Mission Impact. Source: Own
representation

prominently displayed and less urgent notifications placed in a more subtle manner.

In a first internal evaluation of the low-fidelity prototypes with an aerospace engineer

and another IPAS researcher, the design requiring users to click on an icon for more

information (shown in figures 9 and 10) was preferred over displaying all information

at once (as seen in figure 11). This approach aims to reduce information overload and

provide on-demand access, allowing users to obtain necessary information as needed.

Furthermore, according to the specifications of EASA (2007, p. 1-F-1) in CS/AMC 25.1302

information must be clear and accessible. Therefore, the vertical and horizontal straight

timeline design was preferred due to its ability to provide a better and more comprehen-

sive overview of the entire process and its efficient use of space. This design allows for

better integration of icons, making it simpler and more intuitive for users to understand

and interact with the interface. This simpler design and easy access to the information is

supposed to reduce the cognitive effort required by the users to gain an overview over the

route, therefore improving efficiency and user satisfaction.
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Figure 15: Prototype with Horizontal Timeline. Source: Own representation

Figure 16: Prototype with Vertical Timeline. Source: Own representation

4.1.2 High Fidelity Prototyping

Due to the results of the first evaluation the designs of figures 9 and 10 were developed

further, which resulted in the prototypes that can be seen in figures 15 and 16. During this

design iteration, the icons shown in figure 14 were created based on the developed IA and

added to the designs.

Moreover, a destination airport status was added to the vertical timeline design, in order

to fill the white space sensibly and to give the pilots a quick overview of the rating of their

destination airport. This destination airport status was modeled after the alternate airport

list from the IPAS design for emergency situations, depicting various factor icons for an

initial overview of the airport, as well as the overall IPAS rating and the destination airport

name. This was done to follow Jakob’s Law, the principle outlined by Yablonski (2024),

that suggests that users intuitively understand interfaces that feature familiar patterns and
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conventions based on their previous experiences. Particularly, this repeated use should

create more familiarity with this type of representation and therefore appear more intuitive

and trustworthy if an emergency occurs.

Based the created sketches in figures 15 and 16, both prototypes were then realized as

high-fidelity prototypes in Figma2. Hereby, more details were added to the Figma pro-

totypes as shown in figures 17 and 18. Firstly, the IPAS for emergencies’ colors were

used and information on the distances to the events were added. Secondly, the font and

font-sizes were adopted from the original system as well, using sans-serif fonts as per the

FAA’s recommendation (Zingale & Woroch, 2019, p. 5-3). Also, according to those rec-

ommendation the readability of information was considered, ensuring readable font-sizes

and high contrasts (Zingale & Woroch, 2019, p. 5-2). The header design of the IPAS for

emergencies was adopted as well, meeting the FAA’s requirement to display operational

status and database updates (Zingale & Woroch, 2019).

Figure 17: Figma Prototype with Horizontal Timeline. Source: Own representation

2https://www.figma.com/ - Last Accessed: 2024-05-16
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Figure 18: Figma Prototype with Vertical Timeline. Source: Own representation

This prototype version was again evaluated with the help of two pilots and an aerospace

engineer. In this evaluation both design variants were tested in Figma and discussed.

Participants appreciated the design of both versions. Nevertheless, it became apparent

that fitting the entire flight route into the horizontal display was very difficult due to space

constraints. The icons would either be too small to click on effectively, or a zoomed-in

view would always be necessary. However, a zoomed-in view that does not depict the

whole route was deemed insufficient and contrary to the idea of the MMAF. This was a

significant advantage of the vertical timeline design. With the selected display size of 818

by 1028 pixels, there was enough space to provide a good overview of the entire route,

also providing space for a direct overview of the destination airports status as depicted in

figures 16 and 18.

Next, one participant mentioned that both timestamps and distances are relevant for esti-

mating when an event will occur, noting that individual preferences vary regarding which

measurement to use. Another participant noted that the message classification was not

as obvious when opening a message, when represented only by a highlighted icon in the

timeline. Additionally, one participant indicated that the activities the IPAS performs are

familiar to pilots through their training, making it unnecessary to explicitly include this

information in the header.
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Figure 19: Improved IPAS Design. Source: Own representation

4.1.3 Design Refinement and Explanatory Pages

As a result of this evaluations, the vertical timeline design shown in figure 18 was fur-

ther developed resulting in the design depicted in figure 19. Here, both timestamps and

distances were added to all events and the destination airport. Next, the distance factor

group was removed from the airport status. To enhance clarity and usability, the header

was modified to include only the mode and timing of the last database update, as per the

participants feedback. Furthermore, icons were added to the message boxes to visually

represent the message type, providing immediate visual cues and a new feature was in-

troduced to display multiple messages in one location, marked by a small circle at the

top-right corner of the icons. Moreover, as can be seen in figure 19 in case of a warning

multiple possible solutions are provided, highlighting which solution is recommended and

which one is not, as per Zingale and Woroch (2019).

Then, two scenarios, described in more detail in section 5.1.3, were developed with the

help of an aerospace engineer and two pilots and then included into the Figma prototype.

All event information and icons were added to the prototype as can be seen in appendix

C. Hereby, the FAA guideline to use consistent terminology and symbols to prevent con-

fusion was utilized (Zingale & Woroch, 2019, p. 10).

Moreover, the concept of the zoomed-in view, as proposed in the workshops design studio,
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Figure 20: Zoomed in View. Source: Own representation

Crosswind Snow Heavy Snow Thunderstorm

RNP Approach NOTAM Icing Conditions Tropopause

Table 2: Detailed Icons for the Zoomed-in View. Source: Own representation

was incorporated into the design. The navigation between the two timeline views was

implemented via a button, located below the timeline. As illustrated in figure 20, in

the zoomed-in view the route is displayed in greater detail with the aircraft remaining

stationary at the base of the route. In contrast to the full-route view, the event icons move

toward the aircraft rather than the aircraft moving itself. Furthermore, the icons have

been expanded to include a more detailed design that directly indicates the nature of the

event. Additionally, the classification icons are added to the top right-hand corner of those

icons, to signal the expected mission impact of the events and link the icons to those of

the zoomed-out view.

In this context, the icons from table 2 were designed. The symbols should be familiar

symbols that are standardized for the entire system, as the FAA guidelines specify that
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consistent terminology and symbols should be used (Zingale & Woroch, 2019, p 5-4,

5-5). Therefore, a windsock is chosen to represent all messages regarding wind. This

decision was made, as this symbol is used in the airport status groups as well and there-

fore familiar and easy to identify. Similarly, weather events are displayed through their

respective weather symbols, also present in the airport status factor groups. Accordingly,

weather events related to snow are represented through a snowflake symbol coming out

of a cloud. Depending on the strength of the snowfall the amount of snowflakes change.

To avoid confusion with the snow icon, the icon for icing-conditions features a more de-

tailed snowflake without a cloud, set against a dark circle background. Like the other

weather events, thunderstorms are represented through a cloud but in this case with a

lightning strike and raindrops. Moreover, the icon for the message that the Instrument

Landing System (ILS) is out of order and RNP is to be used includes a depiction of a

runway, known from the airport status factor groups as well, with bold ‘RNP’ below mak-

ing it quickly recognizable to pilots. For NOTAM’s, the icon simply displays the text

‘NOTAM’. This direct approach ensures clarity and avoids any ambiguity, as the term is

standard in aviation. Finally, the tropopause icon features an airplane crossing two air

layers.

Lastly, according to the requirement of EASA (2023) and pattern 1b by Microsoft (2019),

the implementation of the various explanatory levels was started. Hereby, the guidelines

introduced in section 2.4 were utilized for this purpose. The guidelines outlined by EASA

(2024) state that for each system output relevant to user tasks, the necessity and depth of

explanations should be determined according to objective EXP-02. This decision depends

on factors such as the nature of the task, the type of stakeholder, and the complexity of the

AI system (EASA, 2024). Considering users as stakeholders in the development of the UI

and given the non-critical nature of the system as well its role in providing information

and recommendations, a moderate, more abstract level of explanation is appropriate.

The explanations are added by two types of pages. First, the ‘Message Detail’ page (see

figure 21a) should provide explanations for the messages on the timeline. Secondly, the

‘Airport Detail’ page (see figure 21b) provides information on the respective factors that

contributed to the IPAS rating and displays a more detailed status of the airports.

The first draft of the ‘Message Detail’ page shows the icon and headline again in the

header. The message and advice are displayed on the left side. Directly next to them

on the right side is the explanation for the message and advice respectively, which is
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(a) Message Detail Page (b) Airport Detail Page

Figure 21: First Draft of the Explanatory Pages. Source: (a) Own representation, (b)
(Djartov & Würfel, in press)

supposed to explain why the message was produced and why the recommended action is

necessary. The ‘Airport Detail’ page design was adapted from the IPAS for emergency

situations design shown in section 2.1, as it was already tested and effectively breaks down

the factors contributing to the IPAS rating (Djartov & Würfel, in press). It is designed to

give pilots all necessary information about the airports and help them understand the IPAS

rating and its factor groups. It also provides further insight into the reasoning behind the

systems recommendations by offering the underlying data.

Then, the ‘Message Detail’ page was refined further, as can be seen in figure 22. This

was based on objective EXP-11 by EASA (2024), which emphasizes that explanations

should be clear and unambiguous, preventing overwhelming users with excessive details.

Therefore, more structure, more graphical elements and less text should be utilized. Ad-

ditionally, objective EXP-04 of EASA (2024) necessitates that explanations be validated

with actual measurements or quantified uncertainty levels (EASA, 2024). Therefore, a

data source was added to allow verification of the displayed messages and data. This

objective also supports the inclusion of a confidence level indicator. This guideline is

consistent with that of Zingale and Woroch (2019), highlighting the need for including

information on the certainty of decisions and the recommendations of Microsoft (2019)

and Google (2019), stating that AI systems should clearly communicate their abilities,
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Figure 22: Improved Message Detail Page Design. Source: Own representation

reliability, and benevolence. Notably, this should not remain the only measure to indicate

the systems reliability as this should be briefed in trainings and included in the respective

handbook. Moreover, to give pilots the opportunity to verify the messages and data them-

selves a data source was added to the ‘Message Detail’ page. Both explanatory pages can

be accessed on-demand by clicking on the message boxes or airport status, as outlined in

objective EXP-16 of EASA (2024).

Finally, the last iteration before the final evaluation encompassed a run-through of the sce-

narios with a pilot and a computer scientist using the simulator prototype from section 4.2,

this time testing the prototype with the developed scenarios. Throughout this rehearsal,

some usability issues and challenges were observed and documented. Firstly, one of the

participants did not realize that they were able to click on the message boxes for more

detailed explanations. Furthermore, the participants did not identify the button below the

timeline as a way to switch between the zoomed-in and zoomed-out view. Secondly, they

criticized the name of the mode switch button, which was not immediately obvious to
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them. Lastly, one of the participants searched for the destination’s alternate airports on

the ‘Nearest Alternate Airports’ page. This behavior was noted, and ideas were developed

to address this.

4.1.4 Final Iteration

Because of the issues observed, several changes were made to the prototype. An in-

struction text was added to inform users they could click on the message boxes for more

detailed explanations, as can be seen in figure 23b. Additionally, the button to switch

to the IPAS’s emergency ‘Option Support Mode’ was changed from ‘Start Option Sup-

port’ to ‘Plan Diversion’ to make it clearer what functionality hides behind this mode and

follow Krug’s (2014) first law of usability for a more intuitive design. Since the button

below the timeline did not leave much room for a call to action, an icon was chosen to

represent the zoom-in and zoom-out view switch, as depicted in figures 23a and 23c. In

this step, the integration of the destionation’s alternate airport into the ‘Nearest Alternate

Airports’ page was not yet included due to a time limit and the need for a more thorough

evaluation. With these final adjustments, the prototype appears as shown in figure 23 with

the explanatory pages of figures 21b and 22.
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(a) Homepage (b) Homepage with Open Message

(c) Zoomed-in View (d) Nearest Alternate Airports

Figure 23: Final Implemented Simulator Prototype. Source: Own representation.

4.2 Prototype Implementation

The implementation of the high-fidelity prototype for the advisory systems interface in-

volved transforming the design into functional code using HTML, CSS, and vanilla JavaScript.

No plugins or frameworks were used. This choice was made primarily for administrative

reasons, as the previous components were implemented this way to ensure the new pro-
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totype module can be seamlessly integrated into the emergency scenarios prototype also

facilitating a seamless continuation of work. Furthermore, a more complex and flexible

prototype implementation was not necessary since the nature of this prototype was to be a

‘throw-away’ prototype for evaluating the interface at a flat panel simulator, as described

in section 5. The connection to the simulator to receive position values is hereby estab-

lished via RabbitMQ and the data is stored in an aircraft class and continuously updated.

To realize this prototype, the new home page for mission support and its zoomed-in view

from figure 23, as well as the ‘Message Detail’ page from figure 22, needed to be im-

plemented. Additionally, the ‘Nearest Alternate Airports’ page and ‘Airport Detail’ page

needed to be modified from the IPAS for emergency scenarios.

4.2.1 Homepage

The home page consists of three main components: The airport status, the timeline and

the message area, as shown in figure 23a. On the timeline, the aircraft moves upwards ac-

cording to the distance to the destination airport. This was implemented using a JavaScript

function that receives the entire route distance and the current location. The remaining

distance to the destination airport is then calculated and the CSS attribute ‘top’ of the

aircraft is set on the timeline in the corresponding ratio. In addition, the event messages

are displayed on the timeline via the three category icons as defined in the design. For

this, at start, a function is called that sets the top attribute values of all events through

their distance to the destination. Those icons can then be clicked on and thus fill the third

main area of the home page, the message area. Clicking on the icons displays the mes-

sage box. Accordingly, the background is darkened, except for the clicked icon, which

is implemented through the CSS attribute ‘z-index’. If the airplane crosses the section

where the event is located, it and its message box are faded out and the darkening of the

rest of the timeline is switched off, which is checked by comparing the two top values.

Other components of the home page are the sidebar, which can be used to navigate to the

‘Nearest Alternate Airports’ page, and a button below the timeline that can be used to

switch to the zoomed-in view of the timeline.

4.2.2 Zoomed-in View

The zoomed-in view, depicted in figure 23c, has a similar structure and mirrors the home

page and is therefore implemented similarly. The only difference is that the timeline and
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aircraft are more prominent and the icons move toward the aircraft instead of the aircraft

moving upwards. This was again implemented through a JavaScript function that receives

the total distance and additionally the distance of the events to the destination airport. The

position of the events is continuously updated and accordingly the distance to the events

decreases, which results in them moving downwards. In addition, as described in section

4.1.3, the icons are replaced by more descriptive icons, which symbolize what event was

detected.

4.2.3 Message Detail Page

The last page implemented was the ‘Message Detail’ page from figure 22, which was

implemented via an HTML table. The confidence scale was added via a png-image for

simplicity reasons.

4.2.4 Alternate Airport- and Airport Detail Page

The adjustments that were made for the ‘Nearest Alternate Airports’ (see figure 23d) and

‘Airport Detail’ page (see figure 21b) were mainly in regard to the map section. The map

was made bigger while removing the display of the gross weight, fuel on board and range.

CSV files were used to insert airport data into the airport list and ‘Airport Detail’ page.

Therefore, new CSV files were created for the new scenarios described in section 5.1.3

with the information about the airports. Hereby, the functions for reading and outputting

these CSV files were slightly adapted. As the prototypes are not yet connected to an

actual AI, the outputs of the system were created by hand. Furthermore, the sidebar was

added to the ‘Nearest Alternate Airports’ page at the right side of the page, the number of

airports was reduced from four to three and the proportions were adjusted.

4.2.5 Airport Status Change

In addition, a function was developed to change the status of the destination airport. For

this purpose, the distance to the destination airport is queried again and respective airport

statuses with their associated ‘Airport Detail’ views are shown or hidden from a corre-

sponding distance. In addition, the icons at the destination airport are updated in the same

way. Hereby, new notifications and a warning are triggered.
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5 Interface Evaluation

In order to test the IPAS for non-emergency scenarios with regard to its functions and

trustworthiness, as well as its usability, a study was carried out which is described in

more detail in the following sections.

5.1 Methodology

5.1.1 Participants

The study encompassed a sample of 19 pilots who participated voluntarily in this research

for a compensation, with one participant being excluded from further evaluation, as de-

scribed in section 5.2.1. The sole inclusion criteria for the participants in the experiment

was that they were professional pilots with a Airbus licence, with no additional exclusion

criteria applied. Their mean age was 36.67 years, with a Standard Deviation (SD) of 9.57

years and a mean overall flight experience of 4,361.11 hours (SD = 3,884.82) and a mean

flight experience of 422.22 hours (SD = 161.78) in the last 12 months. Since age and

total flight hours were queried in intervals, to calculate the mean the representative values

were set as the midpoint of each age and flight experience interval. For age groups with

an open interval (<30 and >59), the representative values were determined by assuming

the values 25 and 65. For the category of flight experience over 10,000 hours, 15,000

hours was used to calculate the mean. The exact age distribution within the sample was

as follows: 12 pilots were aged between 30 and 39 years, three pilots were aged under 30

years, one pilot was aged between 40 and 49 years, one pilot was aged between 50 and 59

years and lastly one pilot was aged 60 years or older. All participants were male and all

but one pilot were of German nationality. Hereby, eight pilots were flying for Lufthansa,

three for Condor, three for European Air Transport and four for other companies. Re-

garding rank, 13 of the 18 pilots were First Officers (FOs), while two held the position of

Senior First Officer (SFO) and three held the position of Captain (CPT). Additionally, the

distribution of the highest flying license among the participants was as follows: 12 held

a Airline Transport Pilot License (ATPL), four held a Multi-Crew Pilot License (MPL),

and two held a Commercial Pilot License (CPL). Lastly, the participants attitude toward

AI was measured based on a questionnaire proposed by Schepman and Rodway (2023).

Hereby, the participants total mean was 6.83 (SD = 1.70) on a scale from one to ten, with

group 1 having a mean of 6.86 (SD = 1.19) and group 2 of 6.81 (SD = 2.12). The detailed
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Figure 24: Distribution of Participants. Source: Own representation

rating can be seen in appendix B.

5.1.2 Apparatus

The experimental study was conducted using two distinct versions of the prototype inter-

face designed in section 4 with different levels of explanatory detail.

The prototypes for both groups included the home page with the timeline and airport sta-

tus, the zoomed-in view of the timeline, and the ‘Nearest Alternate Airport’ page depicted

in figure 23. Group 1 was additionally shown the two additional explanatory pages that

are depicted in figures 22 and 21b, the ‘Message Detail’ page and the ‘Airport Detail’

page.

Furthermore, both prototypes were integrated in a flat panel simulator, called the iSim,

replicating the cockpit interface of an Airbus 321 (see figure 25). While not as immer-

sive as full-flight simulators, this type of simulator presented suitable since they are very

flexible in their interface adaptation and are suitable for rapid prototyping. The simulator
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Figure 25: Flat Panel Simulator iSim. Source: Jakob Würfel (2022)

(a) Scenario1 (b) Scenario 2

Figure 26: Flight Route of both Scenarios. Source: Created with Online Flight Planner3

facilitated quick modifications to the cockpit interface, allowing for effective testing of

different interface designs in a controlled environment.

5.1.3 Scenarios

In order to ensure suitable use-cases for the evaluation of the prototypes, two scenarios

were developed with the help of two pilots and an aerospace engineer, as mentioned in

section 4, so that the pilots could gain a greater insight into possible messages and dis-

plays of the application and to be able to analyze the influence of repeated uses. Therefore,

these scenarios were designed to be comparable. Scenario 1 was imagined to take part

toward the end of a flight from Dublin to Munich, shortly before descent, and scenario 2

was imagined to take part rather at the beginning of a flight from Madrid to Munich, right

before the cruise phase as displayed in figure 26, marked by a red star. The messages of
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Scenario 1 Scenario 2

Inf
Icing condition Tropoause
Taxiway closure Volocopter activity

Notif
ILS out of order Severe weather enroute
High CWC Runway closure

Warn CWC company limit exceeded Expected closure of both runways

Table 3: Scenarios for the Final Evaluation. Source: Own representation

scenario 1, as shown in table 3, consisted of information announcing icing conditions, a

closed taxiway at the destination airport, a notification for a strong Cross Wind Compo-

nent (CWC) and a failed ILS, as well as a warning that the CWC is exceeded for land-

ing. The notification for strong CWC is triggered when the airplane is 240nm from the

destination and the corresponding warning is triggered in a distance of 225nm from the

destination airport. The messages of scenario 2, as shown in table 3, consisted of infor-

mation that the tropopause will be crossed, a volocopter activity, notifications of a closed

runway due to snowfall and severe weather along the route that would likely have to be

avoided, as well as a warning that both runways will likely be closed at landing time again

due to the snowfall. Again the notification for the closed runway and the warning on the

likely closure of both runways is triggered gradually, at a distance of 720nm and 695nm

respectively. The exact scenarios and designs with all values can be found in appendix C.

Hereby, since the AI for IPAS for non-emergency scenarios was not yet developed, the

data was simulated, similar to the Wizard of Oz method by Dahlbäck et al. (1993). Con-

sequently, the data provided to the pilots in this study was generated by the author, with

assistance from the aforementioned experts in generating the scenarios.

5.1.4 Research Design and Procedure

This study employed a mixed-methods between-subjects experiment design. Here, par-

ticipants are only exposed to one version of the system, either with explanations (group 1)

or without (group 2). Although, according to MacKenzie (2024), within-subject designs

require fewer participants, Jhangiani et al. (2019) note that these designs are suscepti-

ble to carryover effects. Such effects arise when exposure to previous conditions affects

performance in subsequent conditions (Jhangiani et al., 2019). This issue might be par-

ticularly relevant when participants, familiar with the explanatory details from an initial

scenario, carry over gained trust to the following scenario, even in the absence of those

3http://onlineflightplanner.org/ Last Accessed: 2024-06-24
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Figure 27: Experiment Design. Source: Own representation

explanations.

Moreover, a matched-groups designs, described by Bordens and Abbott (2010, p. 299 ff.),

was utilized and accordingly the participants were divided into two groups based on age

and attitudes toward AI. This was set up to ensure that groups were comparable in terms

of age and potential biases or preconceived notions about AI, which could influence their

interaction with and perceptions of the system.

Guided by five primary hypotheses, this methodology wants to determine if:

1. The pilots were willing to use the IPAS for normal operations.

2. The usability was satisfactory and what could be improved in this regard.
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3. The UX improves between the two scenarios.

4. The pilots found the system trustworthy.

5. More explanatory details enhance the pilots trust in the system.

The study began with a comprehensive briefing about the aims and procedures, followed

by an introduction to the simulator’s interface and functionalities for normal operations.

Following this, pilots were introduced to the first scenario and underwent it in the flat-

panel simulator with their assigned system version. During the simulation, participants

were encouraged to verbalize their thought processes via the think-aloud method, captured

through audio and video recordings.

Immediately after the scenario, pilots filled out usability and trust questionnaires and pro-

vided immediate feedback and ideas for the ‘Option Support Mode’. After completing the

questionnaires, the second scenario described in section 5.1.3 was completed. At the con-

clusion of this scenario, participants received the same usability and trust questionnaires

as well as additional questions regarding their general evaluations of the system and their

opinion on design decisions. All questionnaires can be found in appendix A.

The study ended with a semi-structured interview for each pilot, aiming to delve deeper

into their experiences with the system. These interviews were conducted to gain a more

detailed insight into the participants experience with the system. Hereby, group 2 was

also introduced to the explanatory pages and asked for their feedback.

The usability and trust questionnaire data was analyzed using the Mann-Whitney U test,

a non-parametric method suitable for ordinal data from the same population. This test is

ideal for small samples as it does not assume normal distribution and is robust against out-

liers and skewed distributions (McKnight & Najab, 2010; without author, 2023). Thereby,

only results where a statistical significance was measured will be presented.

Lastly, qualitative data from the think-aloud protocols and interviews were transcribed

with Adobe Premiere4 and analyzed thematically to extract prevailing themes about the

systems usability, desired functions and opinions on the explanatory details and their in-

fluence on pilots’ trust.

4https://www.adobe.com/de/products/premiere.html Last Accessed: 2024-05-12
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5.1.5 Metrics

A variety of techniques are employed to assess usability and trust, with data collection

occurring at different points throughout the study as described above. Since this is a

mixed-methods approach quantative measures are used, as well as qualatitive measures.

The quantative measures for the systems usability were the System Usability Scale (SUS)

and Post-Study System Usability Questionnaire (PSSUQ) questionnaire. In addition to

usability evaluations, trust and explainability are crucial aspects of user acceptance and

interaction with systems. Therefore, a explainability and four trust questionnaires were

utilized as well: the Human-Computer Trust (HCT) Scale, the SHAPE ATM Trust Index

(SATI) trust questionnaire, a custom trust questionnaire developed based on the roadmaps

by EASA (2020, 2023) and a general trust questionnaire.

The SUS, developed by Brooke (1995), evaluates the usability of systems, products, or

services through ten 5-point Likert scale items. The PSSUQ consists of 16 7-point Likert

scale items, where 1 represents a positive rating and 7 a negative rating, and measures

user satisfaction in three subcategories: ‘System Usefulness’, ‘Information Quality’, and

‘Interface Quality’. In this study items 7 and 8 were excluded since they were not applica-

ble. The explainability questionnaire, adapted from the explanation satisfaction scale of

Hoffman et al. (2023, p. 4), assesses users’ satisfaction with AI system explanations on a

5-point Likert scale. Next, the HCT Scale by (Madsen & Gregor, 2000) includes 25 items

on a 5-point Likert scale to evaluate users’ trust in technology, covering the aspects of

perceived reliability, perceived technical competence, perceived understandability, faith,

and personal attachment. Even though this questionnaire is designed to measure trust in a

system that was in use for a longer period of time, it was chosen because of its reliability

and good fit to the study. The SATI questionnaire by Goillau et al. (2003), part of the

Single European Sky ATM Research program, is specific to aviation and measures trust

in air traffic management systems through six statements rated on a 7-point Likert scale.

Additionally, a trust questionnaire was developed based on the AI trustworthiness concept

outlined by EASA (2020, 2023) and the European Commission (2019). Hereby, the ques-

tionnaire items were created to address all dimensions of trustworthiness through seven

statements that the participants should rate on a five-point Likert scale from one, meaning

strongly disagree, to five, meaning strongly agree. Lastly, a general trust questionnaire

was used to directly measure trust and the effect of explanations, and a general evalua-

tion and design decisions questionnaire was used to assess overall system satisfaction and
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functionality. All questionnaires and their respective questions can be found in appendix

A.2.

For qualitative measures, the think-aloud method was utilized during the simulator ses-

sions, as well as a semi-structured interview, as described in the previous section. The

think-aloud method, which involves participants verbalizing their thoughts and decision-

making processes while performing tasks, provides real-time insights on cognitive pro-

cesses. The semi-structured interview allows for in-depth exploration of participants’

experiences and perceptions, giving the opportunity for more open-ended feedback and

ideas.

5.1.6 Ethical Considerations

The study adhered to ethical guidelines outlined by the DLR. Informed consent was ob-

tained from all participants, and confidentiality was maintained throughout the study. Par-

ticipants were assured of their right to withdraw from the study at any time without con-

sequence. Furthermore, participants were informed about video and audio recordings and

gave their consent.

5.2 Results

5.2.1 Exclusion of Participant

It must be noted that one participant’s data had to be excluded from the final analysis due

to an unexpected error in the UI during their session. This error disrupted the intended

interaction and altered the participant’s perception of the system. The anomaly likely in-

fluenced the participant’s responses and interactions in a manner not consistent with other

sessions, thereby skewing the data collected from this run. To maintain the integrity and

comparability of the study results, this set of data was excluded as it no longer represented

a controlled, consistent environment similar to that experienced by other participants.

5.2.2 Questionnaires

The usability assessment through the SUS yields scores of 75.28 (SD = 10.57) for group

1 in scenario 1, rated as B and 77.22 (SD = 10.70) for scenario 2, rated B+ and scores of

73.33 (SD = 4.25) and 76.11 (SD = 6.98) for group 2 in the respective scenarios, rated as

B- and B. This result positions the IPAS for non-emergency scenarios prototype within the
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Figure 28: SUS Score of both Groups over both Scenarios. Source: Own representation

70th to 79th percentile relative to the benchmarked usability scores of Lewis and Sauro

(2018), indicating that users generally regard the system as good in terms of usability.

According to Sauro and Lewis (2012), a SUS score above 68 is considered above aver-

age and suggests that the system is more likely to be accepted by users. Therefore, the

achieved mean score of 75.49 over both groups and scenario shows an above average UX

and aligns with industry standards for acceptable interfaces.

The overall PSSUQ scores were 2.64 (SD = 0.86) in scenario 1 and 2.32 (SD = 0.68)

in scenario 2 for group 1 and 2.81 (SD = 0.69) in scenario 1 and 2.33 (SD = 0.36) in

scenario 2 for group 2, where lower scores represent more positive evaluations. This

score compares favorably with the benchmark mean of 2.82 reported by Sauro and Lewis

(2012). By this measure, the IPAS for non-emergency scenarios ranks overall slightly

higher than average for both groups and scenarios. Detailed analysis of the PSSUQ sub-

scores revealed that group 1 rated the ‘System Usefulness’ as 2.44 (SD = 0.93) in scenario

1 and 2.06 (SD = 0.65) in scenario 2, and group 2 rated the ‘System Usefulness’ 2.48 (SD

= 0.59) in scenario 1 and 2.22 (SD = 0.38) in scenario 2, both lying below the benchmark

of 2.8 by Sauro and Lewis (2012). ‘Information Quality’ scores were 2.89 (SD = 0.83),

2.50 (SD = 0.81) for group 1 and 2.86 (SD = 0.88), as well as 2.14 (SD = 0.47) for group

2, thereby also being lower than the benchmark of 3.02. The last subscale, ‘Interface

Quality’ was rated 2.78 (SD = 1.07) and 2.63 (SD = 0.76) by group 1 and 3.33 (SD =

0.72) and 2.63 (SD = 0.51) by group 2. These results, particularly for group 2 in scenario

1, lie notably above the benchmark of 2.49. Especially, the question ‘This system has
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Figure 29: PSSUQ Overall Score and Subscores of both Groups and Scenarios. Source:
Own representation

all the functions and capabilities I expect it to have’ was rated comparably higher as can

be seen in appendix B. Here, the Mann-Whitney U test revealed a significant difference

between the groups’ scores for this question in scenario 1 (U = 16.0, n1 = n2 = 9, P <

0.05). However, in scenario 2, the difference between the groups was not statistically

significant (U = 33.0, n1 = n2 = 9, P = 0.52).

Scale
Benchmark Session 1 Session 2

Lower Limit Mean Upper Limit Group 1 Group 2 Group 1 Group 2
SysUse 2.57 2.8 3.02 2.44 2.48 2.06 2.22

InfoQual 2.79 3.02 3.24 2.89 2.86 2.50 2.14
InterQual 2.28 2.49 2.71 2.78 3.33 2.63 2.63
Overall 2.62 2.82 3.02 2.64 2.81 2.32 2.33

Table 4: Comparison of PSSUQ Results with Benchmark Means. Source: Benchmarks
taken from (Sauro & Lewis, 2012)

Despite the utilization of explanations in group 1’s interface, the quantitative data gathered

from these measures did not reveal statistically significant differences in trust between the

two groups except in one measure.

The overall HCT scores for both groups clustered around the midpoint of 3 on a scale

of 1 to 5. Group 1 had a overall mean score of 3.37 (SD = 0.48) for the first scenario

and a score of 3.43 (SD = 0.45) for the second one, while group 2 had a mean score of

3.24 (SD = 0.41) in scenario 1 and 3.26 (SD = 0.42) in scenario 2. Within the HCT,

the understandability scores were relatively high, with group 1 scoring a mean of 3.85
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Figure 30: HCT Scores over both Scenarios and Groups. Source: Own representation

(SD = 0.46) and 3.8 (SD = 0.46) and group 2 scoring 4.02 (SD = 0.35) and 3.67 (SD =

0.27). Contrasting, the faith scores were notably low for both groups, with group 1 at

2.24 (SD = 0.65) for scenario 1 and 2.42 (SD = 0.57) for scenario 2 and group 2 at 2.47

(SD = 0.74) and 2.36 (SD = 0.87) as depicted in figure 30. Even though there was no

significance found, as displayed in figure 30, the ‘Personal Attachment’ subscale revealed

the most differences, with group 1 scoring higher at 3.51 (SD = 0.72) and 3.67 (SD =

0.60) compared to group 2 at 2.9 (SD = 0.76) and 3.09 (SD = 0.69).

The SATI results mirrored those observed in the HCT-Scale, showing no significant over-

all difference in trust between the two groups. Group 1 rated their prototype a mean of 4.5

(SD = 1.05) in scenario 1 and 4.67 (SD = 0.94) in scenario 2, while group 2 rated theirs

4.04 (SD = 0.87) and 4.37 (SD = 0.98), positioning the IPAS above the midpoint range of

3 used in this scale. Throughout all questions group 1 scored higher than group 2, except

in question 6, but not significantly, as can be seen in figure 31 and appendix B.

In the custom questionnaire designed around the guidelines by (EASA, 2020) for trust-

worthy AI, the responses did also not demonstrate a significant difference in trust levels

between the groups. The general mean score of group 1 was 3.30 (SD = 0.41) in scenario

1 and 3.48 (SD = 0.37) in scenario 2, while group 2 had mean scores of 3.48 (SD = 0.42)

and 3.46 (SD = 0.48) respectively, as can be seen in figure 32. Both groups rated question

1 ‘I believe the system enhances my decision-making without undermining my control as

a pilot’ relatively high with 3.89 (SD = 0.57) and 4.11 (SD = 0.57) for group 1 as well as

3.78 (SD = 0.79) and 3.89 (SD = 0.74) for group 2, as can be seen in appendix B. The

question with the lowest rating was question 6 for both groups which asked if the partic-

ipants believe that the system considers environmental well-being in its decision-making
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Figure 31: SATI Scores over both Scenarios and Groups. Source: Own representation

process. Hereby, group 1 had a mean score of 2.56 (SD = 0.50) and 2.44 (SD = 0.50).

Group 2 rated this question 3.0 (SD = 0.47) in both scenarios as depicted in figure 32.

Furthermore, the general questions about trust in the system shown in figure 33 showed

no significant difference in trust between the two groups, except in one question. Both

groups rated their trust in question 1 3.67 with group 1 having a standard deviation of

0.82 and group 2 of 0.67 in scenario 1. In the second scenario both groups again had

the same mean of 3.78 with group 1 having a standard deviation of 0.79 and group 2

of 0.63. In the next question group 1 rated their trust in the system 3.33 (SD = 1.25)

and 3.56 (SD = 1.17) and group 2 rated it 3.56 (SD = 0.83) in both scenarios. When

answering the question if the participants have enough information to trust the system

adequately there was no significant difference in scenario 1 with group 1 rating it 3.11

(SD = 1.28) and group 2 rating it 2.67 (SD = 0.94). However, in the second scenario a

significant difference between both groups could be measured (Mann-Whitney U = 61.5,

n1 = n2 = 9, P < 0.05), with group 1 rating this question 3.78 and group 2 rating it 2.67,

with a median score of 3 in group 1 and 2 in group 2. In question 4 group 1 rated the

statement ‘The explanations help me to trust the system more adequately’ with a score of

4.00 in both scenarios, saying they agree. In the last question regarding trust asking if the

participants believed to trust the system adequately group 1 rated this higher with 3.87

(SD = 1.03) and 4.00 (SD = 0.82) compared to group 2’s rating of 3.33 (SD = 0.94) and

3.44 (SD = 1.07).
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Figure 32: Trust Scores based on the EASA (2020) Guidelines for Trustworthy AI over
both Scenarios and Groups. Source: Own representation

Figure 33: General Trust Scores over both Scenarios and Groups. Source: Own represen-
tation
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Figure 34: Explainability Questionnaire Results. Source: Own representation

Regarding the Explainability Questionnaire, group 1 rated it with a mean of 3.86 in sce-

nario 1 and 3.79 for scenario 2. In the first scenario the highest rated questions were

questions 5 and 6 with a mean of 4.11. In the second scenario the highest rated question

was question 1 with a mean of 4.22. All questions were rated over 3.44 as depicted in

figure 34.

Lastly, the questions of the general evaluation questionnaire revealed several key insights.

Regarding regular use for mission support, 16 out of 18 pilots indicated that they would

like to use the system regularly. Integration into normal flight operations was viewed pos-

itively by the same number of respondents. When asked if the explanations provided by

the system made it more likely they would use it regularly, eight out of the nine partici-

pants of group 1 agreed and one disagreed. Regarding this, seven out of the nine pilots of

group 1 and the same amount of group 2 preferred more explanatory details. Out of group

1, one participant wanted fewer details and one wanted the same amount they were given.

From group 2, two were satisfied with the current level of explanations. The explanations

were deemed helpful in understanding the system better by all the pilots of group 1 except

one.

In terms of satisfaction with the IPAS, three pilots of group 1 were very satisfied, five

were satisfied and one was unsatisfied. In group 2 seven pilots were satisfied with the

system and two were neither satisfied nor unsatisfied.

In regard to the implemented functionalities, 15 out of 18 participants found the option to

display the nearest alternate airports helpful, while three did not find it helpful. Remark-

ably, all pilots expressed a desire to sort or change the displayed alternates according to

certain criteria. Moreover, an overview of all possible alternate airports along the route
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was desired by 16 out of the 18 pilots. In regard to the explanatory pages, all participants

of group 1 stated that they found the ‘Airport Detail Page’ and the ‘Message Detail’ page

helpful. Furthermore, ten participants deemed the close-up view not helpful, while eight

said it was helpful.

Continuing with the specific features and design decisions to which feedback was gath-

ered, the feature to hide message-icons after the aircraft has flown past them was favored

by 56%, with 44% against it. Answering the question whether the pilots would like to be

able to hide the icons themselves, 28% did not want this and 67% were favorable toward

this option. Furthermore, the distinction between information, notification and warning

was clear to all pilots except one. Similarly, the visual distinction between these cate-

gories was clear or unclear to the same amount respectively. More information on why

a message was classified as information, notification or warning was desired by 33% of

pilots, while 44% did not want this information and 22% were unsure. Nevertheless, the

division into these categories made sense to all 18 respondents. Finally, auditory feedback

for new messages was favored by one pilot for all messages, six wanted it only for notifi-

cations and warnings, eight only for warnings, and three did not want auditory feedback

at all.

5.2.3 Think-Aloud Findings

During the scenarios, the pilots often reacted similarly to the various events. When it came

to the activation of the anti-ice system, the pilots stated they would follow the instructions

if deemed necessary, since they can independently assess the need based on real-time

conditions. For the message on volocopter activity, which operate at much lower altitudes,

no immediate action was required and most suggested that this information might be

omitted as it is not relevant to them. In regard to the notification and warning of the

crossed CWC limit, most pilots said they would start preparing for a potential diversion

and monitor how the situation develops and contact their operation control center for

instructions, since they were able to remain largely on their planned route while making

necessary preparations. Three pilots already decided on diverting.

In scenario 2, when presented with the tropopause information, pilots generally received

it without strong reactions. Some considered it unnecessary, while others found it useful

for flight planning and listened to the recommended actions. Recommendations regarding

turbulence were predominantly followed by pilots either by adjusting flight levels or the
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speed. Some pilot of group 2 wanted to additionally check in with ATC if the turbulences

were really registered. Two pilots said that they would wait until the level is reached

and only then, when turbulences are registered, would they adjust the height and speed.

Moreover, the weather front notification was registered by all pilots, though immediate

action was not taken, due to the weather event being more than an hour away. Neverthe-

less, when asked all pilots said they would rather have this information earlier than later

allowing them to plan accordingly. In regard to the warning of scenario 2, all pilots began

preparations for potential evasive action but continued their current path, as they were still

at the beginning of their planned flight and still in Spain. One pilot stated that he would

directly search for an alternate, although again near Munich.

Concerning the pilots’ interaction with the system, during the think-aloud sessions, it

was obvious that the pilots had mostly no trouble interacting with the system. Notably,

individuals in the group with explanations (group 1) engaged more deeply with the ap-

plication, particularly appreciating features such as the data source and ‘Airport Detail’

views. Participants of group 2 on the other hand missed this information. For example,

participant 18 specifically asked where the system gets the weather information from and

four pilots of group 2 asked for some sort of original data source. Moreover, most of

the participants in group 2 clicked on the airport status to get more information on the

airports, even though this function was not introduced to them in the briefing.

In terms of usability, the interaction and think-alouds revealed problems regarding the IA.

Some participants wanted to see the destination alternate airports earlier, as participant 1

specifically noted that he would have liked to see them at the beginning of the scenario.

Others looked for the destination’s alternate airports on the ‘Nearest Alternate Airports’

page.

Another problem that was noticed during the simulator session was that three participants

were not able to directly find the sidebar for navigating between the two main functions

or did not recognize its use. Those participants were looking for a navigation option in

the header.

In addition, when interacting with the prototype in group 1, it was noticeable that several

participants forgot and did not realize that they could click on the messages to obtain

more precise information and explanatory details about the message. Accordingly, those

participants only used this function when they were reminded of it. Moreover, regarding
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the ‘Message Detail’ page, three participants of group 1 who utilized this page, wished

that they were able to click on the data source and be directly redirected to the original

source, which was confirmed in the interviews.

Furthermore, participants gave feedback on user interactions with the messages and the

amount of text presented. Two participant expressed that the volume of text demanded

significant attention, which could be overwhelming. However, other participants found

the amount of text to be acceptable and necessary, indicating a divergence in user prefer-

ences.

Another common issue identified was the failure to notice new messages when only the

number on the icon changed. This occurred despite the presence of pop-up notifications,

suggesting that the visual cue of the changing number was insufficient to capture users’ at-

tention during their ongoing tasks. Regarding pop-ups, multiple users reported that these

notifications could be somewhat distracting, interrupting their workflow. One pilot rec-

ommended that pop-ups should be included, but should not occupy the entire screen. He

suggested more subtle notifications that would allow pilots to continue working without

significant interruption while ensuring that the notifications remained noticeable and did

not fade into the background. Furthermore, it was noted by multiple participants that they

wished for read messages to be marked.

Lastly, the participants were each asked what functionalities and information they wished

for in the ‘Option Support Mode’. Thereby, all pilots expressed their desire for weather

information. Many also wished for other details that are included in the current ‘Airport

Detail’ page like the runway in use, the runway length and condition, as well as the

approach procedure. Furthermore, seven pilots said they would like more operational

information, like passenger transport options. In case of a diversion, six pilots mentioned

that they would appreciate overview about the capacities of the surrounding airports and

an indication where the other aircraft are headed. Hereby, three pilots also added that they

would like a fuel overview, specifically that they would like information on how much fuel

it takes to get to the alternate airport, with how much fuel left they are estimated to land

and how many approaches they can fly until they finally need to divert. In this regard,

one pilot mentioned the display of a so called Equal-Time Point, that is a point on the

route which is located at the same flying time from two suitable enroute alternate airports

(SKYbrary, 2024a).
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5.2.4 Interview Findings

During the interviews, the insights from the think-aloud sessions and the questionnaires

were further emphasized. All but two participants stated that the IPAS would integrate

well into their regular flight operations and the same number of respondents expressed a

willingness to use it. When asked how they liked the design most participants said that

they appreciated the minimalist design and clarity, finding it intuitive. Hereby, as already

measured through the general questionnaire at the end of the study the distinction between

different types of messages was clear to everyone except one and considered useful and

helpful. Some pilots found the idea to filter out certain types of messages to be a useful

feature. However, others expressed concerns about withholding information from their

colleagues in the cockpit when sharing one IPAS display.

Regarding the displayed ‘Nearest Alternate Airports’ page, 16 out of the 18 participants

appreciated this page and found it helpful, as stated in the general questionnaire. Never-

theless, multiple ideas were generated to further improve this page. Firstly, an idea was

introduced to be able to scroll along the map and be able to select a specific area where

possible alternate airports are shown. Secondly, a participant suggested in this context to

be able to pin airports and delete them via common swiping gestures. Hereby, an idea

was introduced as well to be able to select two airports and get a direct comparison of

their specific status and corresponding data. Furthermore, it was proposed multiple times

that all possible alternates were to be shown on the map, with their status marked by a

circle in their respective IPAS rating color: green, amber or red. Those airports on the

map should then be selectable. Next, multiple participants wished for the ability to enter

the International Civil Aviation Organisation (ICAO) code of a desired alternate airport.

Those codes are used to identify aerodromes. Furthermore, the idea of integrating the

destination alternates into the ‘Nearest Alternate Airports’ page was supported by all par-

ticipants.

Even though the zoomed-in view was voted to be unhelpful by ten participants in the gen-

eral questionnaire, during the interview, the participants stated that it was a unnecessary

feature for the specific scenarios but that this functionality could be useful for long-haul

flights or if there are many messages enroute.

Moreover, 13 of the participants stated that they trusted the system. Notably, four par-

ticipants said that the experience with the system will play a particularly important role
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regarding their trust in it. For example, participant five stated: "I think that if you have a

good experience three times, then you think the system is very good. If you have a bad

one twice, you question it all the more. I think that experience plays a very big role".

Furthermore, some participants stated that they would verify the data.

Contrary to the questionnaires results, the additional explanatory details were perceived

as overall positive and the participants confirmed that they believe they help them to trust

the system better. Hereby, one participant said: ‘That was extremely good and I found that

I could really understand how the message came about. And I also realize how that helps

with basic trust’. Another stated that at first, he did not trust the system, but with more

information and explanations, his trust in the system increased. In this regard, specifically

the data source was emphasized to help user trust. Everyone from group 1 stated that

they appreciated this information, whereby some said it could be even more detailed.

Participants of group 2 explicitly asked for such information, as participant ten stated:

"[With some messages] I somehow lack the source of where it comes from [and] if the

information is evidence-based [...]." Generally, when asked about it, participants of group

2 also stated that they believe such information will foster greater trust. Thereby, seven

participants also expressed a desire for the inclusion of direct links to original sources.

In addition to the data source, a timestamp for the information and messages was desired

by the participants, especially for weather information. Regarding this, one participant

mentioned that the information needs to be updated regularly, suggesting that having the

latest updates is important and that a timestamp would be beneficial.

Conversely, the participants stated that they are not sure how much they will gain from

the confidence level. One participant said it might be useful if the system shows when it

is uncertain but leans in a particular direction. However, they were unsure if this might

cause confusion in everyday operations. Several participants confirmed that experience

is the most important factor in being able to assess this value, but that they could not

determine whether this element itself is useful to better assess the system and trust it

more appropriately.

The last element that should contribute to the explanation of the IPAS’s assessment and

provide more context is the ‘Airport Detail’ page. As confirmed in the questionnaire, all

participants found this page helpful, but there was some disagreement about the design.

One participant said that he particularly likes the graphical representation with the CWC,

while another would rather like a conventional presentation. In addition, one participant
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emphasizes that he likes the grouping and that it makes it clearer because it helps to

know where to look for information, while others found it to be a bit cluttered. In this

regard, one participant suggested a function that allows to switch between the graphical

and conventional data display.

Hereby, most participants also favored an additional, on-demand explanation of the weight-

ing that the IPAS rating represents that was researched by Schog (in press). In particu-

lar, participants would appreciate more information on how the individual factors are

weighted in the IPAS rating. Participant one, said that this function could also help to

check whether an important factor has been overlooked. When selecting an alternate air-

port, the IPAS would be like a third opinion in the cockpit, with which the crew could

verify or question their own assessment.

Lastly, further functionalities suggested included displaying common short tracks that are

frequently approved by ATC on the map. In regard to finding suitable alternate airports

participants also suggested displaying where other aircraft are headed during diversions

and providing more detailed information on fuel calculations, as mentioned before in the

think-alouds.

5.3 Discussion

5.3.1 Discussion of Usability Results

The results clearly showed a willingness among pilots to use the IPAS for non-emergency

operations, with 16 out of 18 participants affirming this. Regarding the systems usability,

the findings indicate that users generally found the system to be satisfactory. However,

while this score is good, it still proves room for improvement. Studies like that of Bangor

et al. (2009) indicate that a SUS mean of 85.5 or higher is indicative of excellent usability.

This suggests that while the IPAS performs well in terms of usability, enhancements could

elevate the UX from good to excellent. Hereby, rethinking the IA and how the division

between emergency and non-emergency modes is presented to the user may play an im-

portant role in improving the usability. Additionally, implementing the proposed changes

that are presented in section 6, should further improve user-satisfaction.

Hereby, a feature the participant appreciated was the implementation of the three classi-

fication categories. All but one participant understood the differences in messages and

stated that this classification helped in gaining a better overview. However, this clarity in
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classification might be due to the controlled environment of the study, where the classifi-

cations were given with the help of domain experts and therefore inherently aligned with

the participant’s expectations. Translating this system into a real-world application with

an AI-driven classification might pose multiple challenges. Firstly, those classifications

might be less straightforward and harder for users to interpret. Additionally, developing

an algorithm capable of accurately classifying these events poses a significant challenge.

The algorithm would need to account for a wide range of variables and context-specific

details to categorize events accurately based on their influence on the flight and severity.

Therefore, while the initial reception of the event classification is promising, ensuring

the same level of user satisfaction and understandability in the AI-based implementation

could potentially require further refinement and research.

Further elaborating on usability, the system achieved an above average score for the

PSSUQ in all scales except in ‘Interface Quality’. As elaborated in section 5.2, the main

reason for this was statement 15 ‘This system has all the functions and capabilities I ex-

pect it to have’, showing a significant difference between group 1 and 2 in scenario 1. As

noted in the think-alouds, the participants wished for more information about the airports

and underlying data for the IPAS rating, which might be the reason for the particularly low

rating and difference in both groups, as group 1 was provided this information. Further-

more, many additional features were brainstormed, and these user needs are still present,

which might be the reason why both groups rated this question comparably lower.

The lack of significant differences observed in scenario 2 could be due to several factors.

One possibility is that the system’s limitations were more apparent with the messages

of scenario 1, even though the scenarios were designed to be comparable. Moreover,

in scenario 2, users might have adapted to the system’s functionality and become more

familiar with it. Generally, it can be derived from this that the additional explanations

are desired from participants and that even more functionalities are wished for, which is

reflected in the think-aloud and interview results.

Moreover, even though there is no statistically significant difference between the usability

results between the scenarios, a tendency can be seen in figure 28 and 29 that the usability

rating is increasing with multiple uses. This trend suggests that repeated exposure to the

system might lead to a gradual increase in user satisfaction and proficiency.

Furthermore, within the HCT questionnaire a difference between both groups is notice-
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able in the subcategory ’Personal Attachment’. This was driven by responses to the ques-

tions ‘I find the system suitable to my style of decision making’, ‘I like using the system

for decision making’ and ‘I have a personal preference for making decisions with the

system’, as can be seen in the results in appendix B. This indicates that the explanatory

details might lead to a greater preference for using the system, as it aligns better with

the pilots’ decision-making style, further indicating that the explanatory details not only

enhanced personal attachment but also have a positive impact on usability, making the

system more user-friendly and effective.

5.3.2 Discussion of Trust Results

Next, when evaluating the trustworthiness of the system, all questionnaire results were

positive. The average trust scores were above the midpoint, indicating that pilots gener-

ally have higher than average trust in the IPAS. Additionally, in comparison to a study

by Papenfuss et al. (2020), which reported an average SATI score of 3.7 among air-traffic

controllers, this studies results suggest a higher level of user trust with the SATI in the

IPAS, although it should be noted that the trust levels might differ between the two pro-

fessions, making direct comparisons difficult.

This above average level of trust may be due to a high organizational trust or a generally

positive attitude toward AI demonstrated by the majority of participants. Nevertheless,

the results of custom questionnaires are difficult to interpret, due to the lack of benchmark

values, which should be kept in mind in this regard.

Moreover, in some questionnaires like the general trust questionnaire high standard de-

viations could be observed in the responses which suggest significant variability in trust

levels among participants. In particular, group 1 had a notable outlier: Participant 11

often rated the questions 1 to 2 points lower than all other participants, especially in the

general trust questionnaire where such a high standard deviation was measured. This

participant was also the only one of group 1 who expressed unwillingness to use such

a system. Similarly, group 2 had an outlier in participant 6, whose overall ratings were

lower than those of the other participants of group 2. This variability could have multiple

reasons. For participant 6 of group 2, those ratings might be due to his particularly low

attitude toward AI, as can be seen in appendix B. The same cannot be said for participant

11, who rated his attitude toward AI averagely. Here, the particular low ratings may be

attributed to his perception of insufficient data and explanations provided by the system.
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In the interview, participant 11 emphasized the high importance of having access to raw

data and expressed a desire for more detailed information. He stated that the given ex-

planatory details increased his trust, but not to his desired level. Accordingly, these high

standard deviations highlight the need for a more nuanced understanding of the factors

influencing trust and suggest that while overall trust is positive, individual perceptions

can vary widely. The ratings of participants 6 and 11 indicate that not all pilots share the

same level of trust, and understanding the reasons behind such disparities is crucial for

improving the system’s acceptance and trustworthiness.

Moreover, regarding the HCT questionnaire, comparably low faith scores could be ob-

served. This could be attributed to the training of pilots, that teaches them to critically

assess information, particularly in ambiguous or uncertain situations (Federal Aviation

Administration, 2009). Moreover, pilots’ reluctance to depend blindly on automated sys-

tems is desired, since research indicates that high levels of trust and reliance on automa-

tion can lead to complacency and automation bias, where significant system errors may

be overlooked (Parasuraman & Manzey, 2010).

When examining how the trust is influenced by the presence of explanatory details and

therefore the difference in the groups, the results were mixed. Group 1 had slightly higher

or the same scores in most statements compared to group 2, but there was no significant

difference in trust levels between the groups, except when it came to the perceived ad-

equacy of information provided to increase user trust. Here, as shown in the previous

section, participants in group 1, who received additional explanatory details, felt they

had more sufficient information to trust the system adequately in the second, but not the

first scenario. The reasons for this could be due to several facts like the difference in the

scenarios, using the system more often or the higher utilization of the explanation page.

However, there was a specific shift in rating for participants 5, 8 and 15. Notably, par-

ticipants 8 and 15 did not remember the function of the ‘Message Detail’ page and only

started using it in scenario 2, as they were reminded of it, which is what could have influ-

enced their changed rating. This interpretation is supported by the results of the question

‘The explanations help me to trust the system more adequately’ from the general trust

questionnaire in figure 33. Only group 1 answered this question, and the results show that

participants agreed that the explanations helped them trust the system more adequately.

Furthermore, even if there is no significant difference between both groups in the question

‘I trust the system adequately’, it is noteworthy that the average mean score of group 1 is
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higher than that of group 2. Summarizing, these results indicate that participants in both

groups generally had a high level of trust in the system. While group 2 had basic trust in

the system but no firm evidence to justify adequate trust, group 1 had more certainty in

the adequacy of their trust due to the additional explanatory details.

The quantitative and qualitative results for trust indicate that while there was an individual

perception of increased trust due to the explanations, this did not translate into statistically

significant differences across the broader trust measures used. This suggests a complex

relationship between the perceived and measurable impacts of design elements on trust,

highlighting the need for further exploration into how interface design can effectively en-

hance user trust in environments like aviation. The discrepancy between the quantitative

findings and the qualitative feedback could be attributed to several factors. The controlled,

laboratory setting might have instilled a baseline level of trust in the data provided, reduc-

ing the perceived necessity for further explanation. Moreover, the hypothetical nature of

the data, which was fabricated for the experiment, might have been inherently clear and

understandable, thus diminishing the apparent value of additional explanations. Addition-

ally, the traditional questionnaires used might not have been sensitive enough to capture

the nuances of how explanatory details influence user perception and trust.

These findings generally encourage a critical evaluation of how trust is measured. It

points to the necessity of integrating both qualitative and quantitative approaches to fully

understand the dimensions of trust in HAI.

5.4 Limitations

This study has several limitations that must be acknowledged. Firstly, the small sample

size of the study might impact the generalizability of the findings and reduce the statistical

power, potentially limiting the ability to detect significant effects. Nevertheless, it is

important to note that this study was designed to provide preliminary insights and guide

future research. The data collected from this study can still offer valuable trends and

patterns as a base for larger-scale studies.

Another limitation is that only men participated in the study. While this demographic

characteristic mirrors the predominantly male pilot population, it still restricts the gener-

alizability of the findings to all pilots. Furthermore, it should also be noted that all but

one of the participants were pilots of German nationality. Possible cultural differences are

57



therefore not covered in this study.

Moreover, the voluntary nature of the study likely attracted individuals with a particu-

lar interest in AI, automation, and technological advancements. This self-selection bias

means that those who are less interested or more skeptical about these topics may be un-

derrepresented. Consequently, the sample may skew toward more favorable perceptions

of AI and automation.

Another limitation of this study is that all measures were subjective, based on participant

self-reports. Future research should consider incorporating objective measures for more

reliable and consistent data.

The study’s use of a flat panel simulator and artificial scenarios is another limitation, as

these conditions might influence how participants perceive the system and their trust in

it. These simulated environments do not perfectly replicate real-world conditions, which

may affect the perceived risks and perceived trustworthiness of such a system.

Lastly, the balancing of groups in studies with a between-subject design poses challenges

(Jhangiani et al., 2019). This difficulty was reinforced in this study because participant

data like age, rank, and their attitude toward AI were collected only on the day of the

study. Consequently, it was not possible to predict the characteristics of participants on

upcoming days, leading to potential imbalances, despite the taken efforts.
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6 Recommendations and Future Directions

6.1 Recommendations for Usability and Functionalities

The study offered several insights for improving the IPAS interface for non-emergency

scenarios. Participants appreciated the simple interface, despite their need for extensive

background information. The solution of presenting information on-demand was well-

received in this regard, balancing simplicity with the desire for detailed data.

A main point that was noted by the participants regarding the systems usability, as de-

scribed in section 5.2, is the IA of the destinations alternate airports. Accordingly, these

should be integrated into the ‘Nearest Alternate Airport’ page. Hereby, it should be con-

sidered whether the strict division of modes should be presented to users in this form. In

the event of an emergency, e.g. a warning could be displayed on the timeline as well, in-

dicating that a technical error has been detected. This message could then be linked to the

‘Nearest Alternate Airports’ page. The requirements for these airports could be displayed

on a separate page, which could also be accessed in non-emergency scenarios to show the

general technical constraints of the aircraft, which could help users become more familiar

with this page.

In addition, as all participants wished for an option to sort the airports according to a

selectable criterion, this function should be integrated to the ‘Nearest Alternate Airports’

page. In general, according to the results presented in section 5.2, the ‘Nearest Alternate

Airports’ page should be more interactive so users can scroll in the map, select an area

where they want to search for alternate airports, be able to input the ICAO codes of air-

ports themselves and possible pin, delete or compare specific airports. Accordingly all

alternate airports could be included in the display with their status indicated by the IPAS’

rating colors. The capacity of airports could hereby also be indicated.

The map should furthermore be expanded. Thunderstorm cells, possible shortcuts and

other aircraft’s routes could be included via multiple layer on the map. Those functional-

ities should be tested.

Moreover, the navigation via the sidebar could be reconsidered and the space of the header

better utilized for this purpose. Since the use would be learnt in training, this is not too

much of a problem, but the more intuitive the design, the easier it is to use the system
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(Blackler et al., 2002). Hereby, new ways should be investigated to draw users’ attention

to new messages along the timeline, as the current display through a message counter and

pop-ups did not seem sufficient. As described in section 5.2, many participants wanted

read messages to be marked. This could be indicated with a color, a check mark or contrast

highlighting, similarly to known messenger services. This function could help to gain a

better overview and additionally solve the problem of new messages not being noticed.

Accordingly, a design realization of the read marker should be implemented and tested in

the following.

Regarding the results on the design decisions, it should be investigated in more detail

whether important information is lost if message icons are hidden when events are in the

past and whether a manual option to hide messages would be more suitable. Finally, since

the majority of participants wanted auditory feedback for new messages but not for other

information, this feature should be included and its impact explored.

Another element that requires further investigation is the use of the zoomed-in view. Dur-

ing the scenario, pilots indicated that the zoomed-in view was not as beneficial because

the scenarios did not necessitate its use. This suggests that its utility may vary depending

on the length of the flight and the number of events occurring. Accordingly, this function

could be tested in a more appropriate setting where its use might be more beneficial.

6.2 Recommendations for User Trust

Regarding recommendations to improve user trust, displaying a data source proved to be

a good way of increasing confidence in the system.

Furthermore, the ‘Airport Detail’ page should be integrated into the final design, as an

option to provide more on-demand information about airports to help pilots better assess

situations. Given differing preferences for the ‘Airport Detail’ pages design, a switchable

representation to accommodate both conventional and graphical views could be imple-

mented and tested.

Hereby, the idea of adding the data source to the ‘Airport Detail’ view for all displayed

information could also be included and tested.

Additionally, the functionality to click on the data source to view the original source

should be added and tested as well, as this was predicted by the pilots to promote trust.

Moreover, this could also offer the possibility of easier access to various manuals and
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handbooks. With regard to the pilots’ trust in the IPAS, the usefulness of a confidence

scale should be examined more closely, as some said that they would have to use the scale

over a longer period to assess its usefulness and to check whether it matches their own

judgement and actual experience.

Concerning the classification of messages, the majority of participants did not want any

further explanation as to why a message was classified as information, notification or

warning and preferred an explanation on how the classification generally works in the

manual. Accordingly, this information should be added to the manual and discussed in

training. Nevertheless, as discussed in section 5.3, the implementation of a real classifi-

cation algorithm needs further exploration.

Generally, to better understand the dynamics of the influence of explanatory details on

trust future studies could investigate the use of other questionnaires, more specific to the

hypothesis at hand. Furthermore, the design of the study might be rethought to a design

where participants are exposed to both versions of the system. This would allow a direct

comparison through the participants. Nevertheless, order effects might present themselves

in those designs, which might cloud the clarity of the results, which was the original

reason to deviate from such a study design. Another possibility could be extending the

study over several days or weeks, which could provide further insights into how trust and

usability perceptions develop over time and how sustained exposure to explanatory details

might influence trust in a more realistic setting.

6.3 Further Research Topics

In the next step, the feasibility of integrating user feedback to refine the AI, as per

Microsoft (2019), could be investigated. Hereby, users could give feedback if the pre-

dicted events became true and whether the following recommendation was approved or

followed. However, the recommendation of Microsoft (2019) to personalize the user’s

experience by learning from their actions over time is not recommended, as this was

strongly opposed by participants during the interviews. Additionally, many of the recom-

mended design principles by Microsoft (2019), such as conveying the consequences of

user actions and notifying users about changes, can be integrated into the training pro-

cess. Microsoft (2022) further elaborated on responsible AI development, which should

be taken into account when developing the AI module and overall functional system.
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Lastly, other functionalities that should be explored are displays regarding remaining and

needed fuel and more detailed overviews of operational information of the airports, since

those were wished for by multiple participants. Thereby, the exploration of the other

identified user needs and ideas could be investigated further to enhance the IPAS for non-

emergency operations. Topics for further research could include integrating the system

into briefing processes to monitor and summarize key information. Additionally, research

could explore forecasting probable approach routes and tracking miles, as well as sug-

gesting optimized flight paths and speeds to improve fuel efficiency and reduce emissions.

Finally, the potential of IPAS to streamline and enhance communication between aircraft,

ATC, and other relevant systems could be investigated.
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7 Conclusion

In this thesis, the potential applications of an IPAS for non-emergency situations and the

design options for such a system were explored. Thereby, the main objective was to iden-

tify the key functionalities of the IPAS and the willingness of pilots to use such a system,

to explore how the IPAS might be designed to ensure good usability and trustworthiness,

and to determine whether the inclusion of explanatory details helps to enhance trust in the

system.

To achieve this, a workshop was organized with experts in the field who brainstormed

different ideas for areas of application and functionalities for the IPAS in non-emergency

scenarios. These ideas were then grouped and evaluated, and ultimately, the MMAF

was developed as the main element. The IPAS should hereby continuously analyse and

evaluate all information along the route, identify potential challenges and communicate

them to the pilots. It should then provide recommendations on how to react to these

events. Additionally, the IPAS for non-emergency scenarios is intended to identify and

evaluate alternate airports in the area. Based on those ideas, a prototype was developed,

taking into account the guidelines discussed in section 2. The development of the IPAS

prototype followed a user-centered, iterative design process. Hereby, two versions were

developed: One with explanatory details added to explain all messages and airport ratings

and a version without those explanatory details. The two versions were then evaluated

in a final mixed-methods, between-subject study with 18 pilots. The pilots were divided

into two groups (one with explanatory details, one without) and were required to complete

two scenarios in a flat-panel simulator. Hereby, they were given several questionnaires on

usability and their trust in the system, and an interview was conducted at the end.

This study showed a high willingness of participants to use such a system, although the se-

lected sample has its limitations. Furthermore, the designed system proved to have a good

usability, although some potential improvements were found. In particular, the IA needs

to be adjusted, possibly removing the division between emergency and non-emergency

mode. In addition, the questionnaires revealed an average level of trust in the IPAS for

non-emergency situations in both groups, which did not differ significantly between the

groups. However, it was noticeable that group 1 stated that they felt that they had enough

information to trust the system adequately, compared to group 2 which did not. Different

to the questionnaires results in the think-alouds and interviews revealed that the pilots felt
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that the explanatory details increased their trust in the system and helped them to better

assess it. In particular, the data source and airport detail page were perceived as helpful in

this regard. The confidence scale was found to be rather unhelpful and more experience

would be required to properly assess its usefulness. Additionally, the version with ex-

planatory details seemed to better fit the pilots’ decision-making style, thereby positively

influencing its usability.

This difference between the quantitative and qualitative findings indicate the necessity

of integrating both approaches in order to gain a comprehensive understanding of the

dimensions of HCT and the need for further research.

In conclusion, many useful functionalities were explored in this thesis, which were well

received and said to integrate well into pilots’ workflow. Nevertheless, while the system

has a good usability, there are some suggestions for improvement and there is further need

to explore the influence of explanatory details on user trust.

64



References
Abras, C., Maloney-Krichmar, D., & Preece, J. (2004). User-Centered Design. In

W. S. Bainbridge (Ed.), Encyclopedia of Human-Computer Interaction (p. 445-
456). Thousand Oaks, CA: Sage Publications.

Anderson, E., Fannin, T., & Nelson, B. (2018). Levels of Aviation Autonomy. In 2018
ieee/aiaa 37th digital avionics systems conference (dasc) (p. 1-8). London, UK.
doi: 10.1109/DASC.2018.8569280

Bangor, A., Kortum, P., & Miller, J. (2009). Determining What Individual SUS
Scores Mean: Adding an Adjective Rating Scale. Journal of Usability Stud-
ies, 4(3), 114-123. Retrieved from https://uxpajournal.org/de/
determining-what-individual-sus-scores-mean-adding-an
-adjective-rating-scale/

Blackler, A., Popovic, V., & Mahar, D. (2002). Intuitive use of products. In
D. Durling & J. Shackleton (Eds.), Common Ground - DRS International Con-
ference 2002. London, United Kingdom: Design Research Society. Retrieved
from https://dl.designresearchsociety.org/drs-conference
-papers/drs2002/researchpapers/8

Bordens, K. S., & Abbott, B. B. (2010). Research Design and Methods: A Process
Approach (8th ed.). New York, NY: McGraw-Hill.

Brooke, J. (1995, 11). SUS: A quick and dirty usability scale. Usability Evaluation in
Industry, 189.

Dahlbäck, N., Jönsson, A., & Ahrenberg, L. (1993). Wizard of oz studies — why and
how. Knowledge-Based Systems, 6(4), 258-266. (Special Issue: Intelligent User
Interfaces) doi: https://doi.org/10.1016/0950-7051(93)90017-N

DIN EN ISO 9241-11. (2018). Ergonomie der Mensch-System-Interaktion – Teil 11:
Gebrauchstauglichkeit: Begriffe und Konzepte. Beuth Verlag GmbH. (Norm) doi:
10.31030/2757945

DIN EN ISO 9241-210. (2019). Ergonomie der Mensch-System-Interaktion – Teil 210:
Menschzentrierte Gestaltung interaktiver Systeme. Beuth Verlag GmbH. (Norm)
doi: 10.31030/3104744

Djartov, B., & Würfel, J. (in press). Navigating Decisions in the Cockpit - The Intelli-
gent Pilot Advisory System. In Lecture Notes in Computer Science. Heidelberg,
Germany: Springer-Verlag.

EASA. (2007). Certification specifications for large aeroplanes cs-25, amendment 3 (Cer-
tification Specification). European Aviation Safety Agency. (Includes CS/AMC
25.1302 Interface Development Guideline)

EASA. (2020). Artificial Intelligence Roadmap: A human-centric approach
to AI in aviation (Tech. Rep.). Cologne, Germany. Retrieved from
https://www.easa.europa.eu/en/newsroom-and-events/news/
easa-artificial-intelligence-roadmap-10-published (A
human-centric approach to AI in aviation)

EASA. (2023). Artificial Intelligence Roadmap 2.0: A human-centric ap-
proach to AI in aviation (Tech. Rep.). Cologne, Germany. Retrieved from
https://www.easa.europa.eu/en/document-library/general
-publications/easa-artificial-intelligence-roadmap-20

EASA. (2024). First Usable Guidance for Level 1 and 2 Machine Learning Applications
(Concept Paper No. Proposed Issue 02). Cologne, Germany: European Union Avi-
ation Safety Agency. Retrieved from https://www.easa.europa.eu/en/
document-library/general-publications/easa-artificial

VII

https://uxpajournal.org/de/determining-what-individual-sus-scores-mean-adding-an-adjective-rating-scale/
https://uxpajournal.org/de/determining-what-individual-sus-scores-mean-adding-an-adjective-rating-scale/
https://uxpajournal.org/de/determining-what-individual-sus-scores-mean-adding-an-adjective-rating-scale/
https://dl.designresearchsociety.org/drs-conference-papers/drs2002/researchpapers/8
https://dl.designresearchsociety.org/drs-conference-papers/drs2002/researchpapers/8
https://www.easa.europa.eu/en/newsroom-and-events/news/easa-artificial-intelligence-roadmap-10-published
https://www.easa.europa.eu/en/newsroom-and-events/news/easa-artificial-intelligence-roadmap-10-published
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-roadmap-20
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-roadmap-20
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2


-intelligence-concept-paper-issue-2
European Commission. (2019). Ethik-Leitlinien für eine vertrauenswürdige KI. Re-

trieved from https://ec.europa.eu/digital-single-market/en/
high-level-expert-group-artificial-intelligence (This doc-
ument was drafted by the High-Level Expert Group on AI (HEG-KI).)

Federal Aviation Administration. (2009). Risk management Handbook (Tech.
Rep.) Retrieved from https://www.faasafety.gov/files/events/
GL/GL09/2017/GL0975485/Risk_Mngt_-_Ch_5.pdf

Federal Aviation Administration. (2021). What is a NOTAM? Retrieved from https://
www.faa.gov/about/initiatives/notam/what_is_a_notam (Ac-
cessed: 2024-06-12)

Flemisch, M., Frank O. Preutenborbeck, Baltzer, M., Wasser, J., Kehl, C., Grünwald,
R., Pastuszka, H.-M., & Dahlmann, A. (2022). Human Systems Exploration for
Ideation and Innovation in Potentially Disruptive Defense and Security Systems. In
G. Adlakha-Hutcheon & A. Masys (Eds.), Disruption, Ideation and Innovation for
Defence and Security (pp. 79–117). Cham: Springer International Publishing. doi:
10.1007/978-3-031-06636-8_5

Glicksohn, J., & Naor-Ziv, R. (2016). Personality profiling of pilots: traits and cognitive
style. International Journal of Personality Psychology, 2, 7–14.

Goillau, P., Kelly, C., Boardman, M., & Jeannot, E. (2003, 05). Guidelines for Trust in
Future ATM Systems: Measures (Tech. Rep.).

Google. (2019). PAIR. People + AI Guidebook. Retrieved from https://pair
.withgoogle.com/guidebook (Accessed: 2024-06-28)

Hartson, R., & Pyla, P. S. (2018). The UX book: Agile UX design for a quality user
experience. Morgan Kaufmann.

Hoffman, R. R., Mueller, S. T., Klein, G., & Litman, J. (2023). Mea-
sures for explainable AI: Explanation goodness, user satisfaction, mental mod-
els, curiosity, trust, and human-AI performance. Frontiers in Computer Sci-
ence, 5. Retrieved from https://www.frontiersin.org/articles/
10.3389/fcomp.2023.1096257 doi: 10.3389/fcomp.2023.1096257

Hormann, H.-J., & Maschke, P. (1996). On the Relation Between Personality and Job
Performance of Airline Pilots . The International Journal of Aviation Psychology,
6(2), 171–178. (PMID: 11762439) doi: 10.1207/s15327108ijap0602\_4

Hunger, R., Christoffels, L., Friedrich, M., Jameel, M., Pick, A., Gerdes, I., . . . Sobotzki,
F. (2024). Lesson learned: Design and perception of single controller operations
support tools. In D. Harris & W.-C. Li (Eds.), Engineering psychology and cogni-
tive ergonomics (pp. 15–33). Cham: Springer Nature Switzerland.

Jhangiani, R. S., Chiang, I.-C. A., Cuttler, C., & Leighton, D. C. (2019). Re-
search Methods in Psychology (4th edition ed.). Vancouver, BC: Kwantlen
Polytechnic University. Retrieved from https://kpu.pressbooks.pub/
psychmethods4e/chapter/experimental-design/ (Accessed:
2024-06-07)

Krug, S. (2014). Don’t Make Me Think, Revisited: A Common Sense Approach to Web
Usability. Berkeley, CA: New Riders.

Lee, J. D., & See, K. A. (2004). Trust in automation: Designing for appropriate reliance.
Human Factors, 46(1), 50–80.

Lewis, J. R. J., & Sauro, J. (2018). Item Benchmarks for the System Usabil-
ity Scale (SUS). Journal of Usability Studies, 14(3), 158-167. Retrieved
from https://uxpajournal.org/de/item-benchmarks-system
-usability-scale-sus/

VIII

https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2
https://www.easa.europa.eu/en/document-library/general-publications/easa-artificial-intelligence-concept-paper-issue-2
https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-intelligence
https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-intelligence
https://www.faasafety.gov/files/events/GL/GL09/2017/GL0975485/Risk_Mngt_-_Ch_5.pdf
https://www.faasafety.gov/files/events/GL/GL09/2017/GL0975485/Risk_Mngt_-_Ch_5.pdf
https://www.faa.gov/about/initiatives/notam/what_is_a_notam
https://www.faa.gov/about/initiatives/notam/what_is_a_notam
https://pair.withgoogle.com/guidebook
https://pair.withgoogle.com/guidebook
https://www.frontiersin.org/articles/10.3389/fcomp.2023.1096257
https://www.frontiersin.org/articles/10.3389/fcomp.2023.1096257
https://kpu.pressbooks.pub/psychmethods4e/chapter/experimental-design/
https://kpu.pressbooks.pub/psychmethods4e/chapter/experimental-design/
https://uxpajournal.org/de/item-benchmarks-system-usability-scale-sus/
https://uxpajournal.org/de/item-benchmarks-system-usability-scale-sus/


MacKenzie, I. S. (2024). Human-Computer Interaction: An Empirical Research Perspec-
tive (2nd ed.). Elsevier.

Madsen, M., & Gregor, S. D. (2000). Measuring Human-Computer Trust.. Retrieved
from https://api.semanticscholar.org/CorpusID:18821611

McAllister, D. J. (1995). Affect- and cognition-based trust as foundations for interper-
sonal cooperation in organizations. Academy of Management Journal, 38(1), 24–
59. Retrieved from https://doi.org/10.2307/256727 doi: 10.2307/
256727

McKnight, P. E., & Najab, J. (2010). Mann-Whitney U Test. In I. B. Weiner &
W. E. Craighead (Eds.), The corsini encyclopedia of psychology. John Wiley &
Sons. Retrieved from https://onlinelibrary.wiley.com/doi/abs/
10.1002/9780470479216.corpsy0524 doi: 10.1002/9780470479216
.corpsy0524

Microsoft. (2019). Guidelines for Human-AI Interaction. Retrieved from
https://www.microsoft.com/en-us/research/project/
guidelines-for-human-ai-interaction/ (Accessed: 2024-06-
28)

Microsoft. (2022). Microsoft Responsible AI Standard, v2: General Require-
ments. Retrieved from https://blogs.microsoft.com/wp-content/
uploads/prod/sites/5/2022/06/Microsoft-Responsible-AI
-Standard-v2-General-Requirements-3.pdf (Accessed: 2024-06-
24)

Nielsen, J. (1994). Usability Engineering. San Francisco, CA, USA: Morgan Kaufmann
Publishers Inc.

Norman, D. A. (1990). The Design of Everyday Things (No. Nr. 842). Doubleday.
Papenfuss, A., Reuschling, F., Jakobi, J., Rambau, T., Michaelsen, E., & Scherer-

Negenborn, N. (2020). Designing a fusion of visible and infra-red camera streams
for remote tower operations. In SANER 2020 - Proceedings of the 2020 IEEE 27th
International Conference on Software Analysis, Evolution, and Reengineering. doi:
10.1109/AERO47225.2020.9172645

Parasuraman, R., & Manzey, D. H. (2010, June). Complacency and bias in human use
of automation: an attentional integration. Human Factors, 52(3), 381-410. doi:
10.1177/0018720810376055

Rai, A. (2020). Explainable AI: From black box to glass box. Journal of the Academy of
Marketing Science, 48, 137–141.

REStARTS. (2023). 4 Phases of a Flight. Retrieved from https://www.fp7
-restarts.eu/index.php/home/root/state-of-the-art/
objectives/2012-02-15-11-58-37/71-book-video/parti
-principles-of-flight/126-4-phases-of-a-flight.html
(Accessed: 2024-06-07)

Riedesel, N. (2023). Nutzerzentrierte Gestaltung und Umsetzung eines Interfaces fuer
KI-basierte Risikobewertung im Airline Cockpit. Retrieved from https://elib
.dlr.de/193780/ (Bachelor thesis, Hamburg University)

Sauro, J., & Lewis, J. (2012). Standardized Usability Questionnaires. In Quantifying the
user experience (p. 185-240). Boston: Morgan Kaufmann. doi: 10.1016/B978-0
-12-384968-7.00008-4

Save, L. (2014). Not all or nothing, not all the same: classifying automation in practice.
Hindsight, 20, 64-68.

Save, L., Feuerberg, B., & Avia, E. (2012). Designing human-automation interaction: a
new level of automation taxonomy. In Proc. human factors of systems and technol-

IX

https://api.semanticscholar.org/CorpusID:18821611
https://doi.org/10.2307/256727
https://onlinelibrary.wiley.com/doi/abs/10.1002/9780470479216.corpsy0524
https://onlinelibrary.wiley.com/doi/abs/10.1002/9780470479216.corpsy0524
https://www.microsoft.com/en-us/research/project/guidelines-for-human-ai-interaction/
https://www.microsoft.com/en-us/research/project/guidelines-for-human-ai-interaction/
https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-Responsible-AI-Standard-v2-General-Requirements-3.pdf
https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-Responsible-AI-Standard-v2-General-Requirements-3.pdf
https://blogs.microsoft.com/wp-content/uploads/prod/sites/5/2022/06/Microsoft-Responsible-AI-Standard-v2-General-Requirements-3.pdf
https://www.fp7-restarts.eu/index.php/home/root/state-of-the-art/objectives/2012-02-15-11-58-37/71-book-video/parti-principles-of-flight/126-4-phases-of-a-flight.html
https://www.fp7-restarts.eu/index.php/home/root/state-of-the-art/objectives/2012-02-15-11-58-37/71-book-video/parti-principles-of-flight/126-4-phases-of-a-flight.html
https://www.fp7-restarts.eu/index.php/home/root/state-of-the-art/objectives/2012-02-15-11-58-37/71-book-video/parti-principles-of-flight/126-4-phases-of-a-flight.html
https://www.fp7-restarts.eu/index.php/home/root/state-of-the-art/objectives/2012-02-15-11-58-37/71-book-video/parti-principles-of-flight/126-4-phases-of-a-flight.html
https://elib.dlr.de/193780/
https://elib.dlr.de/193780/


ogy.
Schepman, A., & Rodway, P. (2023). The General Attitudes towards Artificial Intelli-

gence Scale (GAAIS): Confirmatory Validation and Associations with Personality,
Corporate Distrust, and General Trust. International Journal of Human–Computer
Interaction, 39(13), 2724–2741. doi: 10.1080/10447318.2022.2085400

Schog, S. (in press). Erklärbare KI im Flight Deck: Entwicklung und Evaluierung ver-
schiedener Darstellungsformen für menschzentrierte Erklärungen in KI-gestützten
Decision Support Systemen. (Bachelor’s thesis)

SKYbrary. (2024a). Critical Point (CP). Retrieved from https://skybrary.aero/
articles/critical-point-cp (Accessed: 2024-06-18)

SKYbrary. (2024b). FOR-DEC. Retrieved from https://skybrary.aero/
articles/dec (Accessed: 2024-06-09)

Steimle, T., & Wallach, D. (2022). Collaborative UX Design: Lean UX und Design Think-
ing: Teambasierte Entwicklung menschzentrierter Produkte. Heidelberg, Germany:
dpunkt. verlag.

Sutton, R. T., Pincock, D., Baumgart, D. C., Sadowski, D. C., Fedorak, R. N., & Kroeker,
K. I. (2020). An overview of clinical decision support systems: benefits, risks, and
strategies for success. npj Digital Medicine, 3(1), 17. doi: 10.1038/s41746-020
-0221-y

Ternus, S., Würfel, J., Papenfuß, A., Wies, M., & Rumpler, M. (2024). Exploring Func-
tionalities for an Intelligent Pilot Advisory System in Normal Operation. In Inter-
national conference on human-computer interaction (pp. 235–247).

Vasey, B., Nagendran, M., Campbell, B., Clifton, D. A., Collins, G. S., Denaxas, S., . . .
Zheng, Y. H. (2022). Reporting guideline for the early-stage clinical evaluation
of decision support systems driven by artificial intelligence: DECIDE-AI. Nature
Medicine, 28, 924–933. doi: 10.1038/s41591-022-01772-9

without author. (2023). Mann-Whitney U Test. Retrieved from https://
www.statisticssolutions.com/wp-content/uploads/wp-post
-to-pdf-enhanced-cache/1/mann-whitney-u-test-2.pdf (Ac-
cessed: 2024-06-07)

Würfel, J., Djartov, B., Papenfuß, A., & Wies, M. (2023). Intelligent Pilot Advisory
System: The journey from ideation to an early system design of an AI-based
decision support system for airline flight decks. In Ahfe 2023. Retrieved from
https://elib.dlr.de/193112/ doi: 10.54941/ahfe1003844

Würfel, J., & Flemisch, F. O. (2024). Human System Exploration for the AI-based flight
deck decision support system IPAS. In Human Factors and Ergonomics Society
Europe Chapter Annual Meeting 2024. Retrieved from https://elib.dlr
.de/203625/

Würfel, J., Papenfuß, A., & Wies, M. (2024). Operationalizing AI Explainability Using
Interpretability Cues in the Cockpit: Insights from User-Centered Development of
the Intelligent Pilot Advisory System (IPAS). In Artificial intelligence in hci: 5th
international conference (p. 297–315). Berlin, Heidelberg: Springer-Verlag. doi:
10.1007/978-3-031-60606-9_17

Yablonski, J. (2024). Laws of ux. O’Reilly Media, Inc.
Zingale, C. M., & Woroch, B. (2019, September). Air Traffic Control Decision Sup-

port Tool Design and Implementation Handbook (Tech. Rep. No. DOT/FAA/TC-
19/37). Atlantic City International Airport, NJ: Federal Aviation Administra-
tion. Retrieved from https://hf.tc.faa.gov/publications/2019
-atc-decision-support-tool/

X

https://skybrary.aero/articles/critical-point-cp
https://skybrary.aero/articles/critical-point-cp
https://skybrary.aero/articles/dec
https://skybrary.aero/articles/dec
https://www.statisticssolutions.com/wp-content/uploads/wp-post-to-pdf-enhanced-cache/1/mann-whitney-u-test-2.pdf
https://www.statisticssolutions.com/wp-content/uploads/wp-post-to-pdf-enhanced-cache/1/mann-whitney-u-test-2.pdf
https://www.statisticssolutions.com/wp-content/uploads/wp-post-to-pdf-enhanced-cache/1/mann-whitney-u-test-2.pdf
https://elib.dlr.de/193112/
https://elib.dlr.de/203625/
https://elib.dlr.de/203625/
https://hf.tc.faa.gov/publications/2019-atc-decision-support-tool/
https://hf.tc.faa.gov/publications/2019-atc-decision-support-tool/


A Questionnaires

A.1 Demographic Questionnaire

Welcome to the HMI laboratory of the German Aerospace Center (DLR).

At the beginning of the study, we ask you to provide the basic data required to analyse
the study. This data will be analysed anonymously.

Section A: 

A1. Please enter your two-digit subject code.

Section B: 

B1. Please state your gender.

 Male

Female

Non-binary

Not specified

B2. How old are you?

 < 30 years old

30-39 years old

40-49 years old

50-59 years old

> 59 years old

B3. Please state your nationality.
 

B4. If you agree to the HRV measurement: Please enter your current
weight (in whole numbers, i.e. 74.3 = 74 or 81.8 = 82).
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B5. If you agree to the HRV measurement: Please enter your height (in
cm, e.g. 182).

B6. What is your highest flying licence?

 ATPL

MPL

CPL

Andere

B7. In which year did you first obtain your commercial pilot's licence?
Please enter the year as a 4 digit number.

B8. How many flying hours have you obtained in total so far?

 0 - 1500

1501 - 3000

3001 - 5000

5001 - 10 000

über 10 000

B9. How many flying hours have you obtained in the last 12 months?
Please enter the number of hours only in digits.

 

B10. Which type rating did you hold in the past or are you currently
holding?

I currently hold the following type rating...

I had the following type ratings, but they are currently not active...

B11. Are you currently employed in an aviation-related position/as a pilot?

 Yes

No
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B12. Which airline is your employer?
 

B13. Which rank do you hold in your current or previous employment?

 CPT

SFO

FO

keine

Section C: 

C1. Below you will find sentences about the attitude toward Artificial
Intelligence (AI). Please state how much you agree or disagree with
those statements.

Not at
all         

Completl
y Agree

I think AI
technology is

positive for
humanity

I think I will use
AI technology in

the future

I believe that AI
will improve my

work

I believe that AI
will improve my

life

C2. Are there AI Tools that you regularly use? If yes, which ones and why?
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A.2 Experiment Questionnaires

SUS 1 2 3 4 5
1. I think that I would like to use this system frequently. ◦ ◦ ◦ ◦ ◦
2. I found the system unnecessarily complex. ◦ ◦ ◦ ◦ ◦
3. I thought the system was easy to use. ◦ ◦ ◦ ◦ ◦
4. I think that I would need the support of a technical person to be
able to use this system.

◦ ◦ ◦ ◦ ◦

5. I found the various functions in this system were well integrated. ◦ ◦ ◦ ◦ ◦
6. I thought there was too much inconsistency in this system. ◦ ◦ ◦ ◦ ◦
7. I would imagine that most people would learn to use this system
very quickly.

◦ ◦ ◦ ◦ ◦

8. I found the system very cumbersome to use. ◦ ◦ ◦ ◦ ◦
9. I felt very confident using the system. ◦ ◦ ◦ ◦ ◦
10. I needed to learn a lot of things before I could get going with
this system.

◦ ◦ ◦ ◦ ◦

SUS. 1: Strongly Disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly Agree
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PSSUQ 1 2 3 4 5 6 7 N.A.
System Usefulness
1. Overall, I am satisfied with how easy it is to use
this system.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

2. It was simple to use this system. ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
3. I was able to complete the tasks and scenarios
quickly using this system.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

4. I felt comfortable using this system. ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
5. It was easy to learn to use this system. ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
6. I believe I could become productive quickly using
this system.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

Information Quality
7. The system gave error messages that clearly told
me how to fix problems.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ×

8. Whenever I made a mistake using the system, I
could recover easily and quickly.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ×

9. The information (such as online help, on-screen
messages, and other documentation) provided with
this system was clear.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

10. It was easy to find the information I needed. ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
11. The information was effective in helping me
complete the tasks and scenarios.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

12. The organization of information on the system
screens was clear.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

Interface Quality
13. The interface of this system was pleasant. ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
14. I liked using the interface of this system. ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
15. This system has all the functions and capabilities
I expect it to have.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

Overall
16. Overall, I am satisfied with this system. ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

PSSUQ Questionnaire. 1: Strongly Agree to 7: Strongly Disagree, N.A.: Not applicable

Explainability 1 2 3 4 5
The explanations provide sufficient detail on the factors taken into
account for generating the messages.

◦ ◦ ◦ ◦ ◦

With the help of the explanations I understand why the messages
are shown and why the corresponding advice was given.

◦ ◦ ◦ ◦ ◦

The explanations regarding the messages are satisfactory. ◦ ◦ ◦ ◦ ◦
The explanations provide insight into the accuracy of the messages. ◦ ◦ ◦ ◦ ◦
The explanations of the messages help me with my decision making
when deliberating how to proceed.

◦ ◦ ◦ ◦ ◦

The explanations help me understand how I can use the messages
in my decision making.

◦ ◦ ◦ ◦ ◦

The explanations of the messages seem complete. ◦ ◦ ◦ ◦ ◦

Explainability Questionnaire. 1: Strongly Disagree, 2: Disagree, 3: Neutral, 4: Agree, 5:
Strongly Agree
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HCT 1 2 3 4 5
Perceived Reliability
1. The system always provides the advice I require to make my
decision.

◦ ◦ ◦ ◦ ◦

2. The system performs reliably. ◦ ◦ ◦ ◦ ◦
3. The system responds the same way under the same conditions at
different times.

◦ ◦ ◦ ◦ ◦

4. I can rely on the system to function properly. ◦ ◦ ◦ ◦ ◦
5. The system analyzes problems consistently. ◦ ◦ ◦ ◦ ◦
Perceived Technical Competence
6. The system uses appropriate methods to reach decisions. ◦ ◦ ◦ ◦ ◦
7. The system has sound knowledge about this type of problem built
into it.

◦ ◦ ◦ ◦ ◦

8. The advice the system produces is as good as that which a highly
competent person could produce.

◦ ◦ ◦ ◦ ◦

9. The system correctly uses the information I enter. ◦ ◦ ◦ ◦ ◦
10. The system makes use of all the knowledge and information
available to it to produce its solution to the problem.

◦ ◦ ◦ ◦ ◦

Perceived Understandability
11. I know what will happen the next time I use the system because
I understand how it behaves.

◦ ◦ ◦ ◦ ◦

12. I understand how the system will assist me with decisions I have
to make.

◦ ◦ ◦ ◦ ◦

13. Although I may not know exactly how the system works, I know
how to use it to make decisions about the problem.

◦ ◦ ◦ ◦ ◦

14. It is easy to follow what the system does. ◦ ◦ ◦ ◦ ◦
15. I recognize what I should do to get the advice I need from the
system the next time I use it.

◦ ◦ ◦ ◦ ◦

Faith
16. I believe advice from the system even when I don’t know for
certain that it is correct.

◦ ◦ ◦ ◦ ◦

17. When I am uncertain about a decision I believe the system rather
than myself.

◦ ◦ ◦ ◦ ◦

18. If I am not sure about a decision, I have faith that the system
will provide the best solution.

◦ ◦ ◦ ◦ ◦

19. When the system gives unusual advice I am confident that the
advice is correct.

◦ ◦ ◦ ◦ ◦

20. Even if I have no reason to expect the system will be able to
solve a difficult problem, I still feel certain that it will.

◦ ◦ ◦ ◦ ◦

Personal Attachment
21. I would feel a sense of loss if the system was unavailable and I
could no longer use it.

◦ ◦ ◦ ◦ ◦

22. I feel a sense of attachment to using the system. ◦ ◦ ◦ ◦ ◦
23. I find the system suitable to my style of decision making. ◦ ◦ ◦ ◦ ◦
24. I like using the system for decision making. ◦ ◦ ◦ ◦ ◦
25. I have a personal preference for making decisions with the sys-
tem.

◦ ◦ ◦ ◦ ◦

HCT Questionnaire. 1: Strongly Disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly
Agree
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SATI 0 1 2 3 4 5 6
1. ... the system was useful. ◦ ◦ ◦ ◦ ◦ ◦ ◦
2. ... the system was reliable. ◦ ◦ ◦ ◦ ◦ ◦ ◦
3. ... the system worked accurately. ◦ ◦ ◦ ◦ ◦ ◦ ◦
4. ... the system was understandable. ◦ ◦ ◦ ◦ ◦ ◦ ◦
5. ... the system worked robustly (in difficult situations,
with invalid inputs, etc.).

◦ ◦ ◦ ◦ ◦ ◦ ◦

6. ... I was confident when working with the system. ◦ ◦ ◦ ◦ ◦ ◦ ◦

SATI Questionnaire. 0: Never, 1: Seldom, 2: Sometimes, 3: Often, 4: More Often, 5:
Very Often, 6: Always

Trust based on EASA’s AI Roadmap 1 2 3 4 5
1. I believe the system enhances my decision-making without un-
dermining my control as a pilot.

◦ ◦ ◦ ◦ ◦

2. I am confident in the system to be reliable and safe under various
conditions.

◦ ◦ ◦ ◦ ◦

3. I believe my data will be handled safely and responsibly by the
system.

◦ ◦ ◦ ◦ ◦

4. The system’s decision making processes are understandable and
transparent to me.

◦ ◦ ◦ ◦ ◦

5. I believe the advice provided from the system is free from bias. ◦ ◦ ◦ ◦ ◦
6. I believe the system considers environmental well-being in its
decision making process.

◦ ◦ ◦ ◦ ◦

7. I believe there are effective mechanisms in place for address-
ing potential inaccuracies or failures in the advice provided by the
system.

◦ ◦ ◦ ◦ ◦

Trust Questionnaire based on EASA’s AI Roadmap. 1: Strongly Disagree, 2: Disagree,
3: Neutral, 4: Agree, 5: Strongly Agree

General Trust Questionnaire 1 2 3 4 5
Trust in the presented Information
1. How often did you trust the information the system gave you? ◦ ◦ ◦ ◦ ◦
Trust in the System
2. I trust the system. ◦ ◦ - ◦ ◦
3. I have enough information to trust the system adequately. ◦ ◦ - ◦ ◦
4. The explanations help me to trust the system more adequately. ◦ ◦ - ◦ ◦
5. I trust the system adequately. ◦ ◦ - ◦ ◦

General Trust Questionnaire. Question 1: 1: Never, 2: Seldom, 3: Sometimes, 4: Often,
5: Always. Questions 2-5: 1: Strongly Disagree, 2: Disagree, 3: Agree, 4: Strongly
Agree
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Question Options
1. Would you like to use the system regularly for mis-
sion support?

◦ Yes
◦ No

2. Would the system integrate well into your normal
flight operations?

◦ Yes
◦ No

3. Do the explanations make it more likely that you
would use the system for mission support regularly?

◦ Yes
◦ No

4. Would you like more or fewer explanatory details
for the system’s decisions?

◦ Fewer explanatory details
◦ As it is
◦ More explanatory details

5. Do you think that the explanations help you to un-
derstand the system better?

◦ Yes
◦ No

6. How satisfied were you with the IPAS? ◦ Very Unsatisfied
◦ Unsatisfied
◦ Neither unsatisfied nor sat-
isfied
◦ Satisfied
◦ Very Satisfied

General Evaluation Questionnaire

Question Options
1. Do you want the message-icons (information, noti-
fication & warning) to be hidden when the aircraft has
flown past them?

◦ Yes
◦ No
◦ I don’t know / I don’t care

2. Would you like to be able to hide the message-icons
permanently when you no longer want to see them (dis-
regarding when they take place)?

◦ Yes
◦ No
◦ I don’t know / I don’t care

3. Did you find the option to display the current alter-
nate airports helpful?

◦ Yes
◦ No

4. Would you like to be able to sort or change the dis-
played alternate airports according to certain criteria?

◦ Yes
◦ No
◦ I don’t know / I don’t care

5. Would you like an overview over all possible alter-
nate airports along your route?

◦ Yes
◦ No
◦ I don’t know / I don’t care

6. Did you find the "Airport Detail Page" helpful? ◦ Yes
◦ No

7. Did you find the "Message Detail Page" helpful? ◦ Yes
◦ No

8. Did you find the close up view of the route (in which
you can only see the next 100NM) helpful?

◦ Yes
◦ No

9. Was the difference between information, notifica-
tion and warning clear?

◦ Yes
◦ No

10. Was the distinction between information, notifica-
tion and warning visually clear?

◦ Yes
◦ No

Design Decision Questionnaire
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B Results

Group 1
VPNR AI1 AI2 AI3 AI4 Mean

1 9 9 10 7 8.75
4 6 6 8 4 6
5 7 6 8 5 6.5
8 4 3 7 5 4.75
9 8 7 6 6 6.75

11 6 6 6 6 6
15 7 9 10 3 7.25
16 8 8 9 9 8.5
17 7 7 9 6 7.25

Mean 6.89 6.78 8.11 5.67 6.86

Group 2
VPNR AI1 AI2 AI3 AI4 Mean

2 7 6 7 7 6.75
3 10 8 10 10 9.5
6 2 2 2 2 2
7 8 8 8 7 7.75

10 8 9 10 7 8.5
13 5 5 7 3 5
14 8 8 10 6 8
18 7 8 8 8 7.75
19 6 7 7 4 6

Mean 6.78 6.78 7.67 6.00 6.81

Attitude towards AI
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Group 1 - Mid Experiment Group 2 - Mid Experiment

VPNR SUS Score SUS 100 Scale VPNR SUS Score SUS 100 Scale

1 28 70 2 27 67.5

2 26 65 3 26 65

5 32 80 6 29 72.5

8 33 82.5 7 30 75

9 33 82.5 10 31 77.5

11 21 52.5 13 31 77.5

15 36 90 14 29 72.5

16 31 77.5 18 31 77.5

17 31 77.5 19 30 75

Mean 30.11 75.28 Mean 29.33 73.33

Group 2 - Post Experiment Group 2 - Post Experiment

VPNR SUS Score SUS 100 Scale VPNR Mean SUS_Score

1 30 75 2 29 72.5

4 30 75 3 27 67.5

5 32 80 6 27 67.5

8 35 87.5 7 30 75

9 32 80 10 35 87.5

11 23 57.5 13 34 85

15 39 97.5 14 28 70

16 27 67.5 18 32 80

17 30 75 19 32 80

Mean 30.89 77.22 Mean 30.44 76.11

SUS Results
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Group 1 - Mid Experiment
VP# 1 2 3 4 5 6 SYS 9 10 11 12 INFO 13 14 15 INTERQUAL16 Mean

1 2 2 2 2 2 1 1.83 3 4 3 3 3.25 2 2 2 2.00 2 2.29
4 3 3 3 2 3 2 2.67 5 2 3 4 3.50 3 3 3 3.00 2 2.93
5 2 2 2 3 1 3 2.17 2 1 3 2 2.00 2 2 3 2.33 3 2.21
8 3 2 3 4 2 2 2.67 4 3 3 2 3.00 1 2 3 2.00 2 2.57
9 5 2 5 2 2 2 3.00 2 3 2 3 2.50 2 2 3 2.33 2 2.64
11 5 5 5 6 3 4 4.67 3 6 4 6 4.75 5 6 6 5.67 5 4.93
15 1 1 2 2 1 1 1.33 3 3 1 2 2.25 3 3 2 2.67 2 1.93
16 2 2 2 2 2 2 2.00 2 2 2 2 2.00 2 2 3 2.33 2 2.07
17 2 1 1 2 2 2 1.67 3 3 3 2 2.75 2 2 4 2.67 2 2.21

MEAN o. 12:2.78 2.22 2.78 2.78 2.00 2.11 2.44 3.00 3.00 2.67 2.89 2.89 2.44 2.67 3.22 2.78 2.44 2.64

Group 2 - Mid Experiment
VP# 1 2 3 4 5 6 SYS 9 10 11 12 INFO 13 14 15 INTERQUAL16 Mean

2 3 3 3 3 2 4 3.00 3 3 3 2 2.75 3 2 4 3.00 3 2.93
3 3 3 3 3 3 2 2.83 5 4 2 3 3.50 5 3 4 4.00 2 3.21
6 2 2 2 5 2 4 2.83 5 5 4 2 4.00 2 4 5 3.67 5 3.50
7 2 2 2 2 2 2 2.00 3 2 2 2 2.25 2 2 3 2.33 2 2.14
10 2 1 2 2 2 2 1.83 1 3 2 2 2.00 2 2 3 2.33 2 2.00
13 2 2 3 2 2 2 2.17 2 3 2 1 2.00 2 3 4 3.00 3 2.36
14 4 3 6 3 3 3 3.67 5 5 3 5 4.50 5 3 6 4.67 5 4.21
18 2 2 2 2 2 2 2.00 1 2 3 2 2.00 2 2 6 3.33 2 2.29
19 2 2 3 2 1 2 2.00 3 3 2 3 2.75 3 2 6 3.67 3 2.64

MEAN:2.44 2.22 2.89 2.67 2.11 2.56 2.48 3.11 3.33 2.56 2.44 2.86 2.89 2.56 4.56 3.33 3.00 2.81

Group 1 - Post Experiment
VP# 1 2 3 4 5 6 SYS 9 10 11 12 INFO 13 14 15 INTERQUAL16 Mean

1 3 2 2 1 2 2 2.00 2 2 2 3 2.25 2 2 3 2.33 2 2.14
4 2 2 2 2 2 2 2.00 4 3 2 5 3.50 3 2 3 2.67 2 2.57
5 2 2 2 2 1 2 1.83 1 2 2 2 1.75 2 2 2 2.00 2 1.86
8 2 2 2 2 2 1 1.83 2 3 2 1 2.00 1 2 5 2.67 3 2.14
9 3 2 2 2 2 2 2.17 2 2 1 2 1.75 2 2 2 2.00 2 2.00
11 4 3 3 5 3 4 3.67 4 4 4 5 4.25 5 4 5 4.67 4 4.07
15 1 1 1 1 1 1 1.00 3 2 1 2 2.00 2 2 3 2.33 1 1.57
16 2 2 2 2 2 2 2.00 2 2 3 2 2.25 2 2 3 2.33 2 2.14
17 2 2 2 2 2 2 2.00 4 2 2 3 2.75 2 2 4 2.67 2 2.36

VP# 2.33 2.00 2.00 2.11 1.89 2.00 2.06 2.67 2.44 2.11 2.78 2.50 2.33 2.22 3.33 2.63 2.22 2.32

Group 2 - Post Experiment
VP# 1 2 3 4 5 6 SYS 9 10 11 12 INFO 13 14 15 INTERQUAL16 Mean

2 3 2 2 2 2 2 2.17 3 3 3 3 3.00 2 2 2 2.00 2 2.36
3 2 2 2 2 2 2 2.00 2 2 2 2 2.00 2 2 5 3.00 3 2.29
6 2 2 3 5 2 4 3.00 2 2 2 2 2.00 2 2 4 2.67 5 2.79
7 2 2 2 2 2 2 2.00 2 2 2 2 2.00 2 2 3 2.33 2 2.07
10 2 2 2 2 2 2 2.00 2 2 2 1 1.75 2 2 3 2.33 2 2.00
13 2 1 3 3 1 2 2.00 1 3 2 1 1.75 2 2 4 2.67 3 2.14
14 3 3 3 3 2 3 2.83 3 3 3 3 3.00 3 3 5 3.67 3 3.07
18 2 2 2 2 2 2 2.00 2 2 2 2 2.00 1 2 6 3.00 3 2.29
19 2 2 2 2 2 2 2.00 2 1 2 2 1.75 2 2 2 2.00 2 1.93

VP# 2.22 2.00 2.33 2.56 1.89 2.33 2.22 2.11 2.22 2.22 2.00 2.14 2.00 2.11 3.78 2.63 2.78 2.33

PSSUQ Results
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Group 1 - Mid Experiment
VPNR C1 C2 C3 C4 C5 C6 C7 Mean

1 5 5 5 5 5 5 5 5.00
4 3 4 4 4 4 4 3 3.71
5 3 3 2 4 4 4 3 3.29
8 4 3 3 4 4 3 2 3.29
9 4 4 4 4 3 4 3 3.71
11 4 4 4 4 4 4 2 3.71
15 4 5 4 4 5 5 5 4.57
16 4 4 3 3 4 4 4 3.71
17 4 3 4 3 4 4 4 3.71

Mean 3.89 3.89 3.67 3.89 4.11 4.11 3.44 3.86

Group 1 - Post Experiment
VPNR C1 C2 C3 C4 C5 C6 C7 Mean

1 5 4 4 4 5 4 5 4.43
4 4 4 4 4 4 3 2 3.57
5 4 4 3 4 4 4 4 3.86
8 4 4 3 3 3 4 3 3.43
9 4 4 4 4 5 4 5 4.29
11 4 2 3 2 2 2 2 2.43
15 5 5 5 5 4 4 5 4.71
16 4 4 4 4 4 4 4 4.00
17 4 4 3 2 4 4 3 3.43

Mean 4.22 3.89 3.67 3.56 3.89 3.67 3.67 3.79

Explainability Questionnaire Results
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Group 1 - Mid Experiment
VPNR SATI1 SATI2 SATI3 SATI4 SATI5 SATI6 Mean

1 5 5 5 6 3 4 4.67
4 4 6 6 3 6 6 5.17
5 4 4 5 6 4 3 4.33
8 6 5 5 4 5 2 4.50
9 4 3 3 4 3 4 3.50

11 1 3 3 2 3 1 2.17
15 5 6 6 6 6 4 5.50
16 6 6 6 6 6 5 5.83
17 4 5 6 5 4 5 4.83

Mean 4.33 4.78 5.00 4.67 4.44 3.78 4.50

Group 2 - Mid Experiment
VPNR SATI1 SATI2 SATI3 SATI4 SATI5 SATI6 Mean

2 4 4 4 4 3 4 3.83
3 4 3 3 2 3 2 2.83
6 2 3 3 6 6 2 3.67
7 5 6 6 5 5 6 5.50

10 5 5 5 5 5 5 5.00
13 4 4 3 5 4 4 4.00
14 2 3 3 3 3 3 2.83
18 5 5 3 5 6 5 4.83
19 2 5 5 5 3 3 3.83

Mean 3.67 4.22 3.89 4.44 4.22 3.78 4.04

Group 1 - Post Experiment
VPNR SATI1 SATI2 SATI3 SATI4 SATI5 SATI6 Mean

1 5 4 5 6 6 5 5.17
4 4 4 4 4 5 5 4.33
5 5 4 4 5 4 5 4.50
8 5 4 6 3 6 3 4.50
9 5 4 4 5 4 4 4.33

11 2 3 3 3 3 1 2.50
15 6 6 6 6 6 6 6.00
16 5 6 5 6 6 5 5.50
17 5 5 5 5 6 5 5.17

Mean 4.67 4.44 4.67 4.78 5.11 4.33 4.67

Group 2 - Post Experiment
VPNR SATI1 SATI2 SATI3 SATI4 SATI5 SATI6 Mean

2 4 3 3 4 3 4 3.50
3 5 5 5 5 5 5 5.00
6 2 3 3 5 3 2 3.00
7 5 6 6 5 6 6 5.67

10 5 5 6 6 6 6 5.67
13 4 4 4 5 4 4 4.17
14 3 3 3 3 3 3 3.00
18 5 5 5 5 5 5 5.00
19 4 4 3 5 5 5 4.33

Mean 4.11 4.22 4.22 4.78 4.44 4.44 4.37

SATI Results
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Group 1 - Mid Experiment

VPNR EASA1 EASA2 EASA3 EASA4 EASA5 EASA6 EASA7 Mean

1 4 4 5 4 4 2 3 3.71

4 4 4 4 4 3 3 4 3.71

5 3 3 4 2 3 2 2 2.71

8 4 4 5 2 4 2 3 3.43

9 4 3 3 2 2 3 3 2.86

11 3 2 4 2 2 3 3 2.71

15 5 3 5 4 2 2 2 3.29

16 4 4 4 3 4 3 3 3.57

17 4 4 5 4 3 3 3 3.71

Mean 3.89 3.44 4.33 3.00 3.00 2.56 2.89 3.30

Group 2 - Mid Experiment

VPNR EASA1 EASA2 EASA3 EASA4 EASA5 EASA6 EASA7 Mean

2 4 4 4 4 3 3 4 3.71

3 4 4 4 3 5 3 4 3.86

6 2 2 4 2 3 3 2 2.57

7 4 4 4 4 3 3 3 3.57

10 5 4 3 4 3 2 4 3.57

13 3 2 5 3 2 3 3 3.00

14 4 3 4 4 3 3 3 3.43

18 4 4 5 4 3 4 4 4.00

19 4 4 4 4 3 3 3 3.57

Mean 3.78 3.44 4.11 3.56 3.11 3.00 3.33 3.48

Group 1 - Post Experiment

VPNR EASA1 EASA2 EASA3 EASA4 EASA5 EASA6 EASA7 Mean

1 4 4 5 4 4 2 4 3.86

4 4 4 4 4 3 3 4 3.71

5 4 4 4 5 4 2 3 3.71

8 5 3 5 3 4 2 3 3.57

9 4 4 3 4 2 2 4 3.29

11 3 2 4 2 2 3 2 2.57

15 5 4 5 3 2 2 2 3.29

16 4 4 4 3 4 3 4 3.71

17 4 4 4 4 3 3 3 3.57

Mean 4.11 3.67 4.22 3.56 3.11 2.44 3.22 3.48

Group 2 - Post Experiment

VPNR EASA1 EASA2 EASA3 EASA4 EASA5 EASA6 EASA7 Mean

2 4 3 3 3 3 3 4 3.29

3 4 3 4 3 4 3 2 3.29

6 2 1 3 3 3 3 2 2.43

7 4 4 4 4 3 3 3 3.57

10 5 4 3 4 4 3 4 3.86

13 4 4 4 3 3 2 3 3.29

14 4 3 4 4 4 3 3 3.57

18 4 4 5 5 4 4 4 4.29

19 4 4 4 4 3 3 3 3.57

Mean 3.89 3.33 3.78 3.67 3.44 3.00 3.11 3.46

Results of Trust Questionnaire based on EASA’s AI Roadmap
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Group1 - Mid Experiment
VP# 1 2 3 4 5 Relia. 6 7 8 9 10 TC 11 12 13

1 4 4 3 5 5 4.20 4 4 3 3 4 3.60 4 4 4
4 3 4 4 4 4 3.80 4 4 4 3 4 3.80 4 4 4
5 2 3 3 3 4 3.00 3 4 2 3 4 3.20 3 3 4
8 3 4 4 4 5 4.00 4 4 3 4 5 4.00 3 3 4
9 4 4 4 3 4 3.80 4 4 3 3 4 3.60 4 4 4
11 2 3 3 3 3 2.80 3 2 1 3 3 2.40 2 2 4
15 4 4 5 3 4 4.00 5 3 4 4 5 4.20 4 5 5
16 3 4 4 4 4 3.80 4 4 3 3 4 3.60 4 4 4
17 3 4 3 4 4 3.60 4 4 3 4 4 3.80 4 5 4

M 3.11 3.78 3.67 3.67 4.11 3.67 3.89 3.67 2.89 3.33 4.11 3.58 3.56 3.78 4.11

14 15 Und. 16 17 18 19 20 Faith 21 22 23 24 25 PA Mean
4 3 3.80 4 3 4 2 4 3.40 4 4 4 4 4 4.00 3.80
3 4 3.80 1 2 1 1 2 1.40 3 4 4 4 3 3.60 3.28
4 4 3.60 2 2 2 2 2 2.00 3 4 4 4 4 3.80 3.12
4 4 3.60 2 2 3 1 2 2.00 2 2 4 4 3 3.00 3.32
3 4 3.80 3 2 2 2 2 2.20 1 4 4 4 3 3.20 3.32
3 4 3.00 2 1 1 1 1 1.20 1 1 2 3 3 2.00 2.28
5 5 4.80 2 4 4 1 3 2.80 5 4 5 5 5 4.80 4.12
4 4 4.00 3 2 3 2 3 2.60 2 4 4 4 4 3.60 3.52
4 4 4.20 3 2 3 2 3 2.60 2 4 4 4 4 3.60 3.56

3.78 4.00 3.84 2.44 2.22 2.56 1.56 2.44 2.24 2.56 3.44 3.89 4.00 3.67 3.51 3.37

Group 2 - Mid Experiment
VP# 1 2 3 4 5 Relia. 6 7 8 9 10 TC 11 12 13

2 3 3 3 4 4 3.40 4 3 3 3 3 3.20 4 3 4
3 3 4 3 4 4 3.60 4 3 2 3 3 3.00 3 3 4
6 2 3 3 3 3 2.80 3 3 2 3 2 2.60 4 4 4
7 4 4 4 4 4 4.00 4 4 3 3 3 3.40 4 4 4
10 4 5 4 4 5 4.40 4 4 5 3 4 4.00 5 4 4
13 4 4 3 3 4 3.60 4 4 4 3 2 3.40 4 5 4
14 3 3 3 3 3 3.00 3 3 2 3 3 2.80 3 4 4
18 3 4 5 4 4 4.00 4 4 1 4 4 3.40 4 5 5
19 2 4 3 3 3 3.00 3 4 4 4 3 3.60 4 4 4

M 3.11 3.78 3.44 3.56 3.78 3.53 3.67 3.56 2.89 3.22 3.00 3.27 3.89 4.00 4.11

14 15 Und. 16 17 18 19 20 Faith 21 22 23 24 25 PA Mean
3 4 3.60 4 2 4 2 2 2.80 3 4 4 4 4 3.80 3.36
4 4 3.60 4 2 4 2 4 3.20 2 3 4 4 3 3.20 3.32
5 4 4.20 1 1 1 1 1 1.00 1 1 2 2 1 1.40 2.40
4 4 4.00 2 2 3 2 3 2.40 2 2 4 4 4 3.20 3.40
4 5 4.40 2 1 3 3 3 2.40 4 4 4 4 4 4.00 3.84
4 4 4.20 2 3 1 1 1 1.60 2 4 2 2 1 2.20 3.00
3 4 3.60 3 3 3 2 3 2.80 1 3 3 3 3 2.60 2.96
5 4 4.60 4 4 4 3 3 3.60 2 2 4 4 4 3.20 3.76
4 4 4.00 3 3 2 2 2 2.40 1 1 3 4 4 2.60 3.12

4.00 4.11 4.02 2.78 2.33 2.78 2.00 2.44 2.47 2.00 2.67 3.33 3.44 3.11 2.91 3.24

HCT Results - Scenario 1
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Group 1 - Post Experiment
VP# 1 2 3 4 5 Relia. 6 7 8 9 10 TC 11 12 13

1 4 4 3 4 5 4.00 4 4 3 3 4 3.60 4 4 4
4 4 4 4 4 4 4.00 4 4 4 3 4 3.80 4 4 4
5 3 4 4 3 4 3.60 2 4 2 3 4 3.00 3 4 4
8 3 4 5 4 5 4.20 4 3 2 4 4 3.40 4 4 4
9 4 4 4 3 4 3.80 4 4 2 3 4 3.40 4 4 4
11 1 3 3 3 3 2.60 2 2 1 3 3 2.20 2 3 4
15 5 5 5 2 4 4.20 5 3 4 4 5 4.20 4 5 5
16 4 4 4 4 4 4.00 4 4 3 4 4 3.80 4 4 4
17 4 4 3 4 4 3.80 4 4 3 4 3 3.60 4 4 4

M 3.56 4.00 3.89 3.44 4.11 3.80 3.67 3.56 2.67 3.44 3.89 3.44 3.67 4.00 4.11

14 15 Und. 16 17 18 19 20 Faith 21 22 23 24 25 PA Mean
4 3 3.80 4 3 4 2 4 3.40 4 4 4 4 4 4.00 3.76
3 4 3.80 2 1 2 1 2 1.60 3 4 4 4 4 3.80 3.40
4 4 3.80 3 2 3 2 3 2.60 4 4 4 4 3 3.80 3.36
3 4 3.80 2 2 2 1 2 1.80 3 3 4 4 3 3.40 3.32
4 4 4.00 3 2 3 3 4 3.00 1 4 4 4 4 3.40 3.52
2 2 2.60 2 1 2 2 2 1.80 1 2 3 3 3 2.40 2.32
4 4 4.40 1 3 4 2 4 2.80 5 4 5 5 5 4.80 4.08
4 4 4.00 3 2 3 2 3 2.60 2 4 4 4 4 3.60 3.60
4 4 4.00 3 1 3 2 2 2.20 2 4 4 5 4 3.80 3.48

3.56 3.67 3.80 2.56 1.89 2.89 1.89 2.89 2.42 2.78 3.67 4.00 4.11 3.78 3.67 3.43

Group 2 - Post Experiment
VP# 1 2 3 4 5 Relia. 6 7 8 9 10 TC 11 12 13

2 4 4 4 4 4 4.00 4 3 4 4 4 3.80 3 3 2
3 3 4 4 4 5 4.00 4 3 3 3 4 3.40 3 4 4
6 2 3 3 2 3 2.60 3 3 2 4 2 2.80 3 3 4
7 3 4 4 4 4 3.80 4 4 3 3 4 3.60 4 4 4
10 5 4 4 4 5 4.40 4 4 4 3 4 3.80 4 4 4
13 3 4 4 3 5 3.80 4 3 4 4 3 3.60 3 4 2
14 3 4 3 3 4 3.40 3 3 4 4 3 3.40 3 3 4
18 2 4 4 4 3 3.40 4 4 2 4 4 3.60 4 4 4
19 3 3 4 4 4 3.60 3 4 3 4 4 3.60 4 4 4

M 3.11 3.78 3.78 3.56 4.11 3.67 3.67 3.44 3.22 3.67 3.56 3.51 3.44 3.67 3.56

14 15 Und. 16 17 18 19 20 Faith 21 22 23 24 25 PA Mean
4 4 3.20 2 2 2 2 2 2.00 3 4 4 4 4 3.80 3.36
4 3 3.60 4 3 3 2 4 3.20 2 2 4 4 4 3.20 3.48
4 4 3.60 1 1 1 1 1 1.00 1 1 2 2 1 1.40 2.28
4 4 4.00 2 2 3 2 3 2.40 2 2 4 4 4 3.20 3.40
4 4 4.00 4 2 3 3 4 3.20 3 4 4 4 4 3.80 3.84
4 4 3.40 1 1 1 1 1 1.00 2 4 3 3 2 2.80 2.92
4 4 3.60 2 2 3 1 3 2.20 1 4 4 4 4 3.40 3.20
4 4 4.00 4 3 4 3 4 3.60 2 3 4 4 4 3.40 3.60
3 4 3.80 3 2 3 2 3 2.60 1 2 4 4 3 2.80 3.28

3.89 3.89 3.69 2.56 2.00 2.56 1.89 2.78 2.36 1.89 2.89 3.67 3.67 3.33 3.09 3.26

HCT Results - Scenario 2

XXVI



Group 1 - Mid Experiment
VPNR InfTrust Trust EnoughInf EnoughInfAdequatAdequatTrust Sum

1 5 5 5 5 5 5.00
4 4 4 4 4 4 4.00
5 3 2 2 4 4 3.00
8 4 4 2 4 2 3.00
9 4 4 4 4 4 4.00

11 3 2 2 2 2 2.00
15 2 1 1 5 5 3.00
16 4 4 4 4 4 4.00
17 4 4 4 4 4 4.00

Mean 3.67 3.33 3.11 4.00 3.78 3.56

Group 2 - Mid Experiment
VPNR InfTrust Trust EnoughInf EnoughInfAdequatAdequatTrust Sum

2 4 4 2 4 3.33
3 4 4 2 2 2.67
6 3 2 2 2 2.00
7 4 4 4 4 4.00

10 5 4 4 4 4.00
13 3 2 2 2 2.00
14 3 4 2 4 3.33
18 4 4 4 4 4.00
19 3 4 2 4 3.33

Mean 3.67 3.56 2.67 3.33 3.19

Group 1 - Post Experiment
VPNR InfTrust Trust EnoughInf EnoughInfAdequatAdequatTrust Sum

1 5 5 4 4 5 4.50
4 4 4 4 4 4 4.00
5 4 4 4 4 4 4.00
8 3 4 4 4 4 4.00
9 4 4 4 5 4 4.25

11 4 2 1 2 2 1.75
15 2 1 5 5 5 4.00
16 4 4 4 4 4 4.00
17 4 4 4 4 4 4.00

Mean 3.78 3.56 3.78 4.00 4.00 3.83

Group 2 - Post Experiment
VPNR InfTrust Trust EnoughInf EnoughInfAdequatAdequatTrust Sum

2 3 4 2 4 3.33
3 4 4 2 2 2.67
6 3 2 2 2 2.00
7 4 4 4 4 4.00

10 5 4 4 5 4.33
13 3 2 2 4 2.67
14 4 4 2 2 2.67
18 4 4 4 4 4.00
19 4 4 2 4 3.33

Mean 3.78 3.56 2.67 3.44 3.22

General Trust Questionnaire Results
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VPNR E1 E2 E3 E4 E5 E6
1 Yes Yes Yes Fewer explanatory details Yes Sa�sfied
4 Yes Yes Yes More explanatory details Yes Sa�sfied
5 Yes Yes Yes More explanatory details Yes Sa�sfied
8 Yes Yes Yes More explanatory details Yes Sa�sfied
9 Yes Yes Yes More explanatory details No Very sa�sfied
11 No No No More explanatory details Yes Unsa�sfied
15 Yes Yes Yes As it is Yes Very sa�sfied
16 Yes Yes Yes More explanatory details Yes Very sa�sfied
17 Yes Yes Yes More explanatory details Yes Sa�sfied

VPNR E1 E2 E3 E4 E5 E6
2 Yes Yes More explanatory details Sa�sfied
3 Yes Yes More explanatory details Sa�sfied
6 No No More explanatory details Neither
7 Yes Yes As it is Sa�sfied
10 Yes Yes As it is Sa�sfied
13 Yes Yes More explanatory details Sa�sfied
14 Yes Yes More explanatory details Neither
18 Yes Yes More explanatory details Sa�sfied
19 Yes Yes More explanatory details Sa�sfied

Group 1 - General Evalua�on

Group 2 - General Evalua�on

General Evaluation Questionnaire Results

VPNR F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13
1 Yes Yes Yes Yes Yes Yes Yes No Yes Yes No Yes Yes -> W
4 No Yes Yes Yes Yes Yes Yes Yes No No Yes Yes No
5 No Yes Yes Yes Yes Yes Yes Yes Yes Yes IDK Yes Yes -> N, W
8 Yes No Yes Yes No Yes Yes No Yes Yes No Yes Yes -> N, W
9 No No Yes Yes Yes Yes Yes Yes Yes Yes No Yes Yes -> N, W
11 Yes No Yes Yes Yes Yes Yes No Yes Yes Yes Yes Yes -> W
15 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes No Yes Yes -> W
16 No No Yes Yes Yes Yes Yes No Yes Yes Yes Yes Yes -> W
17 Yes IDK No Yes Yes Yes Yes No Yes Yes Yes Yes Yes -> W

VPNR F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13
2 No Yes Yes Yes Yes No Yes Yes No Yes No
3 No Yes Yes Yes Yes No Yes Yes Yes Yes Yes -> I, N, W
6 Yes Yes No Yes Yes Yes Yes Yes IDK Yes Yes -> W
7 Yes No Yes Yes Yes Yes Yes Yes No Yes Yes -> N, W
10 Yes Yes Yes Yes Yes No Yes Yes No Yes Yes -> N, W
13 No Yes Yes Yes Yes No Yes Yes IDK Yes Yes -> N, W
14 Yes Yes No Yes No Yes Yes Yes Yes Yes Yes -> W
18 No Yes Yes Yes Yes Yes Yes Yes IDK Yes No
19 Yes Yes Yes Yes Yes No Yes Yes No Yes Yes -> W

Group 1 - Design Decisions

Group 2 - Design Decisions

Design Decision Questionnaire Results
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C Scenario Design

Scenario 1

Status at the beginning.

Information of volocopter activity at an enroute airfield.

XXIX



Information that icing conditions will take place in decscent.

Notification that the ILS is out of order and an RNP approach is recommended.

XXX



Information that the taxiway is closed.

First status change: The wind gets stronger and the CWC worsens.

XXXI



Notification that the CWC is almost at limit.

Second status change: The wind gets even stronger and the CWC crosses the company
limit.

XXXII



Warning that the CWC Limit is crossed and diversion is recommended.

XXXIII



Nearest alternate airports and the respective ‘Airport Detail’ pages.

XXXIV



Scenario 2

Status at the beginning.

Information that the tropopause will be crossed.

XXXV



Notification that turbulences are expected over the Pyrenees.

First status change: One of the two runways closes due to storm and the other runways
conditions worsend.

XXXVI



Notifications over heavy snow and a closed runway due to the snowfall.

XXXVII



Second status change: Both runways are expected to close to the the worsening snow
storm until arrival.

XXXVIII



Warning that both runways are expected to close until arrival and the snowstorm wors-
ened.

XXXIX



Nearest alternate airports and the respective ‘Airport Detail’ pages.
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