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The Aeolus mission, launched by the European Space Agency in August 2018, was a landmark in Earth observation
by providing global wind profiles in near-real time using the first Doppler wind lidar in space: the Atmospheric
Laser Doppler Instrument (ALADIN). Despite challenges such as systematic errors affecting data quality at the
beginning of the mission, Aeolus surpassed its planned lifetime of three years and proved invaluable for weather
prediction and scientific research until its conclusion in July 2023. A permanent challenge throughout the mission
involved mitigating the impact of hot pixels on the ALADIN charge-coupled device (CCD) detectors on the wind
data. The related dark current anomalies, which manifested as random telegraph signal noise and sporadic shifts
in median dark current signal, necessitated the development of dedicated calibration techniques to minimize the
induced systematic wind speed errors. The regular dark current calibrations of up to eight times per day yielded
a comprehensive dataset that was used to categorize the hot pixels according to their characteristics and to derive
statistical parameters that are of relevance for the reprocessing of the Aeolus data products. Following the end of the
operational mission in April 2023, a series of specialized in-orbit tests, referred to as end-of-life (EOL) activities,
provided valuable insights into the temperature dependence of the dark currents, shedding light on potential root
causes of the hot pixels. Additionally, the EOL tests revealed other detector anomalies that had caused significant
wind biases in certain altitudes following strong cosmic ray events in 2022. This work summarizes the performance
of the ALADIN detectors during the Aeolus mission, with a focus on hot pixel characterization and mitigation strat-
egies. Furthermore, it highlights findings from the EOL activities that are relevant for future space lidar missions
and other satellite missions using CCD detectors.
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1. INTRODUCTION

The Aeolus mission, led by the European Space Agency (ESA),
made history as the first satellite mission dedicated to mon-
itoring wind profiles of the global atmosphere. Launched
on 22 August 2018, it successfully completed its mission on
30 April 2023, surpassing its planned three-year lifespan by
18 months. On 28 July 2023, the satellite was instructed with
a last sequence of commands to ensure an assisted reentry into
Earth’s atmosphere. Equipped with the Atmospheric Laser
Doppler Instrument (ALADIN), Aeolus pioneered European

lidar technology and Doppler wind lidar into space [1–3].
ALADIN was a technical masterpiece which measured hori-
zontal wind profiles in the line-of-sight (LOS) direction of
the instrument globally from the surface of the Earth up to
approximately 30 km [4]. Initially designed as a technology
demonstration for future operational wind lidar missions,
Aeolus quickly became an integral part of the global wind
observing system, also thanks to the continuous improvement
of the data product quality over the course of the mission [5–8].
Just two years after its launch, data from Aeolus were being used
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in operational numerical weather prediction (NWP) models by
key weather services, including the German Weather Service
[9], Météo-France [10], and the European Centre for Medium-
Range Weather Forecasts (ECMWF) [11]. The wind profile
retrievals generated by the mission were shown to significantly
enhance global NWP forecasts, akin to the impact of numer-
ous other crucial operational satellite observing systems. This
marked a significant milestone for a demonstrator mission,
particularly noteworthy given that Aeolus contributed to less
than 0.5% of the observations assimilated at ECMWF [12].
Furthermore, apart from numerous validation studies [13–19],
Aeolus’ global, height-resolved observations not only of winds
but also of aerosol and cloud properties [20,21] have triggered
investigations of atmospheric dynamics [9,22–24] and aerosol–
cloud interactions [25–28]. As a result of the successful Aeolus
mission, the ESA Ministerial Council Conference in November
2022 paved the way for an operational Aeolus follow-on mis-
sion, Aeolus-2, as a cooperation between ESA and EUMETSAT
with launch in the 2030s.

As is typical for a lidar, ALADIN emitted pulses of laser light
into the atmosphere where they interacted with molecules and
particles. The backscattered light was collected with a telescope
and guided to the receiver unit to derive the Doppler shift of
the atmospheric return signal with respect to the frequency of
the outgoing laser pulse using two spectrometers optimized
for particulate and molecular backscatter spectra, respectively
(details in the following section). These two ALADIN receiver
channels incorporated sensitive accumulation charge-coupled
device (ACCD) detectors for the analysis of the backscat-
tered signals transmitted through the spectrometers on their
two-dimensional imaging zones, which, after integration to a
transfer row and accumulation of a settable number of pulses,
allowed for a precise determination of the Doppler frequency
shift. However, shortly after the mission started, single pixels of
the detector’s memory register used for the on-chip accumula-
tion, so-called hot pixels (HPs), showed anomalous behavior
with seemingly random jumps in the dark current signal that
caused large errors in particular altitude bins of the wind and
aerosol profiles [29]. Depending on the atmospheric backscat-
ter signal intensity, dark current variations by a few tens of
electrons induced wind bias variations by several meters per
second. Consequently, a dedicated calibration mode had to be
established to minimize the systematic error and ensure the high
data quality of the Aeolus products [30]. The more time Aeolus
spent in space, the more pixels of the ALADIN detector were
affected, making it increasingly difficult to correct for the dark
current fluctuations that occurred on different time scales for
the individual HPs.

The origination of detector defects such as HPs is due to the
harsh radiation conditions in space where high-energy particles
such as cosmic electrons, heavy ions, neutrons, and protons
are passing through CCDs [31] and other types of sensitive
detectors. The exposure to these particles is most pronounced in
the South Atlantic Anomaly (SAA) region, which extends from
South America to southwestern Africa [32]. In this region, the
Earth’s magnetic field is weaker and more variable compared to
other parts of the globe, resulting in higher levels of radiation
interference with spacecraft electronics, especially in low Earth
orbits below 1000 km altitude [33]. For instance, a considerable

elevation in dark signal levels within the SAA region has been
detected on the CCDs of the Hubble Space Telescope operat-
ing at an altitude of 550 km [34]. Effects on detectors beyond
CCDs have also been documented, such as those observed on
the photomultiplier tube aboard the CALIPSO satellite [35].
The generation of detector defects on backside-illuminated
CMOS image sensors by irradiation with high-energy protons
was investigated by Liu et al., showing that radiation-induced
HPs have a significant impact on pixel performance leading to
dark signal non-uniformity and random telegraph signals [36].

Precise analysis of the detector performance is crucial to
understand the limitations in the Aeolus data quality and to
develop refined correction schemes to be applied in forthcoming
reprocessing campaigns of the Aeolus products. Moreover, with
regard to Aeolus-2 and ATLID on EarthCARE, both employ-
ing a similar detector technology, it is of great importance to
assess the detector performance and limitations during the
Aeolus mission to derive lessons learned for the preparation and
implementation phases in the coming years. Therefore, this
work focuses on the in-orbit performance of the Aeolus detec-
tors, specifically addressing the various dark current anomalies
encountered throughout the mission and their varying impacts
on data quality. Beyond completing and refining the hot pixel
classification reported by Weiler et al . [30], this paper offers new
insights into the nature of the hot pixels based on special in-orbit
tests conducted toward the end of the mission. Furthermore,
it examines new anomalies on specific pixels that could not be
adequately corrected by the aforementioned calibration mode.

In Section 2, the design and operating principle of the
Aeolus detectors are outlined, followed by a description of the
in-orbit procedures to assess the relevant detector properties
(Section 3.A). The regular dark current characterization mea-
surements formed the basis for a statistical analysis of the hot
pixels, which is explained in Sections 3.B and 3.C. The results
of the data analysis are presented in Section 4, providing an
overview of all hot pixels and a classification with regard to their
different temporal signatures. In Section 5, the temperature
dependence of the dark current rates is discussed based on a
dedicated instrument test, which was performed at the end of
the mission. Another special operation gave insights into the
anomalous behavior of two extraordinary hot pixels, which
had particular impact on the Aeolus data quality (Section 6).
Additional observations related to the Aeolus detector are
summarized in Section 7. The paper closes with a concluding
summary and outlook to upcoming space missions that will
utilize similar detectors (Section 8).

2. ALADIN INSTRUMENT DESIGN

Aeolus orbited the Earth at an altitude of around 320 km and
was equipped with a single instrument, the direct-detection
wind lidar ALADIN. A powerful ultra-violet laser transmitter
emitted ≈ 20-ns-short laser pulses with a vacuum wavelength
of 354.8 nm at a pulse repetition rate of 50.5 Hz. During their
path through the atmosphere, the laser pulses were backscat-
tered from molecules and particles moving with the ambient
wind, thereby causing a frequency shift due to the Doppler
effect. The backscattered light was then collected by the same
transmitting telescope and directed to the receiver unit, which
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Table 1. Specifications and Important Parameters of
the ALADIN ACCDs Measured On-Ground and In-Orbit

Specification Value

Type Thinned backside-illuminated
accumulation Si-CCD

Area Image zone: 0.43 mm×
0.43 mm− 16× 16 pixels
Memory zone: 0.43 mm×
0.75 mm− 32× 25 pixels

Pixel size Image zone: 27 µm× 27 µm
Memory zone: 30 µm× 13.5 µm

Temporal resolution 2.1–16.8µs/250–2000 m for
atmospheric range gates (#1 to

#24) 625µs/1250µs/3750µs for
solar background (range gate #25)

Parameter measured on-ground Value
Quantum efficiency 0.85
Charge-transfer efficiency 0.999
Radiometric gain Mie, 0.684 LSB/e−;

Rayleigh, 0.434 LSB/e−

Parameter measured in-orbit Value
Operating temperature −30◦C
Dark current signal rate (rms) Mie, (0.72± 0.31)e−s−1;

Rayleigh, (0.64± 0.31)e−s−1

Dark current signal noise (rms) 0.78 to 0.89 e−

Readout noise (rms) (5.6± 0.2)e−

consisted of two complementary channels. The Mie channel
utilized a Fizeau interferometer to examine narrow-bandwidth
return signals from clouds and aerosols, employing the fringe
imaging technique [37]. For analyzing the broad-bandwidth
atmospheric return from molecules, the Rayleigh channel com-
prised two sequential Fabry–Perot interferometers to derive
the Doppler frequency shift by means of the double-edge tech-
nique [38,39]. Both channels used ACCDs, which enabled the
accumulation of atmospheric backscatter signals from multiple
successive laser pulses directly on the chip in a dedicated mem-
ory zone in order to reduce the impact of readout noise [30].
The ACCDs, manufactured as type CCD69 by Teledyne e2v
and custom designed for the ALADIN instrument, exhibited
a high quantum efficiency of 85% at 355 nm and low readout
noise, which was not simultaneously achieved by available
avalanche photodiodes or photomultipliers at the time of the
instrument development. Some specifications of the ALADIN
ACCDs including values describing the in-orbit performance
are summarized in Table 1.

Figure 1 illustrates the ACCD design for the two Aeolus
receiver channels. Each ACCD consisted of an illumi-
nated image zone with 16× 16 squared pixels (pixel size
27 µm× 27 µm) and a non-illuminated memory zone with
25× 32 pixels (pixel size 30 µm× 13.5 µm). Sixteen of the 32
columns constituted the transfer section of the memory zone,
while the other 16 columns interleaved between them formed
the memory storage section in which the charge accumulation
was performed (not shown in Fig. 1). The atmospheric signal,
i.e., the Fizeau interferometer fringe and the two circular spots
from the sequential Fabry–Perot interferometers, were recorded
in the image zone of the Mie and Rayleigh ACCD, respectively.

Fig. 1. Schematic of the Aeolus ACCD design with the image zone,
transfer row, and memory zone for the Mie and Rayleigh channel
(adapted from [40]).

The horizontal extent of the Rayleigh spots consistently cov-
ered five out of the eight columns in each hemisphere of the
image zone, leaving the remaining three columns in both hemi-
spheres unilluminated. In the Mie channel, the fringe from the
narrowband return signal spanned approximately four to five
columns, shifting back and forth across the image zone along
the row direction depending on the frequency of the outgoing
or backscattered signal. For most of the mission’s duration, the
frequency of the emitted laser pulse was adjusted to position the
fringe in the center of the ACCD image zone under zero-wind
conditions. Additionally, all Mie pixels were illuminated by the
broadband molecular return signal and the solar background
signal.

The atmospheric return signals were integrated over time
according to the predefined vertical range gate setting with the
vertical resolution of the range gates being determined by the
integration time for each successive image. During the Aeolus
operations, the range gate timings could be varied from 2.1 to
16.8 µs, which corresponded to a vertical sampling of 250–
2000 m, respectively, considering the 35◦ off-nadir viewing
angle of the instrument. The charges generated in the image
zone were subsequently moved downward row by row at a
16 MHz line advance frequency, where they were binned in the
transfer row before being transferred into the transfer section of
the memory zone. The process of binning and capturing into
the memory zone, which took about 1.0 µs, was repeated for
the charges from the next range gate until the 25 rows of the
memory zone of the ACCD were filled; i.e., the signals from
the 25 vertical range gates were captured in the transfer section
of the memory zone. It is worth noting that the signal from
the subsequent range gate already illuminated the image zone
during the transfer process of the previous one, which resulted in
an overlap of adjacent range gates and a vertical smearing of the
signal correspondingly.
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The charges from the transfer columns were horizontally
shifted to the corresponding pixels in the interleaved storage
columns of the memory zone. Following each accumulation
sequence over the required number of laser shots, the charges
that had been accumulated into the memory storage zone
were read out via the readout register at a very low frequency
of 48 kHz to minimize readout noise. Before accumulating
the next series of laser shots, the image zone, memory transfer
section, and memory storage section were flushed at 1 MHz
by pulsing all clocks 50 times, pushing all stray charges into
the serial register’s lateral dump drain. The accumulated signal
was converted into a voltage at the ACCD output and trans-
ferred to the detection electronics unit (DEU), where it was
amplified and digitized with 16-bit accuracy while an electronic
offset voltage was applied to prevent negative values during
digitization. This so-called detection chain offset (DCO) was
generated by a special clocking sequence during the readout
process and was quantified by two prescan and two postscan
pixels in each row of the ACCD. The signals read out in these
four virtual pixels only contained the few charges generated in
the register itself during readout and could hence be used for the
DCO correction of the signals measured in the 16 active pixels
of each row of the image or memory zone. The amplified signals
including the DCO were finally converted into units of least sig-
nificant bits (LSB). The conversion rate of this process, known
as radiometric gain or system gain, was g Mie = 0.684 LSB/e−

and g Ray = 0.434 LSB/e− for the Mie and Rayleigh channels,
respectively. Further details on the design and operating prin-
ciple of the Aeolus ACCDs were provided by Weiler et al . [30],
while a comprehensive overview of CCDs was published by
Janesick [41].

The on-chip signal accumulation over a certain number of
laser pulses (P) resulted in the so-called measurement scale.
During ground processing, a defined number of measurements
(N) was then combined to so-called observations with a length
of 12 s. During a large part of the Aeolus mission, P was set to 19
and N was set to 30. In December 2021 and April 2022, the P/N
settings were first changed from 19/30 to 38/15 and then from
38/15 to 114/5, respectively, in order to increase the signal levels
on measurement scale relative to the readout noise.

In contrast to the first 24 (atmospheric) range gates, the
integration time for row #25 of the memory zone was consider-
ably longer for the purpose of measuring the solar background
signal in order to correct the atmospheric signals for the solar
background contribution. While the default integration time
was set to 3750 µs, it was shortened to 1250 µs and finally to
625 µs in April 2022 to avoid saturation of the pixels in row
#25, which occurred as a result of the change in the P/N settings
mentioned above. For the analysis presented in the following,
row and column indices are used to describe the pixel position
on the ACCDs. For example, Mie [15,13] refers to row #15 and
column #13 (counting starts at one) of the memory zone of the
Mie ACCD.

3. METHODS

A. Dark Current in Memory Zone Characterization

Already during the commissioning phase of the Aeolus mission
in 2018, it turned out that dark current signal anomalies on

single hot pixels of the two ACCDs detrimentally impacted the
quality of the wind and aerosol data products, leading to wind
errors of up to several meters per second. Hot pixels are generally
described as pixels with a permanent increase of the dark cur-
rent. This increase is mostly caused by radiation-induced effects
that can be categorized into three groups: ionization damage,
displacement damage, and transient effects.

Ionization damage involves an increase of trapped charges in
the dielectric materials of the CCD and thus an increased dark
current as well as a shift in the optimum operating voltages of
the CCD. However, this effect is largely avoided by efficient
shielding of the optical sensors from ionization radiation.

Displacement damage is caused by higher-energetic particles,
mainly protons, that can pass through the shielding and the
detectors. This may displace atoms from their lattice and create
vacancy-interstitial pairs, some of which form stable displace-
ment damages in the lattice, thereby increasing the dark current.
In addition, displacement damage may also introduce random
telegraph signal (RTS) noise, which is characterized by sudden
step-like transitions between two or more discrete dark current
levels at random and unpredictable times.

Transient effects occur due to ionization-induced generation
of charges within the detectors and do not cause permanent
damage. Nevertheless, since transient effects might be visible
as spurious signal spikes on one or more pixels, the affected
measurements must also be rejected by the quality control of the
lidar signal analysis. Apart from radiation-induced effects, so-
called clock-induced charges (CICs) can cause an increase of the
dark signal. Here, a spurious signal is generated by transferring
measurement signals through the CCD and contributes to the
dark signal. When clocking the charges through a register, there
is a small probability that additional charges are created, which
eventually manifest as additional dark signals.

Initially, characterization of the dark current on the memory
zone (DCMZ) was only foreseen at the beginning of the mission
before the laser was switched on. However, as the number of
hot pixels steadily increased during the first months after the
launch of Aeolus, a dedicated dark current calibration mode
was introduced and carried out throughout the mission on a
regular basis in order to mitigate the systematic errors. To this
end, the so-called DUDE (down under dark experiment) was
established as a new procedure to characterize the DCMZ dur-
ing continuous laser operation. During DUDE measurements,
which were regularly performed starting from 26 November
2018, the range gate timing settings are adjusted such that the
return signal would be acquired from below the Earth’s surface.
In this manner, dark current signals of all pixels of the memory
zone could be measured without lidar signal contributions and
negligible solar background signals provided that the DUDE
was conducted at geolocations with a sun elevation angle below
−4◦. The geolocation was thus updated based on the seasonal
sun position. The frequency of the DUDEs was increased over
the course of the mission to two per day from 17 December
2018 onwards, to four per day from 22 January 2019 onwards,
to seven per day from 6 September 2021, and finally to eight
per day from 30 October 2021 onwards to keep up with the
increasing number of HPs.

At the end of the nearly five-year mission lifetime of Aeolus,
the total number of hot pixels amounted to 75, from which
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Fig. 2. (a) Temporal evolution of the number of hot pixels over
the mission timeline. Mie hot pixels [16,15] and [24,03] were already
present before launch. (b) Geolocation of the satellite during the first
activation of the individual hot pixels (only if data of the exact activa-
tion time is available). Mie and Rayleigh hot pixels are indicated as red
and blue dots, respectively. The map is shown in Mollweide projection
to ensure area equality.

41 were activated on the Mie channel and 34 on the Rayleigh
channel ACCD, respectively. This corresponds to about 10% of
all pixels of the two memory storage zones (2× 16× 24= 768)
when considering the 24 atmospheric range gates only. Their
activation, i.e., the moment from which on the dark current
rate was permanently above the noise level, followed a nearly
linear trend with a time difference between successive hot pixel
onsets of (23± 21) days. Figure 2(a) shows that larger depar-
tures from linearity were present during the mission, e.g., in
summer/autumn 2021 or between July and November 2022
when there was no new hot pixel for 124 days. However, no
correlation was found between the hot pixel onset rate and
space weather activity, nor with any platform or instrument
parameters. In particular, the hot pixel activation could not be
correlated with the K index, which is a measure of the disturb-
ances of the horizontal component of the Earth’s magnetic field;
i.e., no threshold of activity could be identified [30]. It is also
noticeable that, after the long gap in 2022, seven Rayleigh pixels
became hot before another Mie hot pixel emerged.

The geolocation of the satellite during the onset of the
individual hot pixels is depicted in Fig. 2(b), indicating a pre-
ponderance around the poles and the SAA region. The latter is
characterized by a reduced intensity of the Earth’s magnetic field
at altitudes between 200 and 800 km, resulting in a stronger
exposure of the Aeolus satellite (about 320 km altitude) to
cosmic radiation. It was also found that transient events are
accumulated around the SAA region, occurring about three

times more frequently in the box between 40◦ to 60◦S latitude
and 60◦ to 30◦W longitude compared to the rest of the globe.
Nevertheless, the relative frequency of such events is very low
with only 0.24% of all measurements being affected, equally
distributed among all pixels on both detectors. Further stud-
ies revealed that in about half of the events, more than one pixel
showed a spurious intensity peak at the same time. In some cases,
even more than 10 pixels were simultaneously affected, resulting
in stripes on the memory zone that display the propagation of
the grazing particle across the detector. It is worth mentioning
that the two detectors were shielded in a cuboid shape with
average alumninum equivalent shielding thicknesses of 9.2 mm
and 4.5 mm for the Rayleigh and Mie ACCD, respectively. The
larger shielding thickness for the Rayleigh ACCD may explain
the lower number of hot pixels compared to the Mie channel
detector.

B. Step Detection

The DCMZ data from about 8500 DUDE measurements were
used to analyze the dark current levels on the 24× 16 pixels
in each of the memory zones of the Mie and Rayleigh ACCD,
i.e., excluding the solar background range gate #25, and their
evolution during the mission period. For this purpose, the
measured signal was corrected for the detection chain offset
(DCO) and the solar background. The fact that the number of
detector signal accumulations per observation (P/N settings)
was changed several times during the mission lifetime was
considered when summing up the dark current levels. Quality
checks were performed to ensure negligible influence of solar
background and to filter out measurements when the detection
range was accidentally not completely below the Earth’s surface
leading to contamination of the upper range gates (=memory
zone rows) with atmospheric return signal.

The identification of sudden changes in the dark current time
series of individual pixels, e.g., related to transitions between
multiple RTS levels, can be regarded as the task of partitioning
the time series into a number of segments. This task is usually
tackled by an offline change point detection approach [42]
where a given multivariate time series is retrospectively analyzed
to identify the moments in time when main characteristics of the
time series have changed. The segmentation of the DCO- and
solar background-corrected DCMZ time series is performed
by using the ruptures Python package [30,42,43]. Identifying
sudden shifts in the dark current signal involves selecting the
optimal segmentation of the signal based on a cost function
that must be minimized. This function includes an additive
linear term that increases with the number of detected segments,
controlled by the smoothing parameter or penalty term β.
Consequently, the number of detected segments is sensitive to
the β value, with more segments detected at lower β values and
fewer segments at higher β values. Weiler et al . used a β value
of 23.0 LSB, thoroughly tuned and selected based on visual
inspection of the entire dataset [30]. However, this penalty
term resulted in an unexpectedly small number of dark cur-
rent transitions, with segment lengths biased towards longer
lifetimes.



Research Article Vol. 63, No. 25 / 1 September 2024 / Applied Optics 6759

Fig. 3. Example for the segmentation sensitivity study using a Monte Carlo simulation with 200 repetitions: sample series with step size k = 1.5σ ,
β = 10σ and Gaussian noise σ = 1 for (a) N = 100 and (d) N = 1000. Blue dots mark original data, red dots show 20-units median filtered data,
green dashed line marks the mean input, and black lines represent the detected segments. The middle and right panels depict (b), (e) average number
of detected stepsµMC and (c), (f ) standard deviation σMC as a function of penalty and step size for N = 100 (top) and N = 1000 (bottom). The opti-
mum values forβ and k for the respective sample sizes are indicated by red dots.

C. Sensitivity Study

In order to find an appropriate penalty term β in the seg-
mentation process, we present a series of Monte Carlo (MC)
simulations. Multiple simulations were carried out not only
to investigate the robustness of the β value, but also to derive a
relationship between the detectable step size and the statistical
lifetime of RTS levels.

We first model a sample series as

s i =

{
0+ r i , for 0< i < N

2 ,

kσ + r i , for N
2 < i < N,

(1)

where σ is the standard deviation of a normal distribution,
which is taken to be 1 in our MC simulations, r i are random
numbers originating from a normal distribution of meanµ= 0
and standard deviation σ , and kσ is the step size. The sample
series consists of N data points where a regular temporal spacing
δt relates to the lifetime as τ = N

2 δt . An example for a sample
series of length N = 100 and a step size of 1.5σ is shown in
Fig. 3(a). In the next step, the ruptures algorithm is applied
changing the penalty term β from 0σ to 33σ in steps of 1σ .
Figure 3(a) illustrates the identified segments and segment-wise
20-units median filtered data. The process of generating a sam-
ple series and subsequent segmentation with variable penalty
term is repeated 200 times.

As a result, Figs. 3(b) and 3(c) show the number of
detected steps averaged over the 200 MC simulations and

the corresponding standard deviation as a function of β and k.
For large β

k ratios the step is not identified, i.e., µMC = 0. With
a decreasing β

k ratio the correct number of steps is identified,
i.e., µMC = 1, but the standard deviation is relatively large
(σMC ≈ 0.5). The most appropriate penalty term is found when
the standard deviation is as small as possible and the number
of detected steps is close to 1, since s is modeled with one step.
Therefore, we identify the minimum of σMC + |µMC − 1|.
In addition, we ask for a minimum that is associated with the
smallest step size possible. The optimal β value for N = 100
is found at β = 6σ and corresponds to a detectable step size of
about 1.5σ . For a MC simulation with N = 1000 we find an
optimal β value at β = 10σ with a corresponding detectable
step size of 0.6σ [see Figs. 3(d)–3(f )]. For comparison, [30] have
set β ≈ 33σ . Therefore, we must assume that depending on
the lifetime and step size the number of identified segments as
presented in [30] is underestimated. The resolvable step size and
the average lifetime for each hot pixel are provided in Tables 2
and 3 for the Mie and Rayleigh ACCD, respectively.

4. OVERVIEW OF HOT PIXELS AND
CLASSIFICATION

Based on the dark current analysis and the segmentation
approach described in the previous section, the individual hot
pixels were classified, and several parameters that are relevant
for the Aeolus data quality were derived. The outcome of the
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Table 2. Selected Parameters of the Hot Pixels on the Mie ACCD
a

Hot Pixel
Activation Date, UTC Time

(if available) Classification Most Likely Step/LSB Lifetime/Hours

[01,02] 03/03/2021, 02:01:40 Mean shifts – 944
[02,03] 11/06/2022, 14:25:46 RTS 56 13
[02,10] 28/02/2020, 20:35:40 RTS 167 38
[02,15] 24/10/2018, 07:00:43 RTS 41 80
[03,03] 10/05/2020, 13:31:28 RTS 75 19
[03,04] 21/02/2021, 00:35:52 Mean shifts – 837
[03,15] 12/10/2020, 06:17:16 Mean shifts – 925
[04,01] 02/03/2021, 06:30:04 Mean shifts – 1355
[04,03] 03/10/2019, 22:21:52 Mean shifts – 2097
[04,11] 19/07/2019, 20:07:04 RTS 13 28
[05,11] 03/10/2019, 05:16:16 Mean shifts, later RTS 51 108
[05,13] 09/01/2019, 14:22:55 RTS 11 51
[06,03] 03/06/2021, 13:07:49 RTS 126 75
[07,02] 17/07/2020, 03:22:16 RTS 247 33
[08,06] 25/08/2021, 06:38:37 RTS 48 14
[08,07] 17/08/2020, 19:04:52 Mean shifts, later RTS 98 62
[08,13] 17/09/2020, 06:20:52 Mean shifts – 2240
[09,13] 08/08/2019, 05:04:28 RTS 26 15
[09,14] 24/05/2021, 22:40:49 RTS 67 64
[10,13] 26/04/2019, 00:27:22 RTS 23 72
[12,13] 30/12/2021, 20:28:58 Mean shifts – 895
[13,05] 26/11/2020, 21:10:04 RTS 69 89
[13,07] 28/06/2020, 00:33:16 Mean shifts – 155
[13,09] 21/10/2018, 17:19:07 Mean shifts and RTS 47 21
[14,02] 23/03/2022, 12:06:22 RTS 56 25
[14,14] 23/06/2022, 15:53:34 Mean shifts – 277
[15,06] 14/03/2020, 09:02:40 RTS 14 87
[15,08] 03/04/2023, 15:58:50 Mean shifts – 37
[15,12] 19/04/2021, 04:00:13 RTS 51 11
[16,05] 23/11/2021, 09:11:58 RTS 47 17
[16,15] Pre-launch Mean shifts, later RTS 11 108
[17,05] 17/06/2021, 05:05:25 RTS 45 14
[17,07] 13/04/2022, 11:29:22 RTS 12 24
[18,02] 13/09/2020, 04:36:52 RTS 12 19
[18,04] 03/06/2022, 12:22:46 RTS 62 34
[19,01] 23/07/2022, 07:49:46 RTS 17 13
[19,15] 01/05/2022, 08:25:22 RTS 49 34
[20,02] 31/03/2019, 03:39:34 Mean shifts and RTS 65 72
[24,02] 25/05/2021, 23:40:01 RTS 17 43
[24,03] Pre-launch Mean shifts – 13
[24,13] 24/07/2020, 23:31:16 Mean shifts – 864

aThe classification is also visualized in Fig. 7. The statistical parameters were derived from the segmentation approach.

analysis is exemplarily shown in Fig. 4 for Mie pixel [06,03],
which became hot on 3 June 2021 with an activation level of
149 LSB. Before its activation, the median dark current level
was around 10 LSB (black line) with a standard deviation of
σobs = 25 LSB on observation level (blue dots). Considering
the number of measurements N = 30 per observation in this
phase of the mission, the dark current fluctuations account for
σmeas = 22 LSB/

√
30≈ 4.0 LSB on measurement level. When

also taking into account the noise of the DCO (σDCO ≈ 1.5
LSB), which is subtracted from the raw signal levels, the readout
noise can be estimated: (σ 2

meas − σ
2
DCO)

1/2
≈ 3.7 LSB, which

corresponds to 5.4e− (Table 1). The noise of the dark current as
well as of the DCO and solar background causes negative dark

current values for individual observations after DCO and solar
background subtraction, as seen in the time series in Fig. 4.

About one month after its onset, Mie pixel [06,03] showed a
two-level RTS behavior, as indicated by two distinct peaks in the
distribution of dark currents at 43 LSB and 169 LSB [Fig. 4(b)].
As the dark current almost only fluctuated between these two
levels, there is a pronounced peak at 126 LSB in the transition
energy (or jump size) distribution [Fig. 4(c)]. The noise that is
introduced by the RTS transitions is characterized as a Poisson
process such that the probability for a transition as function of
time t and average lifetime τ is given as p(t)= 1

τ
exp(− t

τ
). We

fit this sigmoid function to the distribution of lifetimes in order
to derive the average lifetime τ .
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Table 3. Selected Parameters of the Hot Pixels on the Rayleigh ACCD
a

Hot Pixel
Activation Date, UTC Time

(if Available) Classification Most Likely Step/LSB Lifetime/Hours

[01,07] 20/02/2019, 07:57:22 RTS 19 76
[03,02] 08/05/2019, 21:01:22 Mean shifts, slow drift, RTS 20 17
[03,13] 22/08/2020, 21:04:28 RTS 64 47
[03,14] 07/04/2021, 15:47:25 mean shifts, later RTS 68 17
[05,02] 04/11/2018 mean shifts – 1560
[05,10] 25/01/2021, 12:32:16 RTS 25 16
[05,13] 23/01/2023, 13:19:31 RTS 33 22
[06,01] 22/02/2023 Mean shifts and RTS – 87
[07,15] 18/04/2020, 22:26:28 RTS 5 39
[08,10] 28/01/2020, 21:55:28 Mean shifts – 1822
[09,12] 06/02/2022, 21:20:34 RTS 11 24
[10,16] 07/12/2022, 16:55:19 RTS 18 16
[11,02] 07/09/2018 RTS 16 66
[11,08] 15/06/2019, 18:40:34 RTS 19 73
[11,16] 17/03/2019, 06:50:34 RTS 32 10
[13,03] 03/07/2021, 15:41:25 RTS 33 41
[13,06] 23/01/2023, 23:32:19 RTS 19 14
[13,15] 26/06/2022, 21:49:22 RTS and strongly reduced

charge storage ratio
13 9

[14,02] 07/05/2020 mean shifts and RTS 25 75
[14,05] 25/11/2022, 06:13:31 RTS 38 5
[15,04] 24/11/2018 Mean shifts – 662
[15,16] 07/01/2023, 21:05:07 RTS 14 25
[16,04] 22/12/2022, 09:33:19 RTS and strongly reduced

charge storage ratio
5 70

[17,10] 03/12/2020, 04:35:04 Mean shifts – 934
[18,08] 11/05/2021, 05:01:37 RTS 27 12
[20,02] 01/08/2019, 03:54:16 RTS 31 16
[20,10] 27/01/2019 Mean shifts – 187
[20,16] 17/08/2019, 08:37:04 Mean shifts – 972
[22,10] 27/11/2020, 20:53:28 RTS 9 18
[23,06] 10/12/2020 RTS 9 24
[24,04] 29/08/2019, 08:13:16 RTS 33 55
[24,06] 21/12/2019, 17:06:04 RTS 114 48
[24,10] 06/07/2020, 21:41:16 RTS 10 59
[24,11] 17/05/2023 RTS 2 36

aThe classification is also visualized in Fig. 7. The statistical parameters were derived from the segmentation.

The average lifetime of the RTS levels for Mie pixel [06,03]
is 3.1 days (75 h). The treatment of two-level RTS hot pixels
such as Mie [06,03] during the data reprocessing is compar-
atively easy, as the jump size is foreseeable, which facilitates
the differentiation of RTS noise from other noise sources,
e.g., due to atmospheric signal variations. Other hot pixels that
show two-level RTS behavior are, for the Mie ACCD, [02,10],
[02,15], [05,11], [07,02], [08,07], [09,13], [09,14], [13,05],
and [20,02] and, for the Rayleigh ACCD, [14,02], [24,04], and
[24,06].

A different characteristic was observed for Mie hot pixel
[03,15] (see Fig. 5). Its activation occurred on 12 October 2020
with a jump of the dark current by 64 LSB. In contrast to the
example above, there were only sporadic shifts of the mean dark
current level but no RTS signatures. The frequency of these
shifts even decreased over the mission. This behavior was also
evident for most of the other hot pixels of this class, namely, for
the Mie ACCD, [01,02], [03,04], [04,01], [04,03], [08,13],

[12,13], [13,07], [14,14], [15,08], [24,03], and [24,13] and,
for the Rayleigh ACCD, [05,02], [08,10], [15,04], [17,10],
[20,10], and [20,16]. Thanks to their low activity, these hot
pixels have a rather small detrimental impact on the Aeolus data
products.

Some hot pixels show a combination of RTS jumps and shifts
of the mean dark current. One extreme example is Mie pixel
[13,09], which shows a superposition of multi-level RTS with
sporadic mean shifts. This pixel became hot on 2 November
2018 with an activation value of 320 LSB. The peak finding
algorithm reveals 7 RTS levels [Fig. 6(b)]. The distribution of
transition differences shows two major peaks at 47 LSB and
close to 200 LSB [Fig. 6(c)]. It appears that interaction between
RTS levels takes place in three-level clusters. In 2020, there was
a lower level cluster of three RTS levels at 194 LSB, 251 LSB,
and 312 LSB and an upper level cluster of RTS levels at 448
LSB, 481 LSB, and 526 LSB. Intra-cluster transitions result in
the peak at transition differences of 47 LSB, while the second
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Fig. 4. Characterization of Mie hot pixel [06,03]: (a) time series of the dark current on observation level after subtraction of offsets (DCO, solar
background). The blue dots represent the original resolution, while the red dots are obtained after applying a median filter over 20 observations. The
black dots indicate the identified segments. (b) Distribution of the median filtered data after activation of the HP. The peaks indicated by the hori-
zontal line were retrieved by a Gaussian kernel density estimation (KDE) in combination with a peak finding algorithm (threshold marked by the
magenta dashed line). (c) Distribution of transition energies (or step sizes). The step sizes corresponding to the identified RTS levels in panel (b) are
additionally drawn as vertical blue lines. The magenta dashed line marks the sensitivity limit. (d) Distribution of segment lengths (or RTS lifetimes).
The magenta curve represents a sigmoid function fit. The corresponding average lifetime is given in the legend. The dashed green vertical line marks
the arithmetic average lifetime, which is more meaningful for hot pixels that show less than 100 transitions (here: 219 transitions).

peak close to 200 LSB is related to inter-cluster transitions. After
2020, two superimposed sporadic mean shifts in March 2021
and October 2021 led to an even more complicated RTS level
system.

Apart from the three categories of hot pixels shown above
(mean shifts, RTS, combination of both), there are also some
special cases that exhibit additional characteristics. For instance,
Rayleigh hot pixel [03,02], activated on 8 May 2019, showed
RTS behavior and two mean shifts in the dark current level in
February and October 2022. In addition, the dark current levels
were slowly drifting to lower values between July 2020 and the
first mean shift in February. Consequently, the distribution of
dark current levels is strongly broadened.

The two Rayleigh hot pixels [13,15] and [16,04] stand out
from all the others, as they introduced large wind biases in the
corresponding range gates despite the correction for the DCMZ
applied during the wind retrieval based on the DUDE measure-
ments. The reason was traced back to a charge storage anomaly,
which will be discussed in Section 6.

Lists with all Mie and Rayleigh hot pixels are given in Tables 2
and 3, respectively. Besides the introduced classification and
activation date and time, the lists provide the most likely step

size between RTS levels and the average lifetime of the dark
current levels.

The classification of the hot pixels is also visible in Fig. 7,
which additionally illustrates their location on the memory
zones of the Mie and Rayleigh ACCDs as well as the order of
their onset. The maps reveal that the hot pixels are not randomly
distributed but show a certain clustering both locally and tem-
porally. For instance, Mie hot pixels [17,05], [16,05], [17,07],
and [18,04] are very close together and were activated within
one year between June 2021 and June 2022. Conversely, there
are no Mie hot pixels in the ACCD rows #21 through #23. The
same holds for rows #2, #4, #12, #19, and #21 of the Rayleigh
ACCD, whereas there were even four hot pixels in row #24.
Overall, 3/4 of the HPs show RTS behavior (Mie, 29 out of 41;
Rayleigh, 28 out of 34).

5. TEMPERATURE DEPENDENCE

Following the end of nominal operations of ALADIN on 30
April 2023, a series of special tests, referred to as end-of-life
(EOL) activities, was performed until July 2023 to address a
number of instrument-related and scientific questions. As one of
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Fig. 5. Characterization of Mie hot pixel [03,15]. Description of the panels, see Fig. 4.

Fig. 6. Characterization of Mie hot pixel [13,09]. Description of the panels, see Fig. 4.
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Fig. 7. Map of hot pixels on the Mie ACCD (top) and the Rayleigh
ACCD (bottom). The color coding refers to the classification of
the individual hot pixel characteristics (see text), while the number
indicates the order of the activation on the respective detector.

the EOL tests, the temperature dependence of the dark currents
in the memory zone of the Rayleigh and Mie ACCDs was inves-
tigated with particular focus on those pixels that became hot
during the mission. For this purpose, the ACCD temperature
was increased from the nominal value of −30◦C to −15◦C in
steps of 5 ◦C. The non-nominal temperature settings at−25◦C,

Fig. 8. Arrhenius plots (natural logarithm of dark current rates
versus inverse absolute temperature) for all pixels of (a) Mie and
(b) Rayleigh ACCD. Hot pixels are indicated in red.

−20◦C, and −15◦C were kept for 4.5 h (about three orbits),
each which enabled a precise determination of the dark current
levels on all pixels of the memory zone. However, the periods
were too short to investigate the influence of temperature on the
RTS time constants on the hot pixels, let alone the probability of
their activation.

Note that, in 2020, a similar test was performed with the air-
borne prototype of the Aeolus payload, the ALADIN Airborne
Demonstrator (A2D) [5,44–46], which employs the same types
of ACCDs in its Mie and Rayleigh receiver as the satellite instru-
ment. Analysis of the A2D ACCDs revealed one pixel (Mie
[15,10]) with slightly increased dark current levels (<3e−),
which is sometimes referred to as a “lukewarm” pixel. In contrast
to ALADIN, the A2D detector temperature was varied in the
range from −35◦C to −15◦C, i.e., at even lower temperature
than used operationally (also−30◦C like ALADIN). Reducing
the ALADIN ACCD temperature to−35◦C was considered too
risky because of the limitation of the thermal system managing
the ACCDs by means of a thermoelectric cooler.

Based on the test data from the EOL activity that was carried
out on 15–16 May 2023, the median dark current rate was cal-
culated for all individual pixels at the four temperature settings,
and the temperature dependence was studied for the nominal
and hot pixels. The temperature dependence was found to
follow the Arrhenius law, as expected from [47]
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Fig. 9. Activation energy of the pixels from the memory zone of the Mie (left) and Rayleigh ACCD (right). Hot pixels are indicated by a red dot.
The corresponding histograms are shown in the bottom panels.

DC=DC0 exp (Ea/kBT) , (2)

with DC being the dark current rate in e−s−1 and Ea being the
activation energy, while kB denotes the Boltzmann constant.
The activation energy can be determined from a linear fit when
plotting the natural logarithm of the dark current rate against
the inverse temperature in a so-called Arrhenius plot, as depicted
in Fig. 8 for all pixels from the Mie and Rayleigh ACCD. This
procedure yielded maps of the activation energies that are shown
in Fig. 9 together with the corresponding histograms for the
two ACCDs. Note that a few HPs underwent RTS transitions
during the temperature test that manifest as departures from
linearity for some of the red lines in Fig. 8. Due to the limited
dataset available from the special EOL activity, the distorted
results of the linear fits for those HPs were still considered in
Fig. 9 but did not affect the median values.

The values are relatively consistent across both ACCDs
with median values of Ea ,Mie = (0.87± 0.09) eV and
Ea ,Mie = (0.87± 0.13) eV, respectively. The energies are sys-
tematically smaller by about 25% for the hot pixels: Ea ,Mie,hot =

(0.67± 0.13) eV and Ea ,Ray,hot = (0.65± 0.16) eV. This
result is expected for surface dark currents that are caused by
radiation-induced displacement damages, which strongly
supports the assumption that the dark current anomalies

are “conventional” hot pixels and not caused by CICs. More
specifically, the activation energies align closely with those
of a phosphorus-vacancy (PV) dipole, measuring 0.70 eV,
i.e., 0.44 eV lower than the silicon conduction band (refer to
chapter 8 in [41]). The occurrence of PV defects was also found
in several studies on proton-irradiated CCD sensors [48–50].

It is interesting to note that the activation energies were also
determined for the A2D, yielding similar values: Ea ,Mie,A2D =

(1.00± 0.03) eV and Ea ,Ray,A2D = (1.03± 0.03) eV.
However, these energies could only be derived for the range
gate that measures the solar background signal due to the dif-
ferent data processing for the A2D where the DCO is detected
in one particular range gate instead of the 4 virtual pixels on the
edges of the ACCD image zone, resulting in slightly negative
DCO-corrected signal levels on the atmospheric range gates in
the absence of atmospheric backscatter.

When excluding the hot pixels, the dark current rates at the
nominal ACCD temperature of −30◦C were DCMie,−30 =

(0.72± 0.31)e−s−1 and DCRay,−30 = (0.64± 0.31)e−s−1

(Fig. 10), i.e., similar for both detectors when considering the
spread among all pixels. Note that the radiometric gain factors
of g Mie = 0.684 LSB/e− and g Ray = 0.434 LSB/e− were used
for conversion from LSB to e− (see also Table 1). In addition,
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Fig. 10. Dark current rates at−30◦C of the pixels from the memory zone of the Mie (left) and Rayleigh ACCD (right), as determined from the
Arrhenius law. Hot pixels are indicated by a red dot. The corresponding histograms are shown in the bottom panels. Note that most hot pixels have
dark current rates greater than 3e−s−1 and are thus not shown in the histograms.

the number of pulses P=114 and the pulse repetition frequency
(50.5 Hz) need to be considered in the calculation of the dark
current rates.

The derived temperature dependence allowed for the
extrapolation of the dark current rates to −50◦C, which
is the operational temperature expected for the Aeolus-2
detectors, yielding DCMie,−50 = (0.017± 0.012)e−s−1 and
DCRay,−50 = (0.015± 0.012)e−s−1. This corresponds to
a reduction by a factor of ≈ 40 compared to −30◦C for the
nominal pixels. Due to the smaller activation energies, i.e., tem-
perature sensitivities, of the hot pixels, their dark current rates
are only reduced by a factor of ≈ 17. Nevertheless, 47 of the
75 hot pixels at −50◦C (63%) would have dark current rates
<0.8 e−s−1 and are thus comparable to the dark current rates of
normal pixels at −30◦C during the Aeolus mission. However,
they would still stand out with increased dark currents com-
pared to that of normal pixels at−50◦C. Aside from the reduced
dark current rates, the RTS time constants are assumed to be
larger at a lower temperature, which could, however, not be
extrapolated based on the EOL dataset due to the short test
period.

6. CHARGE STORAGE NON-UNIFORMITY

The implementation of the regular DCMZ measurements,
i.e., DUDEs, in early 2019 largely eliminated the systematic
errors that were introduced by the dark current fluctuations on
the steadily increasing number of hot pixels. Remaining biases
in the near-real time wind data were only present in periods
between an RTS transition and the following dark current
calibration that was then used for the processing of the next
orbits. In reprocessing campaigns the wind data quality could
be further improved by retrospectively applying DCMZ correc-
tions to orbits between the RTS transitions and the next DUDE
measurement [51]. In early 2023, however, a large persistent
Rayleigh wind bias of more than 7 ms−1 was noticed in range
gate #16. This was traced back to hot pixel [16,04], which
became hot on 22 December 2022. In contrast to the other HPs,
its onset involved a signal saturation not only on the pixel itself,
but also on the three pixels below in the same ACCD column,
suggesting a particularly strong exposure to cosmic radiation.
Following this event, pixel [16,04] exhibited a reduced amount
of charges stored in this memory zone pixel compared to other
pixels of the same column #4 but other rows (=range gates) after
normalization to the respective integration time. Consequently,
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the underestimation of the signal levels led to a systematic error
of the Rayleigh signal in range gate #16, and thus to a wind bias,
which could only be partly compensated for by switching off the
DCMZ correction for this pixel, thereby increasing the signal
levels by the amount of the dark current offset. Subsequent
investigations of this anomaly revealed that Rayleigh hot pixel
[13,15], which had become hot already on 26 June 2022, also
showed this charge storage anomaly and thus increased bias,
albeit to a lesser extent (≈ 1 ms−1), which is why it was only
discovered afterwards. Like pixel [16,04], this pixel went into
saturation upon its activation, which points to a damage causing
the observed effect.

For further investigation of the anomalous behavior of the
two special HPs, an extended DCMZ measurement was carried
out over multiple orbits in the frame of the EOL activities on
15 May 2023 when the instrument was in so-called laser burst
warm up (LBWU) mode without emitting laser pulses. During
the 6-h-long test four different solar background integration
times (0.625, 1.25, 2.5, and 3.75 ms) were applied while adapt-
ing the P/N settings to avoid saturation of the background pixels
at high solar background conditions around the North Pole.
The test data were used to compare the measured signal levels
on individual memory zone pixels of the 24 atmospheric range
gates in relation to those in the background range gate #25. In
the following, these parameters will be referred to as charge stor-
age ratio (CSR). Apart from the different dark current on each
pixel, especially on the HPs, the signal levels, produced solely
from solar background radiation in the Northern Hemisphere
part of each orbit, should be equal across the ACCD columns
after normalization to the integration time of the respective
range gate. Therefore, it is expected that the slope from a linear
fit that is applied to a correlation plot of signal levels among
pixels of the same column is very close to 1.0. This is the case
for nominal pixels such as Rayleigh pixel [12,15], as depicted
in Fig. 11(a), showing the correlation of its signal levels against
those measured on the corresponding pixel of the background
range gate (pixel [25,15]), normalized to the integration time
of range gate #12. While the slope from the linear fit, which
can be identified with the CSR, is 1.0 for all P/N settings and

background integration times for the nominal pixel [12,15], it
is considerably reduced for the two special hot pixels mentioned
above and highlighted in purple in Fig. 7.

For pixel [16,04], the measured signals are about 15% lower
at P= 114 and even 38% lower at P= 19 than those measured
on the corresponding pixel [25,04] of the background range
gate [Fig. 11(b)]. The effect is less pronounced on pixel [13,15],
where CSR is reduced by 4% at P= 114 and by 25% at P= 19
[Fig. 11(c)]. The scatterplots also show that the CSR not only
depends on the P/N settings, but also varies with the signal lev-
els; i.e., the relationship is not purely linear, which complicates
a potential correction for this effect. Moreover, since it is visible
on measurement level, it already occurs during the on-chip
signal accumulation. The fact that the CSR is lower for a smaller
number of accumulations P is counter-intuitive, as one would
expect that deficiencies in the accumulation of charges get more
pronounced as P increases. Discussions with ACCD manufac-
turer, Teledyne e2v, led to the hypothesis that recombination of
charges may be a possible root cause. However, this has not been
verified, yet.

Apart from the two exceptional Rayleigh hot pixels where the
charge storage anomaly was most pronounced, the EOL dataset
also allowed for the determination of the CSR of all illuminated
pixels on the Rayleigh ACCD, i.e., those on columns #2 through
#6 and columns #11 through #15. Following the same approach
of the pixel-wise analysis of the signal levels in the atmospheric
range gates in relation to the background range gate, the CSR
was derived from a linear fit for the setting that was used at the
end of the operational phase of the Aeolus mission (background
integration time: 0.625 ms, P=114, N=5). The resulting CSR
map is shown in the right panel of Fig. 12 together with the maps
obtained from the beginning of the mission on 2 September
2018. Since the calculation of the CSR requires sufficient signal
intensity on the pixels and the absence of atmospheric backscat-
ter signals, i.e., only strong solar background, such maps could
only be derived on a few occasions during the mission when the
instrument was in LBWU mode. The maps and corresponding
histograms illustrate the non-uniformity of the CSR across the
Rayleigh ACCD of about ±2%, which has an impact on the

Fig. 11. Scatterplots correlating the signal levels measured on individual pixels in the atmospheric range gates of the Rayleigh ACCD memory
zone against those from the same column in the background range gate #25. The data are subdivided into four different settings of the background
integration time and P/N values, as indicated by the colors and plot legend. Linear fits are shown as dashed lines with the slope representing the
charge storage ratio of the studied pixel. The analysis is exemplary shown for (a) nominal pixel [12,15] and the two special hot pixels (b) [16,04] and
(c) [13,15].
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Fig. 12. Charge storage ratio (CSR) map for the Rayleigh ACCD obtained (a) at the beginning of the mission on 2 September 2018 and (b) at the
end of the mission on 14 May 2023. Determination of the CSR requires sufficient signal intensity on the respective pixels. Therefore, data are only
available on illuminated pixels, i.e., in columns #2 through #6 and columns #11 through #15. The distribution of the CSR across the ACCD memory
zones is shown in the histograms below.

Rayleigh signal and ultimately on the Rayleigh wind error in the
respective range gates. Extreme cases are the aforementioned
pixels [13,15] and [16,04] that appeared in 2022.

The derived CSR map from 2023 was used in combina-
tion with Aeolus Level-1A (L1A) data from one day (30 April
2023) to calculate the change in the Rayleigh wind bias when
correcting for the non-uniformity. To this end, the L1A DCO-
corrected Rayleigh signal levels were scaled pixel-wise by
dividing the CSR value per pixel, before applying the correction
for solar background and dark current, in analogy to the Level-
1B processor. Afterwards, the Rayleigh signals and Rayleigh
responses were derived for each range gate. Then, the difference
in Rayleigh response with and without the application of the
CSR map was determined and finally converted to horizontal
line-of-sight (HLOS) wind speed by using parameters from
Rayleigh response calibrations. As a result, the wind speed dif-
ference caused by the CSR non-uniformity was obtained per
range gate. This procedure is illustrated in Fig. 13, which depicts
the Rayleigh signal levels per pixel in column #16, averaged over
all observations from 30 April 2023. The two maxima in the two

hemispheres of the ACCD correspond to the transmission peaks
of the two Fabry–Perot interferometers, referred to as filters
A and B, that constitute the Rayleigh channel spectrometer
(Fig. 1). Due to the degraded CSR of pixel [16,04] being located
in the center of filter A, the absolute change in the signal level
when dividing by the CSR map is particularly large, thereby
increasing the total signal in the left hemisphere IA by 5.6% with
the correction. Consequently, the Rayleigh channel response R ,
which is defined as the signal contrast between the two filters,
R = (IA − IB)/(IA + IB), is considerably shifted. The response
shift translates into a wind speed difference of almost 12 ms−1.

Apart from the large impact on range gate #16 introduced
by pixel [16,04], the analysis revealed range-gate-dependent
wind speed variations of about±2 ms−1, especially in the lower
range gates where the CSR of the pixels in the corresponding
rows shows larger variability compared to the upper part of the
ACCD, as seen in Fig. 12. In particular, a vertical smearing of
the CSR is visible along column #4 starting from the anomalous
hot pixel [16,04], which was activated by the cosmic ray event
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Fig. 13. Rayleigh signal in range gate #16, averaged over all obser-
vations from 30 April 2023, without (orange) and with consideration
of the CSR map (green) in the processing. The CSR correction has the
largest impact on pixel #4 due to the anomalous pixel [16,04], which
increases the signal in the left hemisphere (filter A) by 5.6%, thereby
strongly affecting the Rayleigh channel response.

on 22 December 2022 mentioned above, strongly affecting not
only this pixel, but also the ones below to a smaller extent.

Interestingly, the wind speed dependence per range gate
shows qualitative agreement with the Rayleigh-clear [11,52]
wind bias profile that was derived from Aeolus Level-2B (L2B)
data, although the latter exhibited smaller error variations than
what was simulated based on the derived CSR map. Figure 14(a)
displays the L2B Rayleigh-clear wind error with respect to the
ECMWF model background per orbit and per range gate for

the week between 12 and 19 April 2023. Starting from 18 April
2023, the wind retrieval was performed with a new processor
baseline (B16) which, amongst other changes, included the
option to disable the DCMZ correction for selected ACCD
pixels. In the Aeolus mission, a processor baseline refers to a
specific tagged version of the retrieval algorithms and opera-
tional processors used to handle and analyze the satellite’s data,
encompassing all steps from initial calibration and correction to
final product generation. Over the mission’s course, 16 different
baselines have been used, with two more (B17 and B18) planned
for phase F after the end of the mission to reprocess flight data
and further enhance the quality and consistency of the data
products over the complete mission timeline.

At the time of the baseline change from B15 to B16 and the
corresponding implementation of the processor update, the
underlying reason for the large wind bias in range gate #16 was
not yet understood. Simulation of the Rayleigh response change
introduced by not subtracting the enhanced dark current
for pixel [16,04], similar to the calculations described above,
yielded a reduction of the systematic error. Therefore, it was
decided to switch off the DCMZ correction for this anomalous
pixel in B16. As seen from Fig. 14(a) and the corresponding bias
profiles for B15 and B16 in Fig. 14(b), this action significantly
decreased the bias in range gate #16 from about 7 to 1.5 ms−1.
However, it is important to note that the omission of the DCMZ
correction did not resolve the root cause of the bias, but only par-
tially counteracted the low CSR of pixel [16,04] by retaining
the enhanced dark current level which is≈ 30 LSB on measure-
ment level at P = 114 [see y -axis intercept in Fig. 11(b)]. This
explains the remaining wind bias in range gate #16 and suggests
that the systematic error varies over the orbit depending on the
atmospheric backscatter and solar background signal measured

Fig. 14. (a) Aeolus L2B Rayleigh-clear wind error with respect to the ECMWF model background per range gate for the period between 12 and 19
April 2023. On 18 April 2023, the new baseline B16 came into effect including, amongst other processor changes, a switch-off of the DCMZ correc-
tion for the Rayleigh pixels [16,04] and [17,04]. (b) Profiles of the Rayleigh wind error per range gate before (red) and after the baseline change (green)
from B15 to B16. The data points are the median values over all orbits plotted in (a), while the error bars represent the standard deviation. The black
curve shows the calculated wind speed difference with and without application of the CSR map into the processing of the raw signal level, as described
in the text.
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on pixel [16,04] with the latter not being adequately corrected
for due to the low CSR.

The wind bias profiles in Fig. 14(b) also illustrate the effect
of Rayleigh pixel [13,15], which causes a negative bias of about
1.2 ms−1 in range gate #13. The different sign compared to
range gate #16 is due to the pixel being located on the right
hemisphere of the Rayleigh ACCD (filter B of the Rayleigh
spectrometer), hence causing an opposite response shift than
pixel [16,04]. As pixel [13,15] is located on the right edge of
Rayleigh spot B, the contribution to the total signal intensity of
the right hemisphere IB is comparatively small, which alleviates
the influence of the reduced CSR on the Rayleigh response. It is
also notable that Rayleigh pixel [24,04] has a particularly high
CSR value [see Fig. 12(b)], which is likely the reason for the
negative wind bias of almost 2 ms−1 in range gate #24. These
results suggest that the CSR non-uniformity is relevant for the
Aeolus data quality and requires further investigation, which is
foreseen for phase F of the Aeolus mission from 2024 through
2028. As a lesson learned for Aeolus-2, extended dark measure-
ments over multiple orbits, as done on 14 May 2023, should
be performed on a regular basis to characterize the CSR of the
detectors and to potentially correct for their non-uniformity.
Also, the temporal stability of this effect needs to be studied dur-
ing mission development to determine the required frequency
of such in-orbit calibrations. Since only illuminated pixels can
be monitored using the procedure explained above, a dedicated
ground characterization of all pixels is recommended before
integration.

It should be noted that a comparable analysis of the CSR for
the Mie channel ACCD was hindered by the too weak solar
background signal levels after being transmitted through the
Fizeau interferometer, which is optimized for narrowband sig-
nals. Nevertheless, a potential CSR non-uniformity of the Mie
ACCD may also slightly effect the determination of the Mie
fringe centroid position and hence the Mie wind speed. Since
the Mie channel response is less sensitive to signal variations
than the Rayleigh response, the impact is expected to be much
smaller. However, the derivation of cloud and aerosol optical
properties, such as backscatter and extinction coefficients,
which are retrieved from the Mie channel signal levels and are
included in the Aeolus Level-2A product [53], may be affected.

Besides the impact of the CSR non-uniformity on the wind
results, Fig. 14 illustrates the temporal variability of the wind
bias in certain range gates. Increased bias fluctuations are visible
in range gates #3 and #5, where the standard deviation over
the 80 orbits before the switch from B15 to B16, represented
by the red horizontal error bars, accounts for 2.9 ms−1 and
2.4 ms−1, respectively. The standard deviation for the other
atmospheric range gates is below 1 ms−1, except for range gate
#24 (1.5 ms−1), which is due to the influence of ground returns
on the Rayleigh response. The strong bias variations in the two
range gates are related to the number and activity of the HPs in
the respective Rayleigh ACCD rows. For instance, there were
each three HPs in rows #3 and #5, including pixels [03,02],
[03,14], and [05,10], which exhibited strong RTS fluctuations
with average RTS level lifetimes of less than 20 h and step sizes
of several tens of LSB (Table 3). The example depicted in Fig. 14
reveals the limitation of the DCMZ correction as well as the

necessity to improve the data quality in reprocessing campaigns
and the performance stability of the Aeolus-2 detector design.

7. ANOMALIES IN THE IMAGE ZONE

In addition to the analyses in lidar mode presented in the previ-
ous sections, the dark current properties were also sporadically
assessed in imaging mode at times when the instrument was in
LBWU mode, i.e., at the very beginning of the mission, during
laser switch-overs, and in the frame of the EOL activities. In
LBWU mode, the laser was not emitting UV pulses, and hence
no atmospheric return signal was acquired. In imaging mode, 15
images were recorded per observation, which were individually
read out without vertical integration of the signals and storage
of the charges in the memory zone. Hence, in contrast to lidar
mode, the signals on the 16× 16 pixel of the image zone (Fig. 1)
contained the information of the full atmospheric column
without any range resolution, while the memory zone anomalies
did not affect the signal levels.

Figure 15 depicts an example of an in-orbit dark current cal-
ibration (DCC) measurement performed on 31 August 2018,
nine days after launch. It represents the raw dark signals on the
ACCD image zone averaged over all 120× 15 images (120
observations correspond to 24 min of measurements). Both
detectors exhibited a vertical gradient of about 2e− from top to
bottom. The gradient was also present on the 2× 2 virtual pixels
at both edges of the ACCD (not shown), which represent the
DCO, so that it was removed when applying DCO correction
on the raw dark signals. The gradient was stable over the mission
lifetime, although the DCO increased by about 2% on both
detectors over the nearly five years. The DCO gradient most
likely originated from variations in the bias voltage supply or
clock waveforms over the course of the readout.

Apart from the vertical DCO gradient, a horizontal gradient
from left to right was evident in the raw DCC signals, especially
on the Mie channel. As the DCO correction was applied per
row using the two post-scan pixels, the horizontal gradient was
still present in the DCO-corrected signals. However, it was
smaller (<0.3e− on both detectors) than the vertical gradient
and also stable over the mission lifetime. The same holds true
for the dark signal non-uniformity (DSNU) and the mean dark
signal of the two detectors, which were <0.2e− in accordance
with on-ground tests [54]. The horizontal gradient becomes
more obvious in Fig. 16, which shows the dark current in the
image zone of the Mie and Rayleigh ACCDs after subtrac-
tion of the DCO, obtained from DCC measurements on 31
August 2018 (top panels) and on 4 June 2023 (bottom pan-
els). Note that the instrument was still in LBWU mode when
the first DCC was carried out after launch, whereas it was in
operation during the DCC in 2023. Therefore, a special timing
setting had to be applied in a dedicated EOL test such that the
imaging mode acquisition occurred before the atmospheric
return reached the ACCD; hence this procedure was referred
to as high-altitude DCC (Hi-DCC). DCCs below ground, in
analogy to DUDEs, could not be executed due to limitations
in the range of delay parameters of the detector acquisition.
The Hi-DCC approach turned out to be a feasible calibration
method and is thus recommended for Aeolus-2 to perform a
regular DCC monitoring.
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Fig. 15. Dark current calibration at the beginning of the mission on 31 August 2018, 9:15 UTC to 9:39 UTC: the raw signals including the detec-
tion chain offset on (a) Mie and (b) Rayleigh ACCD image zone exhibit a vertical gradient of about 2e−. The median signals per row are shown in
panel (c).

Fig. 16. Signal anomalies in the image zone: The left and middle panels depict the raw signal levels after DCO correction on (a), (c) Mie and (b),
(d) Rayleigh ACCD measured in dark current calibration (DCC) mode at the beginning (31 August 2018) and the end of the mission (4 June 2023),
respectively. The right panel (e) shows the orbital variation of the Rayleigh (green) and Mie signal levels (blue) together with those on Rayleigh pixel
[16,14] (red), measured over multiple orbits in LBWU mode.

While the horizontal gradient in dark current was nearly con-
stant over the mission lifetime, several pixel anomalies became
visible on the DCC images measured during the EOL test on
4 June 2023 [Figs. 16(b) and 16(d)]. Most notably, enhanced
signal levels appeared along certain columns of the image zone
with decreasing intensity from the bottom to the top of the
image (vertical smearing), which points to a charge transfer
inefficiency (CTI) effect during the readout process when the
charges were shifted to the memory transfer section row by row.
The image zone anomaly was strongest in column #14 of the
Rayleigh ACCD and was first observed in November 2018 in
the images that were recorded in weekly activities performed
in imaging mode aiming at the monitoring of the near-field
laser beam profile and the optical alignment of the instrument.
Starting from early May 2022, the neighboring column #15
was affected as well. The subsequent appearance of pixels with
enhanced signal levels suggests radiation-induced detector
defects to be the root cause, similar to the hot pixels in the
memory zone. Further analysis showed that the signal intensity
on the anomalous pixels was correlated with that on the right
hemisphere of the Rayleigh image; i.e., it was fed by both solar
background and atmospheric backscatter signals. This effect

was verified by another EOL test, which was performed on 1
May 2023 when extended measurements were conducted in
imaging mode over multiple orbits.

Figure 16(e) shows the orbital variation of the total signal
levels that are measured on the image zone of the Rayleigh
(green) and Mie ACCD (light blue) together with the signal
levels that are detected on Rayleigh pixel [16,14] (red). The
levels peaked around the North Pole at an argument of latitude
of 90◦, where the solar background was largest in May. In the
Southern Hemisphere (180◦ to 360◦), the measured signal was
purely from atmospheric backscatter of the emitted laser pulses,
accounting for≈ 400 LSB on the Rayleigh channel and≈ 200
LSB on the Mie channel, respectively, while the signal on the
anomalous pixel was ≈ 3 LSB. Hence, the enhanced signal on
Rayleigh pixel [16,14] was correlated with both the intensity of
the solar background and the atmospheric backscatter. Further
EOL tests at different frequency set points of the instrument
finally showed that the signal intensities on the non-illuminated
bottom pixels of column #14 of the Rayleigh ACCD scaled
with those on the illuminated pixels of the same column at the
location of the right Rayleigh spot associated with filter B (see
Fig. 1). The results obtained from the different EOL activities
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led to the conclusion that the image zone anomalies were very
likely due to a non-perfect flushing process that left traces of
the charges generated on the ACCD image zone during its
illumination. The vertical smearing which suggests CTI in
readout direction (row #16 is read out first, row #1 is read out
last) supports this hypothesis of an inefficient flushing as a result
of permanent damage, potentially caused by a cosmic ray event.

As the enhanced signal levels on the anomalous Rayleigh
pixels in the image zone accounted for less than 1% of the total
signal levels in the absence of solar background, the image zone
anomalies were not seen in lidar mode after signal accumulation
and are assumed to have had no significant impact on the quality
of the Aeolus data products. However, they would have had a
detrimental effect on the spectrometer response stability if the
intensities had been higher. This is because a post-processing
correction of the memory zone data would have been difficult
without a regular monitoring of the imaging mode dark cur-
rents, since the two-dimensional information is lost during the
accumulation process in the nominal wind measurement mode.

8. SUMMARY AND OUTLOOK

The Aeolus mission has successfully demonstrated that a
Doppler wind lidar can be operated in space for several years,
providing global wind profiles that significantly improve the
accuracy of numerical weather forecasts. This achievement
was accomplished despite the detector anomalies that were
encountered during the nearly five-year mission lifetime,
predominantly the 75 HPs on the memory zones of the two
ACCDs, accounting for 10% of all pixels on the Mie and
Rayleigh channel detectors. The essential measure to mitigate
the associated large wind errors of several meters per second
in certain altitude bins was the establishment of the DUDE
calibration procedure to measure the dark current levels during
laser operation, which was conducted more and more frequently
over the course of the mission (up to eight times per day) at the
expense of wind observations. In addition to the error reduc-
tion, the obtained DUDE dataset allowed for a classification
of the HPs according to their dark current characteristics. The
study revealed that most of the HPs (76%) exhibit RTS behav-
ior, some of them showing complex temporal signatures with
multiple RTS levels. Other HPs display slow drifts or rare shifts
in the elevated dark current levels. A segmentation approach
was applied to the dark current time series to derive statistical
parameters, such as the most likely RTS step size and average
lifetime of each HP. The analysis yielded step sizes ranging from
a few to hundreds of electrons and typical lifetimes of tens of
hours to a few days. These parameters are relevant for the Aeolus
data quality, as they facilitate the distinction between real RTS
transitions and atmospheric signal variations. This distinction
is important in the data reprocessing to introduce additional
DCMZ correction files between wind measurements at times
when there was no DUDE procedure.

Following the end of the operational Aeolus mission in April
2023, a series of special in-orbit tests was carried out to address
instrument-related and scientific investigations with regards
to the Aeolus performance, data reprocessing, and preparation
of future space lidar missions. In the frame of these activities,
the temperature dependence of the dark current levels was

investigated, revealing that the temperature coefficients of the
hot pixels were systematically smaller by about 25% compared
to the nominal pixels, hence supporting the assumption that
the dark current anomalies were caused by radiation-induced
displacement damages and not by CIC, which would be almost
temperature-independent [55]. Moreover, the test allowed for
the extrapolation to lower detector temperatures, predicting
dark current rates of normal pixels as low as 0.017 e−s−1 at
−50◦C, which is the operating temperature envisaged for the
follow-on mission Aeolus-2. Consequently, the dark current
rates of two thirds of the HPs that had emerged during the
Aeolus mission would be decreased to a level comparable to the
dark current rates of normal pixels at−30◦C. Nevertheless, the
occurrence of RTS transitions and sporadic shifts in the dark
current signals on different time scales would still remain an
issue, albeit with a smaller impact on the wind results.

Further EOL tests have provided additional insights into
the behavior of two special hot pixels on the Rayleigh ACCD
whose activation was probably caused by a particularly strong
exposure to cosmic radiation. As a result, these pixels were found
to show smaller signal levels than expected from the signal levels
on the pixels of the same ACCD columns. This charge storage
anomaly introduced systematic wind errors that could not be
tackled by the DCMZ correction. On the contrary, switching
off the DCMZ correction for Rayleigh pixel [16,04] reduced
the wind error in the corresponding range gate from about
7 ms−1 to 1.5 ms−1, as the signal loss on the pixel was partially
compensated by retaining the elevated dark current.

The study of the charge storage ratio was then extended to all
illuminated Rayleigh pixels, revealing a CSR non-uniformity
of around ±2%, which causes a range-gate-dependent bias of
the Rayleigh wind results. Simulations of this phenomenon sug-
gest bias variations of ±2 ms−1, which is larger than what was
derived from observation minus background (O-B) statistics
for a selected week in April 2023. Nevertheless, the impact of
the CSR non-uniformity on the data quality will be the subject
of further investigations during phase F of the Aeolus mis-
sion, which covers all activities after the end of the operational
phase including data analysis and reprocessing, reporting, and
archiving.

Another topic to be explored during phase F is the feasibil-
ity of applying a 1D fit to model the intensity distribution of
the two Rayleigh spots while excluding hot pixels to derive
the Rayleigh response from the intensity contrast between
both spots. This approach is challenging due to the unknown
actual fit function and the fact that non-Gaussian intensity
distributions were observed during the Aeolus mission. These
distributions were caused by temporally varying clipping of
the atmospheric return signal and beam profile distortions.
Hence, accurate modeling would require more fit parameters
than there are illuminated pixels carrying the Rayleigh response
information, given the coarse resolution of the ACCD image
zone. For Aeolus-2, the planned ACCD image zone will have
a similar number of columns, optimizing the compromise
between resolution and readout noise—which scales with the
number of pixels—and ensuring the atmospheric return signal is
not distributed across too many pixels. By examining alternative
fit functions, we aim to determine if the systematic errors from
an imperfect fit are less significant than those stemming from
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the current DCMZ correction. This investigation is particularly
pertinent for the Rayleigh winds in range gate #16 following
the signal charge storage anomaly on pixel [16,04] observed
in December 2022. These efforts will guide the refinement
of our methodologies and potentially improve the accuracy
of Rayleigh wind measurements during Aeolus-2, where less
clipping is expected, allowing for the assumption of a Gaussian
signal distribution. Beyond developing suitable fit algorithms,
an interesting and potentially beneficial approach involves
implementing artificial intelligence and massive machine learn-
ing techniques. These methods can enhance accurate modeling,
improve uncertainty handling, and enable scaling to larger
datasets.

In addition to the memory zone anomalies, features in the
ACCD image zone were presented in this work that can be
regarded as a combination of detector and readout electronics
anomalies. A vertical gradient of the DCO across the 16 rows
of about 2 e− is corrected by the DCO subtraction, which is
applied row by row. This is not the case for the horizontal dark
current gradient, which is less than 0.3 e− over 16 pixels; how-
ever, its minuscule magnitude renders it negligible with regard
to the data quality. The most striking image zone anomalies
are enhanced signal levels along certain ACCD columns that
appeared on more and more pixels over the course of the mis-
sion. The outcomes from several EOL activities suggest that the
resulting vertical smearing patterns were very likely caused by
an imperfect flushing during the readout process, leaving traces
of the charges that were generated on the image zone during the
illumination. Since the contribution to the total accumulated
signal was less than 1%, it was not observed in lidar mode and
also had no detrimental impact on the Aeolus data products.

The results of the present work are highly relevant for the
forthcoming space lidar missions EarthCARE [56] and Aeolus-
2, both working at the same UV wavelength and based on
similar technology such as Aeolus [57,58]. For the latter, the
Aeolus heritage will be largely retained, by employing ACCDs
from Teledyne e2v with a very similar operating principle. As
a consequence of the detrimental impact of the hot pixels on
the Aeolus data quality, major efforts have been undertaken to
resolve these issues in the preparation of Aeolus-2. Moreover,
the need for higher vertical resolution of the wind profiles was
expressed by both weather services and scientific users of the
Aeolus data. Consequently, it was suggested to increase the
number of atmospheric range gates from 24 to 66, while consid-
ering the reduction in signal-to-noise ratio in the shorter vertical
samples. Most importantly, a buffer store will be added below
the memory section that will enable readout between successive
laser pulses. This not only reduces the noise on the wind chan-
nels, but also allows for intermediate DCMZ measurements
without sacrificing observation time for the atmospheric signal,
as was the case with the Aeolus operational correction scheme
based on the DUDEs. In particular, it is intended to contin-
uously monitor the dark current levels by means of a rolling
DCMZ measurement where the dark current is recorded row by
row during subsequent observations so that a complete DCMZ
map for all 66 rows is obtained every 15 min [57].

As another improvement of the Aeolus-2 detectors, UV-
optimized anti-reflection coatings are currently being explored
in order to enhance the pixel quantum efficiency by 10%

while improving the stability [58]. The thermal noise will be
diminished by operating at lower temperature of −50◦C, as
demonstrated by the temperature extrapolation in Section 5.
Finally, although CIC was ruled out as a root cause of the hot
pixels thanks to the investigations of the temperature depend-
ence, many of the potential architectures and design options
that have been evaluated in the pre-development work of
Aeolus-2 aimed at the reduction of CIC [58], which was con-
sidered a potential origin of the elevated dark signals apart from
radiation-induced displacement defects.

Implementing an airborne demonstrator adapted to the
Aeolus-2 design is currently discussed in the frame of risk
reduction, as it would, like for Aeolus, provide comprehensive
operational testing capabilities during mission preparation
and execution, leveraging the full potential of the new design
features including the advanced detectors and their new func-
tional modes for performance monitoring and flexible signal
acquisition strategies.

Aside from lidar space missions, the assessment of the Aeolus
detector performance is also of relevance for other space instru-
ments that are using CCD detectors. For instance, hot pixels in
combination with RTS effects were observed on the CCD detec-
tors of the Global Ozone Monitoring by Occultation of Stars
(GOMOS) instrument on board ENVISAT deteriorating the
ozone retrieval [59]. Analysis of the temperature dependence of
the dark current in BRIght Target Explorer (BRITE) nanosatel-
lite image sensors yielded activation energies of around 0.7 eV,
similar to what was derived for the Aeolus HPs. This value
points to the generation of PV pairs in both detectors that are
common in proton-irradiated CCD matrices [60]. Finally, HPs
were identified in CCDs of star trackers, e.g., those installed in
the Solar Dynamics Observatory (SDO), necessitating a special
algorithm to distinguish them from star images and to exclude
them from the star tracker processing [61]. The examples pro-
vided above, along with the findings of this study, underscore the
ongoing necessity to investigate anomalies in CCDs operated in
space and to develop strategies for their mitigation.
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