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Abstract

First, a canonical form for stabilizer parity check matrices of arbitrary
size and rank is derived. Next, it is shown that the closely related canoni-
cal form of the Clifford group can be computed in time O(nd) for n qubits,
which improves upon the previously known time O(nG). Finally, the re-
lated problem of finite blocklength bounds for stabilizer codes and Pauli
noise is studied. A finite blocklength refinement of the hashing bound is
derived, and it is shown that no argument that uses guessing the error
as a substitute for guessing the coset can lead to a significantly better
achievability bound.

1 Introduction

Stabilizer codes [12] 6], quantum analogues of classical linear codes, are a widely
studied method for protecting quantum states from noise. This article considers
canonical forms and finite blocklength bounds for stabilizer codes.

Matrix decompositions and canonical forms have long been important in
mathematics. In quantum error correction, various decompositions of Clifford
group elements have been proposed, with applications ranging from compilation
of quantum circuits to generation of uniformly random Clifford group elements;
see for example [8), 5] [13] 2] and references therein for more details.

In another recent work [I7], a joint matrix decomposition of a pair of orthog-
onal matrices plays an important role in the design and analysis of the proposed
family of quantum Calderbank-Shor-Steane codes. The codes in [I7] have a set
of linearly dependent stabilizer measurements, and therefore can be used to cor-
rect errors on the qubits and errors in the syndrome simultaneously. The matrix
decomposition in [I7] gives information about both the quantum CSS code and
the classical linear code that protects against errors in the syndrome.

It would be desirable to generalize the matrix decomposition of [I7] from CSS
to arbitrary stabilizer codes. This is achieved in the present article. Theorem
[] below gives a canonical form for stabilizer parity check matrices of arbitrary
size and rank.
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The main idea in the proof of existence of the matrix decomposition, both in
[1I7] and in Theorem in the present article, is to use a variant of Gaussian elim-
ination with both row and column operations, with the additional restriction
that the column operations are chosen so as to preserve the symplectic products
of the rows at each step. Thus, the algorithm for computing the matrix de-
composition is a close relative of the “disentangling” algorithms for the Clifford
group, such as the one described in [I6l Theorem 10.6 and Exercise 10.40] and
more recently in [, Section II].

To prove uniqueness of the matrix decomposition for stabilizer codes, the
present article extends and simplifies the methods used previously in [5] to
establish a canonical form for the Clifford group. [5] describes a collection of
subgroups of the Borel group, parametrized by elements of the Weyl group.
This collection of subgroups is then used to describe the canonical form and
prove its uniqueness. See also [15, Section V] for a more detailed description of
the Borel subgroup, the Weyl subgroup, and the Bruhat decomposition of the
symplectic group.

The approach in [5] is not directly applicable to stabilizer parity check ma-
trices; the obstacle is roughly speaking that the latter are not invertible and
need not even have linearly indepedent rows. To overcome the difficulty, the
present article defines a more general family of groups of lower triangular matri-
ces. These groups are shown to arise naturally during Gaussian elimination, and
are used to describe and prove uniqueness of the canonical form for stabilizer
parity check matrices.

An approach centered on Gaussian elimination has various theoretical and
practical advantages. Besides yielding a canonical form for stabilizer parity
check matrices, it also gives new insights into the canonical form for the Clifford
group.

For example, [5l, Section II] gave a two-stage algorithm to compute the canon-
ical form of the Clifford group. The first stage, a disentangling algorithm closely
related to Gaussian elimination, takes time O(n?®) for n qubits. However, the
second stage takes time O(n®), so the overall runtime to compute the canonical
form is O(n").

The present article gives a more precise analysis of the Gaussian elimination
stage. In Theorem [6] below, it is shown that Gaussian elimination produces the
canonical form directly, without the need for post-processing. Thus, the overall
runtime is reduced from O(n°) to O(n?), which roughly squares the number of
qubits for which it is practically feasible to compute the canonical form.

Moreover, the present article gives a simplified description of the relevant
subgroups and self-contained proofs. The exposition here relies only on the
structure of Gaussian elimination, rather than on more advanced topics such as
Bruhat decomposition and (B, N)-pairs.

Insights in the structure of stabilizer codes may be applied to further prob-
lems. For example, the canonical form in Theorem [5| gives an encoding circuit
for a given stablizer parity check matrix. The canonical form can also be used
to generate a uniformly random stabilizer parity check matrix of a given size
and rank by an algorithm that uses the optimal number of random bits.



These applications are not considered in detail here; the argument for the
encoding circuit is similar to [I7, Section III], where a decomposition of CSS
parity check matrices is used to derive the encoding circuit and the algorithm
for generation of uniformly random stabilizer parity check matrices of given size
and rank is similar to the algorithm in [5, Section III] for the generation of
uniformly random Clifford group elements.

Instead, this article considers the following question: given Pauli noise af-
fecting a finite number n of qubits, what is the highest rate of a stabilizer code
that keeps the error probability below a target €, and what is the lowest error
probability of a stabilizer code of a given rate r?

Theorem [7] below gives a finite blocklength refinement of the hashing bound,
applicable to arbitrary n-qubit Pauli noise. Then, Theorems [§ and [9] show how
the general bound can be computed efficiently in the important special cases
of n independent qubit erasure channels and n independent qubit depolarizing
channels.

Given an achievability bound, it is natural to ask whether it is in some sense
optimal. In classical error correction, there is a well developed theory of finite
blocklength bounds [I8]. In particular, in the special cases of the classical era-
sure and binary symmetric channels, the finite blocklength achievability bounds
come with nearly matching finite blocklength converse bounds.

Unfortunately, the corresponding problem in quantum error correction is
less well understood. [I] focuses on achievability bounds for stabilizer and CSS
codes on the depolarizing channel, but does not give any converse bounds. [21]
derives both achievability and converse bounds applicable to general quantum
error correcting codes, not just stabilizer codes. However, the achievability and
converse bounds of [2I] nearly match only in the case of the qubit dephasing
channel, which is closely related to the classical binary symmetric channel, and
in the case of the quantum erasure channel with classical post processing, which
is closely related to the classical erasure channel. On the other hand, for the
depolarizing channel, there is a constant size gap between the achievability and
converse bounds of [2I], which corresponds to the gap between the hashing lower
and dephasing upper bounds on the capacity of the depolarizing channel.

In this context, the present article makes the following contribution: it shows
that the finite blocklength refinement of the hashing bound in Theorems [8| and
[)is nearly optimal among a certain class of arguments: those that use guessing
the most likely error from the syndrome as a substitute for guessing the most
likely stabilizer coset from the syndrome.

Such a result is important because the relaxation from guessing the coset
to guessing the error is widely used in the literature on stabilizer codes. In
particular, the previous finite blocklength achievability bound of [I] for stabilizer
codes on the depolarizing channel also uses this relaxation.

The rest of the article is structured as follows: Section [2| covers preliminaries
and some background material. Section [3|introduces a family of groups of lower
triangular matrices, and Section [4 uses these groups to establish canonical forms
for unrestricted and stabilizer parity check matrices and for the symplectic and
Clifford group. Section [of gives the finite blocklength refinement of the hashing



bound and the proof that it is nearly optimal among the class of arguments
that substitute guessing the error for guessing the coset. Section [6] concludes
the article and gives some directions for future work.

2 Preliminaries and notation

This section introduces notation that will be used later on, and covers some
background material on quantum stabilizer codes and Pauli channels. Some
prior acquaintance with quantum computation and quantum information is as-
sumed; see, for example, [16].

After some basic notation (subsection 7 the Pauli group (subsection
and Clifford group (subsection are introduced, along with the associated
homomorphisms to vectors and matrices over the field with two elements. Next,
the class of Pauli channels is described in subsection [2:4} these channels apply a
random Pauli error and possibly give some classical side information correlated
with the error. This class of channels has a number of useful properties: it is
closed under conjugation by the Clifford group (subsection , closed under
preparation and measurement of a subset of the qubits in the computational
basis (subsection , and closed under Pauli corrections conditional on the
side information (subsection . Moreover, the diamond distance of a Pauli
channel from the identity can be easily computed (subsection . The preced-
ing observations show that the search for the optimal stabilizer code to correct
Pauli noise admits a convenient combinatorial description (subsection . A
relaxation of this combinatorial problem is given in the final subsection

2.1 Some notation

Let [n] denote the finite set {1,...,n}. Let Fy denote the field with two elements
and F5 denote the space of column vectors with n components from Fo. For
i € [n], let e,; denote the i-th standard basis vector of F4. Let F5'*" denote
the space of m x n matrices over Fo. Let I,, denote the n x n identity, and let
Q,, denote the n x n reverse diagonal matrix

n
Q, = Zen,iez,nﬂﬂ' (1)
i=1

2.2 The Pauli group

Consider a quantum system with n qubits. Let X, ;, Z, ; denote the Pauli X
and Z operations acting on the i-th qubit, and let

Q2n = (Xn,17~-~7Xn,n7Zn,na---7Zn,1) (2)

be the 2n-tuple of single qubit Pauli X and Z operations ordered in a particular
way. The reason for this particular ordering will become clear later. Individual



components of ()2, will be denoted by Q2 ;; for example, Q2,1 = X, 1 and
Q2n,2n = Zn,1 are the Pauli X and Z operations on the first out of n qubits.

The Pauli group on n qubits P, is generated by the components of @2, and
by ilsn. Two elements P, P’ of the Pauli group either commute or anti-commute;
this will be denoted as follows:

: / / _
<P’P,>{1 if PP+ P'P =0

3
0 if PPP—PP=0 )

The operation (,) has the following properties
<P’P/> = <P/7P>

<PPI7P/I> — <P, Pl/> EB <P/,PN>
(P,P"y=(UPU"', UP'U")

—~ o~
S Ot
= Z

for any P, P', P” € P,, and any unitary U.
Finally, the map ©,, : P,, — F3" given by

<Q2n,2n; P>

Ou(P) = . M
<Q2n,17 P>

is a surjective group homomorphism with kernel {£I,£iI}. ©,, sends Q2y,,; to
€2n,i- Additinally, the identity

VP, P € P,,(P,P) = 0,(P)" Q,0,(P) (8)
holds.

2.3 The Clifford group

The Clifford group on n qubits consists of unitary matrices that map Pauli
group elements to Pauli group elements under conjugation:

Co={WeC*"¥ . WWt=Tand VP e P,,WPW ™! € P,} (9)

The symplectic group consists of matrices in ]Fg””" that preserve the symplectic
form " Qa1

SPap = {C € F3*" 1 0T Q9,0 = Q. } (10)
The map ¥, : C,, — SPa, defined by
V’i,j € [Qn]aegn,iq]n(w)e%z,j = <Q2n,2n+17ia WQQn,jW71> (11)

is a surjective group homomorphism with kernel {¢P : ¢ € C, P € P,}. Addi-
tional useful properties of ¥,, are

U (W) = Q9,0 (W) T Qg (12)
VP € P,,0,(WPW™ 1) =¥, (W)O,(P) (13)



2.4 Pauli channels

Definition 1. An n qubit Pauli channel with side information (or just Pauli
channel) is specified by the joint distribution pyy of a random variable U taking
values in F3" and another discrete random variable V. The channel specified
by the joint distribution p will be denoted by Ny,; it transforms n qubit states as
follows:

p = Nolp) = 3 puv (u,0)Q3,0 (Q3,) ® [v) (vl (14)
where an = Q12L711,1 157?7,,2 ce 12?;7:271

Examples of Pauli channels are the qubit erasure channel and the qubit
depolarizing channel. The qubit erasure channel with parameter ¢ transforms
the state p of a single qubit to

& (p) = (1 =6)p©10) (0] + g (p+XpX +ZpZ + XZpZX) @ 1) (1] (15)

The side information indicates whether an erasure has occurred or not. The
qubit depolarizing channel with parameter § transforms the state p of a single
qubit to

)
Ds (p):(175)p+§(XpX+ZpZ+XZpZX) (16)

In this case, there is no side information.

2.5 Conjugation of a Pauli channel by a Clifford group
element
Conjugating a Pauli channel by a Clifford unitary gives another Pauli channel.

Specifically, if is conjugated by W € C,, the resulting channel transforms
n-qubit states as follows:

p= Y puv(u,0)WQEW oW (Q4,) W @ |v) (v]

u,v

T
=Y v (w0)Qyr ™ (@5 ™M) @ o) (o] (17)

u,v

2.6 Preparation and measurement

Consider now the n-qubit Pauli channel specified by . Suppose the n qubits
are divided in two registers: the first m qubits, and the remaining k& = n —
m qubits. Suppose further that the first m qubits are prepared in the zero
state, then the channel is applied, then the first m qubits are measured in the
computational basis. These operations transform the n-qubit Pauli channel into



a k-qubit Pauli channel acting on the last k qubits. The channel on the last k
qubits transforms k-qubit states as follows:

t
pHZPUV(U,U)QQk' Lok up ng/ Lo “

u,v

® U,Zem,ie;n,i\l'n(W)u> <U,Zem’ie;n’i\lln(W)u (18)
i=1 i=1

2.7 Conditional correction

Finally, a Pauli correction is applied on the remaining qubits to transform
into a channel that is close to the identity. To simplify notation, rewrite (18] as

i o1 T
o > (0@ (Q1) @ 1) (v (19)
u! v’
A conditional correction specified by some conditional probabilities ﬁU,W,, fol-
lowed by tracing out the side information result in the channel
’ A~/ ’ A~/ T
P Y Do (0 V)P (@) Q5 0 (Q5H) (20)

u’ v’ a!

2.8 Diamond distance from the identity

The diamond distance [22, Section 9.1.6] between the channel in equation
and the identity channel is 2P (U "£U ’). Indeed, the triangle inequality shows

that the diamond distance is at most 2P (f]’ 2 U’ ), and using a maximally en-
tangled state in the maximization problem for the diamond distance [22] The-
orem 9.1.1] shows that it is at least 2P (U’ # U’).

2.9 Optimal stabilizer codes and coset decoding

Given a finite blocklength n and an n-qubit Pauli channel N, it is desirable to
understand the highest rate of a stabilizer code that can correct the noise N,
while keeping the probability of error below a given €, and the lowest probability
of error of a stabilizer code of a given rate r. The preceeding discussion shows
that these can be defined combinatorially as follows:

Definition 2. Let pyy be a joint probability distribution of a random vector U
in F2" and another discrete random variable V .

For C € §Ps,, partition n = m+ k of the qubits and decoding algorithm D,
the probability of error is

m 2k
P (D (v, Zem,ie;ico') £ Ze%,ie;ymHCU) (21)

i=1 =1



For e > 0, let Reoset (Puv,€) be the mazimum value of k/n such that there
exist C, D with probability of error at most €.

Forr =k/n, let ecoset (Puv,T) be the lowest error probability of a pair C, D
that uses m = n — k bits of syndrome.

Note that > " | emﬂ-eQTanHﬂ-CU is irrelevant to the distance from the iden-
tity channel in section and therefore it is also not mentioned in the combi-
natorial formulation in Definition Thus, the Pauli error U, about which m
bits are observed as the syndrome and 2k bits are guessed by the decoder, is
determined only up to a coset of a vector space of dimension m.

2.10 Guessing the error from the syndrome

Analyzing the optimal rate and error probability for coset decoding presents
considerable difficulties. Therefore, it is worthwhile to introduce a relaxation
of this problem, and to consider the optimal rate and error probability for the
related task of guessing the error from the syndrome.

Definition 3. Consider a probability distribution pyy as before.
For C € §SPs,, partition n = m+ k of the qubits and decoding algorithm D,
the probability of incorrect guess of U from the syndrome is

P (D (m iem,iengU) # U> (22)

i=1

For € > 0, let Rerrorguess (Puv,€) be the mazimum value of k/n such that
there is a pair C, D with the probability of guessing U incorrectly at most €.

For r = k/n, let cerrorguess (Puv,T) be the lowest probability of guessing U
incorrectly of a pair C, D that uses m = n — k bits of syndrome.

Since a pair C, D that can guess U can be adapted to coset decoding with
equal or lower error probability, the optimal rates and error probabilities satisfy

Rerrorguess (pUV, 6) < Reoset (pUV, 6) (23)

Ecoset (pUV7 T) S Eerrorguess (pUVa T) (24)

3 Groups of lower triangular matrices

Subsection [3.1] introduces a family of groups of lower triangular matrices. Sub-
section [3.2) shows that each of these groups is generated by a suitable subset
of the Gaussian move matrices. Subsection considers the intersection of
these groups with the symplectic group and Subsection [3.4] shows that these
intersections are generated by suitable symplectic analogues of the Gaussian
moves.



3.1 A family of groups from transitive sets of pairs
Definition 4. Forn € N, let

Pairs (n) ={(i,7) : 4,5 € [n],i > j} (25)
Definition 5. A subset T of Pairs(n) is called transitive if

(i,§) €T, (j,k) eT = (i,k)eT (26)

Definition 6. To a transitive subset T, associate the set of lower triangular
matrices
L, (T) = I, + span {en’ielj :(i,§) € T} (27)

Lemma 1. £, (T) is closed under matriz multiplication and matriz inverse.

Proof. Take any

A= Z ai’jen,ie,—';j, B= Z bk,len’ke;l (28)
(i,7)€T (k,l)eT

From the transitive property, deduce AB € span {en,ielj (i, 7) € T}. Then,
(In+A)(I,+B)=1,+A+B+ABe L, (T) (29)
Moreover, A is nilpotent. Let d be the largest integer such that A% = 0. Then,
(I, — A~ = (I+ A)I + A%)(I + A*) .. (I + A% (30)

is also an element of £, (T). O

Some examples

The lower triangular group is £,, (Pairs (n)).

Matrices with off-diagonal entries only in certain rows and columns:
take subsets R, C of [n]. Then, T' = Pairs (n) N (R x C) is transitive. £,, (T) is
a group of lower triangular matrices whose non-zero off-diagonal entries appear
only in rows in R and columns in C.

The inversions and non-inversions of a permutation: let 7 be a permu-
tation of [n]. Let

inv(m) = {(i,5) : i > j,7(i) <7(j)} (31)
ninv(m) = {(¢,7) : 4 > j,m(i) > w(j)} (32)
Both inv(r) and ninv(w) are transitive. The associated groups L,, (inv(w)) and
L, (ninv(w)) played a role in the canonical form for invertible n x n matrices
[5].



3.2 Generators and canonical form of the groups £, (T')

For i # j € [n], let
Grij = In +enien ; € F<" (33)

denote the corresponding Gaussian move matrix over Fy. Left multiplication
by G.,; adds row j to row 7. Right multiplication by G, ; ; adds column ¢ to
column j. Gy ; ;Gr ;iGn,i; acts on the left as a row swap and on the right as
a column swap.

Consider the identity:

Lemma 2. Let {a;;: (¢,j) € Pairs(n)} be any collection of elements of Fo
indexzed by Pairs(n). Then,

I, + Z ai,jen,ielj = H GZiz]] (34)
(¢,§)EPairs(n) (i,§)€Pairs(n)
where in the product, the order of terms from left to right is
(2,1),...,(n,1),(3,2),...,(n,2),...,(n,n—1) (35)

Proof. Think of the product as a polynomial in the standard basis vectors and
their transposes. The ordering is such that all terms of degree 4 and higher
vanish, and only the terms of degree 2 and the identity remain. O

This identity gives a set of generators and a canonical form for all the groups
L, (T).

Corollary 1. Take n € N and transitive T C Pairs (n). The group L, (T) is
generated by

{Gn,i,j : (Z7]) € T} (36)
Each element of L, (T) can be uniquely written as a product
II & (37)
(i,7)€T
where the product respects the order
3.3 Intersection of the groups Ly, (T') with the symplectic
group

Definition 7. A subset T' of Pairs (2n) will be called closed under reversal if
(1,j) €T <= 2n+1—j2n+1—-0)eT (38)

Definition 8. To a subset T that is both transitive and closed under reversal,
associate the group
By (T) = Loy, (T) N SPay, (39)
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3.4 Generators and canonical form of the groups By, (T)
3.4.1 The Clifford Gaussian moves
Fori#je{l,...,2n} let

W v/ Q2ni ifi+j=2n+1
2t (I 4+ Qon2nt1—j + Q2nyi — Q2n2n+1-jQ2n;) otherwise
(40)
These unitaries will be called the Clifford Gaussian moves, because they play a
role analogous to the classical Gaussian moves Gy, ; ;.
The Clifford gaussian moves are also related to the standard Clifford one
and two qubit gates:

1. For i € [n], Wap_i2n+1—i is a phase gate conjugated by a Hadamard gate
on qubit 7.

2. For i € [n], Way 2n+1-i,; is a phase gate on qubit 1.

3. Fori € [n], Wan 2nt1-i,iWon,i2n+1-iWon 2nt1—ii = \/Zn,i/ Xn,iv/ Zn,i =

%Hnl is a Hadamard gate on qubit i.

4. For i # j € [n], Wani; = Wap (2nt1-7),(2n+1—4) 18 a CNOT gate with
control qubit j and target qubit .

5. For ¢ 7éj € [n], W2n,i,jW2n,j,iW2n,i,j is a SWAP of qubits 1,7.

6. Fori>n>ji+j#2n+1, Wapij = Wononti—jont1—i is a CZ gate
on qubits 2n + 1 — 1, j.

7. For i <n < j, Wanij; = Wanonti—jont1—i is a CZ gate conjugated by
Hadamard gates on qubits ¢,2n + 1 — j.

3.4.2 The symplectic Gaussian moves
The symplectic Gaussian moves are the images of the Clifford Gaussian moves
under the homomorphism ¥,,: for i # j € {1,...,2n} let

Sonij = VYn(Wanij)

)+ 62n,i6;n’j ifi+j=2n+1 (41)
- T T :
Ion + €2n,i€g, j + €2n,2n4+1—j€2y 0n 11— Otherwise

3.4.3 Clearing entire rows and columns

It is well-known that there are simple combinations of classical Gaussian moves
that can be used to clear entire rows and columns. It is less obvious that there
are combinations of the more complicated Clifford and symplectic Gaussian
moves that have similar properties. To illustrate the similarities and differences
of the classical and symplectic case, both are now given explicitly.

11



With classical Gaussian moves: Take i € [n]. Take a vector
n
v = Zvjemj e 3 (42)

that does not have an i-th component (i.e. v; = 0). Let

Gnw,i=1I, —|—ve HG i (43)
J#i

and let G,, ; ,7 = G

’ﬂ’U’L

With symplectic Gaussian moves: Take i € [2n]. Take a vector

2n
v = ZUj@Qn’j S F%n (44)
j=1

that does not have an i-th component (i.e. v; = 0). Let

T T T
Sonw,i = Ion +veg, i + Qone2n v Qon + V2nt1-i€2n,2n4+1-i€2p, ;

o ] 1 VjV2n+1—j
- SQn 2n+1—1i,% S2’I’L7J 7 45
J#i

and let Sy, ; ,7 = S;—n,v,i' Similar combinations of Clifford gates appeared
previously in [0, Lemma 4].
Some relevant properties of S, . ; are:

Lemma 3. 1. For fizedi the symplectic Gaussian moves {San ;i : j € [2n]\{i}}
commute.

2. The two different expressions for So, . in equation , one with the
identity and outer products, the other with the symplectic Gaussian moves,
are equal.

S22n,v,i = IQ"‘
Son,v,i s supported only on the main diagonal, column i and row 2n+1—1.

Son,v,i€2n,i = €an,i + v

SN B N

If eQTmu =2 Qou =0, then Son it = U.

Proof. From the definitions using simple calculations. The most work is required
to show that the two expressions in equation are equal. To do this, consider
the action of the two expressions on the standard basis vectors, exploiting the
commutativity from part 1 and the fact that S, ;; acts as the identity on all
standard basis vectors except eay, j, €2n,2n+1—i- O

12



3.4.4 An identity reveals the generators and canonical form of the
groups Ba, (T)

In the classical case, the generators and canonical form of the groups £, (T)
were obtained from the identity in Lemma A symplectic analogue of that
identity will now be given.

Because of the symplectic constraint, the off-diagonal entries of matrices
in Loy, (Pairs(2n)) N SPa, cannot all be chosen freely. The following linear
function focuses on a set of entries that can be chosen freely, and that together
determine the rest.

Definition 9. Forn € N, let V,, : F3"*?" — F3"*" be the linear function

n 2n41—j

Va(B)=> Y esmies, Bean ey ; (46)

j=1 i=j+1
Now, consider the identity:

Theorem 1. For every B € By, (Pairs (2n)),
B = Son v, (B)en 1,1920.V, (B)en 2.2 - - - 920V, (B)en. n.n (47)
Proof. Define a sequence of matrices by
Bo = B, By = Son v, (B)en x kBe-1,k=1,...,n (48)
It will be shown by induction on k that the matrices By, satisfy:

(49)

T on i Beon,; ifi,je{k+1,....2n—k}
€on,iBreon,; = ’
2n,1 »J T h te
€91,,i€2n.j otherwise

For By = B, the claim holds. Suppose the claim holds for B;_;. Note that
By = 82y, (B)en. o kBr-1
= Bi—1 + Va(B)enkean xBio1 + €2n2n41-k60 1 Va(B) T Q2 Bi1
+€2n,2n+17ke;n,2n+1,kBezn’kegn’kka1 (50)

Since e;—n)kBk,l = e;mk, the second term is supported only on the k-th column.
The third and fourth terms are supported only on row 2n + 1 — k. Thus,
By, — By_1 is supported only on column k£ and row 2n + 1 — k. Moreover,
column k of By_1 is eap i + Vo (B)en i, 50 column k of By is just ez, ;. Finally,
row 2n + 1 — k of By is determined by column £ via the symplectic constraint:

T T T T T T
€2n,2n+1—kBk = ezn,kQ%Bk = ezn,kBk Qo By, = ezn,kQ% = € 2n+1—k (51)
This completes the induction. Then, B,, = I5,, which proves the theorem. [
The following Theorem gives properties of the groups B, (T') related to

generators and a canonical form:

13



Theorem 2. Let T C Pairs (2n) be both transitive and closed under reversal.
Then,

1. (Z,j) € T implies SQnﬂ‘,j € Ba, (T)

2. If i € [2n] and v € F3" are such that v is supported on positions {j :
(j,’L) S T}, then Sgnﬂ,’i S Bgn (T)

3. {Sonij:jem,i+1<i<2n+1-7(i,7) €T} generates By, (T).

4. The identity in Theorem (1| provides a canonical expression of each B €
Ban (T') in terms of the generators.

Proof. Part 1 follows directly from the definitions.
Part 2 follows from part 1, equation and the following claim, which is

j=1ViV2n+1—j

used to deal with the correction term S2Zn,2n+1_i7i in equation :
Claim: (4,9)) e TA(2n+1—-4,i) €T = 2n+1—4,9) €T (52)

Indeed, closure under reversal implies (2n + 1 —i,2n + 1 — j) € T and then
transitivity implies (2n+1—14,i) € T.
Parts 3 and 4 follow from part 2 and Theorem [I} O

4 Canonical forms for unrestricted and stabi-
lizer parity check matrices, and for the sym-
plectic and Clifford groups

The preparatory subsection [4.1] introduces the main ideas in the simpler case
of unrestricted matrices. It also establishes notation and some lemmas. Next,
subsection gives the canonical form for stabilizer parity check matrices. Fi-
nally, subsection [{.3] considers the canonical form for the symplectic and Clifford
groups.

4.1 Gaussian elimination produces a canonical form for
matrices of a given size

An application of the groups £, (T') will now be described. Groups of this type
will be seen to arise naturally during Gaussian elimination. They will be used
to show that the associated matrix decomposition is in fact a canonical form.

One of the many variants of Gaussian elimination will now be recalled in
some detail, with special attention on which row and column operations can
potentially be used, as a function of the pivot positions.

The search for pivots must proceed in some definite order; different orders
result in different but analogous matrix decompositions [20]. The present article
uses the order ”left and down”: the search for pivots starts in the first row from
the last element to the first, then in the second row from the last element to the
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first, etc. This choice produces decompositions with lower triangular matrices
both on the left and on the right.

The positions of the pivots can be described using a pair of functions. Let
a: [r] = [m] be increasing, and let 5 : [r] — [n] be injective; to these functions
correspond the r pivot positions («(i), 8(7)),i = 1,...,r. These r pivot positions
can also be summarized in a matrix: let

(e, B) = Z €m,a(i)En, (i) (53)
=1

II(«, B) may be called an incomplete permutation matrix, because it has at most
one 1 in each row and column, but may be non-square and may have zero rows
and columns.

During Gaussian elimination, the pivot positions are not revealed all at once,
but step-by-step. Take s > r, and suppose that increasing o’ : [s] — [m] and
injective 8’ : [s] — [n] agree with «, 8 on [r]. Then, call (o/,3") an s-extension
of (a, ), and call («, B) the r-predecessor of (o, 3’). A given collection of pivot
positions can have many possible extensions to a given higher rank, but it has
a unique predecessor at a given lower rank.

The algorithm progresses by taking a partially reduced matrix and simpli-
fying it further. For a, 3 as above, call A € FJ'*" («, 3)-partially reduced if
rows 1,...,a(r) and columns B(1),...,3(r) of A coincide with the correspond-
ing rows and columns of II(«a, 8). If in addition A = (a, ), then A is fully
reduced, and the algorithm ends.

If A is partially but not fully reduced, then extend («a, 8) to (a/,8") so that
o/ (r+1),08 (r+ 1) is the position of the next pivot in the left and down order.
Then, transform A:

’
m T B'(r+1)—1 -
r_ €m,iA€n g/ (r+1) Cm .ol (ry1) A0
A= H Gm,i,a’(ﬂrl) A H Gn’ﬁ’(r+1),j (54)
i=a/(r+1)+1 j=1

to a matrix A’ that is (o, §’)-partially simplified.

Now, observe that on the left, only G, ; o/(r+1) With i > o/(r + 1) are used.
Similarly, on the right, only G, g/(r41),; With j < #'(r + 1) are used. However,
on the right, there is an additional restriction: since columns 8(1),...,8(r) of
A are already simplified, G}, g/(r41),; With j € Im(f) are not used[|

These observations prompt the following definitions.

Definition 10. For increasing « : [r] — [m], let

T () = {(i,7) : j € Im(a),i > j} C Pairs (m) (55)

LIf the search for pivots proceeded along columns rather than along rows, i.e. in the
order last column top to bottom, then second last column top to bottom, etc., the additional
restriction would be on the left rather than on the right.
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Definition 11. For injective 8 : [r] — [n], let

TR (B) = {(i,7) 14 € Im(B),j <i,5 ¢ {BQ),....8 (B (i)—1)}}
C Pairs(n) (56)

Note that these sets are transitive and behave naturally under extensions:
for o/ an extension of a, LTt () € TEe/* (o), and for B’ and extension of 3,
TRight (6) C TRight (ﬁ/)

Putting everything so far together gives the following matrix decomposition:

Theorem 3. For all A € FJ'*" there exist r < min(m,n), increasing o :
[r] — [m], injective B : [r] — [n], and matrices L € L, (T*/*(a)), R €
L, (TT9M (8)) such that

A= Ll(e, B)R (57)

(rya, B, L, R) can be computed from A in time O(mnr) by Gaussian elimina-
tion

The given matrix decomposition is in fact unique; thus, it is a canonical form
for m x n matrices. This will now be proved in detail. For convenience, say that
a quintuple (r, o, 8, L, R) is (m,n)-allowed if r < min(m,n), o : [r] — [m] is in-
creasing, 3 : [r] — [n] is injective, L € L,, (T%/! (a)) and R € L,, (TF9" (B)).

Theorem 4. Let (r,a,8,L,R), (r',a/,5', L', R’) be (m,n)-allowed quintuples
such that
LIl(a, B)R = L'TI(e, B)R’ (58)

Then,
(T‘7 a? B7L7R) = (T’, al7/8/7L/7R/) (59)

Proof. The first step is to establish uniqueness of the incomplete permutation
matrix. In [B, Lemma 14], an argument for the case of full permutation matri-
ces is given; unfortunately, it is not clear how to extend this approach to the
case of incomplete permutation matrices. On the other hand, a rank-of-minors
argument is given in [20], also for the case of full permutation matrices, and this
proof extends without problem to the case of incomplete permutation matrices.

Lemma 4. LetIl(«, ), (o, 8') be two mxn incomplete permutation matrices.
If there exist lower triangular L € L, (Pairs(m)), R € L, (Pairs (n)) such that

LI(ev, B) =TI(c/, B') R (60)

then (o, B) = TI(/, B').

2 Assuming L, R are output as lists of off-diagonal non-zero positions; otherwise, outputting
the full L, R would take time max(m,n)?2.
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Proof. Take any k € [m],l € [n], and divide the matrices into blocks with

(k,m — k) and (I,n — ) rows/columns:
Lin 0 (I(a,B)1n Ia,B)i2 _ (I, 8')11 B2\ (R 0
Loy Laa ) \Il(a, B)a1  TI(cv, B)a2 (o', )21 B)22) \Ro1  Rao
(61)
Then, the upper right blocks II(a, 8)12,1(a’, 8')12 have the same rank. This
holds for any k, 1, so I(a, 8) = II(/, 5). O

(o,
/

Il
I(a’,

N———

The next step is to establish uniqueness of the right factor. For the case of
full permutation matrices, both [20, [5] argue by considering whether conjugating
a lower triangular matrix by a permutation leads to another lower triangular
matrix. Unfortunately, this approach breaks down for incomplete permutation
matrices, and a different approach is needed.

Lemma 5. Let 8 : [r] — [n] be injective, and let R be in L, (TT9" (). If
there exist m, lower triangular L € L, (Pairs (m)), and increasing o : [r] — [m]
such that LI(«e, 8) = (e, B)R, then R = 1.

. . . T _ T . .
Proof. Take any i, j € [n]. The goal is to show e, ;Re, ; = e, ;en ;. Consider
cases.
Case 1: i <j. Then, e, Re, ;=e¢) e, ; because R is lower triangular.

Case 2: i > j, i ¢ Im(B). Then, e, ;Re,; = 0 because R € L,, (TH" (3)).

Case 3: ¢ > j, dk:i=p(k), j ¢ Im(B). Then,

eniRen; = ey agl@, B)Renj = €, oo LT1(a, B)en ; =0 (62)

Case 4: i > j, 3k,l: i = B(k),j = B(1),l < k. Then, eI7iRen,j = 0 because
ReLl, (TR’ight (6))

Case 5: i > j, 3k, 1:i=B(k),j = B(),k <I. Then,

e:;Z-Ren,j = e:nya(k)ﬂ(a,ﬁ)Renﬁj = e;a(k)LH(a,ﬁ)en’j = e;a(k)Lemﬂ(l) =0
(63)
because « is increasing and L is lower triangular. O

Finally, note that since incomplete permutation matrices are not necessar-
ily invertible, uniqueness of the left factor does not follow automatically from
uniqueness of the incomplete permutation matrix and of the right factor. For-
tunately, the following lemma holds:

Lemma 6. Let o : [r] — [m] be increasing, and let L be in Ly, (T79" ().
If there exist n and injective B : [r] — [n] such that LII(a, 8) = (e, ), then
L=1.
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Proof. Take any i € [m]. If i ¢ I'm(«), then Le,, ; = ey, by the definition of
Ly, (TH (). If i € Im(c), then

Lep,;: = LI(a, B)en ga-1(i)) = M, B)en ga—1(i)) = €m.i (64)
Thus, Ley, ; = ep,,; holds for all i € [m]. O
Lemmas [] [} [6] imply Theorem [4 O

4.2 Canonical form for m x 2n stabilizer parity check ma-
trices
Now, an application of the groups Bs, (T') will be described. Recall from sec-
tion that Gaussian elimination produces a canonical form for unrestricted
matrices in F5'*". Now, consider m x 2n stabilizer parity check matrices. This
section shows that Gaussian elimination modified to use symplectic Gaussian
moves on the right produces a canonical form for such matrices, and the right
factor belongs to a group Ba,, (T') for T a suitable function of the pivot positions.
First, some definitions:

Definition 12. A € IFQ"X?" is a stabilizer parity check matriz if AQy, AT = 0.

When Gaussian elimination is performed on a stabilizer parity check matrix
with symplectic moves on the right, the column indices of the pivots have special
structure:

Definition 13. Let g, : [2n] — [n] be the function
qn (1) = min(i, 2n + 1 — ) (65)
that maps each i € [2n] to the qubit on which Pauli Qo ; acts.

Definition 14. A function B : [r] — [2n] will be called qubit-injective if g, o 5 :
[r] = [n] is injective.

As in the classical case, there is a set of off-diagonal positions that are
associated to a collection of column indices:

Definition 15. To qubit-injective [ : [r] — [2n] associate the sets

T'I’VLO’U(ES (6) —

{(,) i€ Im(B),§ < i,4u(j) & {an(B(L)), .-, qu(B(B™ (1) = 1))}}  (66)
T () ={(6,43) - @n+1—=j,2n+1—14) e T (5)} (67)
TtCT' (/3) — T’I'TLOUGS (B) U T’I'G’U (/B) (68)

T™meves () is the set of index pairs (i, j) such that Say, ; ; can potentially be
used during the elimination algorithm described below when the column indices
of the pivots are given by 8. T7¢" (/3) is the elementwise reversal of T™°V¢% (3);
since Son,ij = S2n,2n+1—j,2n+1—i, 1t is natural to consider also this set. 7" ()
is the transitive, closed under reversal set that defines the associated group
By, (T (B3)). Relevant properties of T (3) are shown below:
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Lemma 7. If B : [r] — [2n] is qubit-injective, then T*" (B) is transitive and
closed under reversal.
If B is qubit-injective and extends 3, then T" (8) C T (5').

Proof. T (f3) is closed under reversal by construction.
Now, take any (i,7), (j,k) € T*" (3) and consider cases:

Case 1: (i,j), (j. k) € 7™ (8). Then, i,j € Im(8) with -1(j) > 5-1(3).
Moreover, ¢ > j > k and

(k) & {an(B(1)), ., an(BBT'(F) = 1)} D {an(B(1)), -, (B(B™'(5) — 1))}

Then, (i, k) € T (B).

Case 2: (i,7),(j, k) € T"" (8). Then, 2n+1—-k,2n+1—7),(2n+1—7,2n+
1—1) e T™ovs (8),50 2n+1—k,2n+1—14) € T™" (B), s0 (i,k) € T"" (B).

Case 3: (i,j) € T™* (8),(j,k) € T" (8). Theni>j >k andi,2n+1—
k € Im(B). Consider subcases:

1. If B2 (2n +1— k) > B71(d), then (i, k) € T™vs (B).

2. If B~1(2n+1—k) < B~1(4), then (2n+1—k,2n+ 1 — i) € T™°¢s (B), so
(i,k) € T (B).

Case 4: (i,7) € T™ (8), (j, k) € T™°*(8). Then, j,2n+1—j5 € Im(p).
This is a contradiction, because S is qubit injective. This case does not occur.
Combining the cases implies that 7" () is transitive.
Finally, if 8 extends 8, then T™v¢s (3') D T™ovs (3), so Tt (8) D
thr (/B) O

Now, consider Gaussian elimination using symplectic moves on the right.
The typical step of this algorithm is:

Lemma 8. Let «: [r] — [m] be increasing and B : [r] — [2n] be qubit-injective.
Let A € F5"2™ be a stabilizer parity check matriz that is (o, 3) partially reduced,
but not fully reduced. Let (o', ') extend («a, 8) so that (/(r +1),8 (r + 1)) is
the position of the next pivot in the left and down order. Let u € FJ', v € F3"
be such that

A€o, p(r+1) = €m,ar(r41) T U (70)
emar(rin)A = €an priryr) F U (71)
and let
A = Gl (r+1)ASon, 8 (r41),0T (72)
Then,
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Gmuo(r+1) € L (TEIE ().

2. B is qubit injective.

3. Son gr(r1)wT € Ban (T (B)).

4. A’ is a stabilizer parity check matriz and is (o', B') partially reduced.

5. (e, 8 u,v, A") can be computed from (A, , B) in time O(mn).
Proof. Part 1: Since A is (a, 8) reduced, u is supported on a subset of {j : j >
o (r+1)}.

Parts 2 and 3: Since 4 is (o, 3) reduced, and since Ay, AT = 0, the follow-
ing holds for the columns of A:

Vi€ r]: Aeznpi) = €mai) N Alanani1-pa) =0 (73)

Therefore, ¢, (8 (r+1)) € {gn(6(1)),...qn.(B(r)}, and v is supported on a subset
of {i:i < p'(r+1),qn(i) ¢ {gn(B(1)), ..., qn(B(r))}}-

Part 4: First,

AIQQ"(A/)T - Gm’“va/(7'+1)ASQ"15’(T+1)7UTQQ"S;—nﬁ/(r—O—l),vTATGTT@,u,a/(r+1)
= Gmruva’(TJFl)AQQ”ATG;,u,a’(T-H) =0 (74)

Next, check the rows: for i < o/(r + 1),

eT A = eT Gm Ju,af (r+1) AS2n B(r+1),0T = 6 ASZn B (r+1),0T

0 if i ¢ Im(a’)
= e;; a(k)AS2n B (r+1),0T = ezn Bk )SQn B (r+1),wT = 62n B(k) if i = a(k), k € [r]

(6211 B/ (r+1) +v )S2n,ﬁ (r+1),0T = egn”g (r+1) if 5= O/(T’ —+ 1)

(75)
Next, check the columns: for i € [r + 1]
Alean,p(i) = Gmuar (r41) A0,/ (r+1).07 €20,/ (1) = G0 (1) AC20, (i)
_ Gm,u,a’(r-‘rl) (em,a’(r+1) + U) = €m,a’(r+1) ifi=r+1 (76)
Gm,u,a'(r+1)enl,a(i) — €m7a(i) if ¢ S T

Part 5: Computation of (¢, 8/, u,v) can clearly be done in time O(mn). For
the computation of A’, use the sparsity of G, u,a/(r+1)s Son,p/(r+1),07- FOr any
x € F', Gry w00 (r+1)2 can be computed in time O(m); since A has 2n columns,
this gives time O(mn) to compute G, y o/(r+1)A. Similarly, for any y € F3",
yTSQn’ﬁ/(T+1)’UT can be computed in time O(n); for m rows, this gives time
O(mn) to compute G, v o/ (r+1)AS2n,8/ (r4+1),07 - O
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Repeated application of the elimination step in Lemma [§| produces a matrix
decomposition for stabilizer parity check matrices that is in fact a canonical
form. To prove uniqueness of the decomposition, a modification of Lemma [5] is
needed:

Lemma 9. Let 3 : [r] — [2n] be qubit-injective and let R € Ba, (Tt (B)). If
there exist lower triangular L € L, (Pairs (m)) and increasing o : [r] — [m]
such that LII(a, B) = (e, B)R, then R =1I.

Proof. Take any (i,7) € T*" (). The goal is to show e;—mRegn’j = 0. Consider
cases.

Case 1: (i,j) € T™°"** (). Then, i = 5(k) for some k € [r] and
€aniRean ;= ey oo, B)Rean j = €y, o0 LI, B)ean,; (77)
Consider subcases:
1. If j ¢ Im(5), then (e, B)es, ; = 0.

2. If j = B(I) for some I € [r], then | > k and e, (k) Lem o) = 0 because «
is increasing and L is lower triangular.

Case 2: (i,j) € T (). Then, 2n+1—j4,2n+1—14) € T™°¥% () and
2n+1—j = B(k) for some k € [r]. Apply the identity RT = s, R~'Qy,,, which
holds for any element of SPs,:

CaniRean,j = €5, ;R €oni = eg, jQon R Voneani = €3y 0011 ;R e2nont1-

= em.amI(e, B)R " eanant1-i = em )L T(a, B)eanoni1—i  (78)
Now, proceed as in case 1 to conclude that this is zero. O

Now, all the ingredients for a canonical form for stabilizer parity check matri-
ces are in place. To state the theorem, it is convenient to introduce the following
terminology:

Definition 16. Say that (r,«,8,L,R) is (m,2n) stabilizer allowed if r <
min(m,n), « : [r] — [m] is increasing, § : [r] — [2n] is qubit-injective,
L€ Ly (T (a)), R € Boy (T* (B)).

Theorem 5. 1. For every stabilizer parity check matriz A € IFQ”XQ", Gaus-
stan elimination with symplectic moves on the right produces (m,2n) sta-
bilizer allowed (r,c, 8, L, R) such that

A = Lll(a, B)R (79)

Moreover, the algorithm runs in time O(mnr).
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2. If (r,a, 8,L,R) and (v',o/, ', L', R") are (m,2n) stabilizer allowed and if
Ll(a, B)R = L'TI(e, B)R’ (80)

then
(T7a7/87L7R) = (r/7a/7/8/7Ll7R/) (81)

Proof. Part 1 follows by repeated application of lemma

Part 2: First, Lemma [4] implies II(c, 8) = (o, 8'). Next, Lemma@ implies
R = R’. Finally, Lemma [6| implies L = L'. O

4.3 Canonical form for the symplectic and Clifford groups

For an element of SPay,, it is natural to apply Gaussian elimination with sym-
plectic moves both on the left and on the right, in order to preserve the sym-
plectic products of the rows and of the columns. This algorithm produces a
canonical form for SPs,, in time O(n3). The tableau version of the algorithm
produces a canonical form for C,, in time O(n?). Details follow.

Since elements of SP,, are invertible, they have a pivot in every row. There-
fore, the increasing function « that was used previously to describe the row
indices of pivots becomes superfluous. Thus, for injective § : [r] — [2n], let

I(B) = Z 62n,i€;n75(7;) (82)
=1

and say that A € SPs, is B partially reduced if rows 1,...,r and columns
B(1),...,B(r) of A coincide with the corresponding rows and columns of II(3).

As in the case of stabilizer parity check matrices, the symplectic constraint
can be used to extract additional information about 8 reduced elements of SPs,,:

Lemma 10. Take r <n and let B : [r] — [2n] be injective. Let A € SPay, be 8
partially reduced, i.e.

Vi € [r] : Aegnﬁ(i) =eom; N e;mA = e;nﬁ(i) (83)

Then, B is qubit-injective and the following rows and columns of A are also
reduced:
Vie([r]: A€2n,2n+1fﬁ(i) = €2n2nt+1—i A e;n,QnJrlfiA = ezTn,anfﬁ(i) (84)

Proof. B is qubit-injective because rows 1,...,r of A have pairwise symplectic
products 0.

Next, use AQop AT = ATQo, A = Qo, and 62Tn,B(i)AT = eQTnVZ-,ATe%,i =
ean,a(i) as follows:

Aeap ont1-83) = AQanean i) = QQn(AT)71€2n,B(i) = Qoneon,i = €2n 2n+1—i
(85)

e;—n,2n+17i"4 = egnﬁiQZnA = e;—n,i(AT)_lﬂQ’ﬂ = e;n,ﬁ(i)QQn = e;rn,QnJrlfﬁ(i)
(86)
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This completes the proof. O

This lemma shows that the pivots in the first n rows uniquely determine all
the rest and motivates the following:

Definition 17. For r < n and qubit-injective 3 : [r] — [2n], let

T

v (8) = (ffzn,z'@zTn,;a(i) + €2n72n+1—i€;n,2n+1—/3(i)) (87)

i=1

As before, Gaussian elimination with symplectic moves both on the left and
on the right takes a partially reduced matrix and simplifies it further. The
typical step of this algorithm is:

Lemma 11. Take r < n, qubit-injective B : [r] — [2n], and B partially reduced
A € 8Py, Let 5" extend B to [r+ 1] so that (r+1,5'(r+ 1)) is the position of
the next pivot in the left and down order. Let u,v € F3" be such that

Aeon g (ri1) = €2n,r41 + U (88)
62Tn,'r+1A = €on.B/(r+1) T v’ (89)
and let
A" = Son 1489, g/ (r1),07 (90)
Then:

1. Sop urt1 € Bay (Pairs (2n)).

2. B is qubit injective.

8. Songr(r+1)07 € Ban (T (")),

4. A" € SPoy, is B partially reduced.

5. (B, u,v, A’) can be computed from (A, 3) in time O(n?).

Proof. Parts 1, 2 and 3: Since A is 8 partially reduced, Lemma [I0] implies
an(B'(r+1)) ¢ {gn(B(1),...,qn(B(r))}, uis supported on a subset of {j : r+1 <
Jj <2n+1-—r}, and v is supported on a subset of {j : 7 < 8'(r +1),q,(j) ¢

{gn(B(1)), .. an(B(r))}}-

Part 4: A’ is a product of three elements of SPa,, so A’ € SPa,. Next, check
the rows: for i € [r+ 1]:

T g4 _ T T
62n,iA = 62n,152n,u,r+11452n,ﬂ/(7-+1),UT = €2n,iA52n,ﬁ/(r+1),uT

_ Jedn s Smprrenom = €20 0 ifi<r (91)
(€2n,/(rt1) T V1 )S2nr(rt1)07 = €3 gy Hi=7T+1
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Next, check the columns: for i € [r + 1]

AleQn,,B’(i) = S2n,u,r+1ASQn,ﬁ’(r+1),vTe2n,6/(i) = SQn,u,rJrlAeQn,ﬁ’(i)

Sonur+1€2n,i = €2n.i ifs <r
SQn,u,T'+1(e2n,7'+1 + u) = €2n,r+1 ifi=r+1

(92)

Part 5: As before, the sparsity of S2p 41 and Sy, g/(r41),,7 implies that
multiplication by them can be performed in time O(n?). O

Now, all ingredients are in place to show that Gaussian elimination with sym-
plectic moves on both sides produces a canonical form for SPa,, in time O(n?).
To state the theorem, it is convenient to introduce the following terminology:

Definition 18. Say that (8, L, R) is SPay, allowed if 5 : [n] — [2n] is qubit-
injective, L € Ba, (Pairs(2n)) and R € Ba, (T*" (3)).

Theorem 6. 1. For every A € SPay,, Gaussian elimination with symplectic
moves on both sides produces SPay, allowed (8, L, R) such that
A= LIT*""™(B)R (93)

Moreover, the algorithm runs in time O(n®).
2. If (B,L,R) and (B', L', R") are SPa,, allowed and if
LI (§)R = L' (3R (94)

then
(3,L,R)= (B',L'", R') (95)

Proof. Part 1 follows from repeated application of Lemma

Part 2: Lemmaimplies msv™(B) = 1%¥™(8’), so 8 = B’. Then, Lemma@
applied to the first n rows of (L")~ LII*¥™(B) = II*¥"(B)R'R™, gives R = R'.
L =L’ follows. O

5 Finite blocklength bounds for stabilizer codes
and Pauli noise

The preparatory subsection [5.1] establishes a property of the uniform distribu-
tion over the symplectic group that is used to derive the achievability bound.
Another preparatory subsection [5.2] establishes notation necessary to state the
bounds. Next, subsection [5.3] states and proves achievability and converse
bounds on Eerrorguess (pUV» 7”‘) and Rerrorguass (pUVa 6) for arbitrary buv- Sub-
section [5.4] and subsection [5.5] show how the general bounds can be computed
efficiently in the cases of the qubit erasure channel and the qubit depolariz-
ing channel respectively. Moreover, it is seen there that the achievability and
converse bounds on the rate differ by O(1/n) for n qubits.
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5.1 The uniform distribution over symplectic matrices

The following lemma will be useful later on:

Lemma 12. Let C be uniformly distributed over SPay,, and let u be a non-zero
vector in F3™. Then, Cu is uniformly distributed over non-zero vectors.

Proof. Take non-zero vectors v,v’. Take symplectic matrix C’ such that C'v =
v'. Then, P(Cu=v) = P(C'Cu=1") = P(Cu=1"), because C'C' is also
uniformly distributed over symplectic matrices. O

The proof of Lemmauses the fact that SPa,, acts transitively on F5™\{0}.
Previous expositions of the hashing bound also implicitly establish and use this
transitive action; see for example [3, Section 3.2.3]. A short proof based on the
symplectic Gaussian moves is as follows:

Lemma 13. Let u,v be non-zero vectors in F2". Then, there exists C' € SPa,
such that Cu = v.

Proof. If there is ¢ such that eQTn’Z-u = e;w-v = 1, then let v/ = u — eagp,
v/ = v — eapn,;. Then, Lemma implies that Sy, 7,520 it = Son v i€2n,i = V.

If there is no ¢ such that e,,, ;u = e;—mv =1, then let ¢ # j be such that u has
an ¢-th but not a j-th component and v has a j-th but not an i-th component.
Then, Sa, ;v has a j-th component, which reduces this case to the previous

one. O

5.2 Some additional notation

Take a distribution pyy of a random vector U in F3" and another discrete
random variable V. For each value v that V can take, sort the vectors u € F3"
in decreasing order according to the probability of the event U = u,V = v,
resolving ties arbitrarily. Summarize this in a funciton &: for each v, £(1,v),
£(2,v), ..., £(22" v) are the 22" vectors in F2" sorted so that

puv(€(1,v),0) > puv(£(2,0),v) > - > puv(£(2°™,v),v) (96)

Let random variable J taking values in [22”} be such that for each j and v,
the event J = j,V = v is the same as the event U = £(j,v),V = v.

5.3 General bounds

Using the notation in section[5.2] it is possible to formulate the following general
bounds:

Theorem 7. For every distribution pyy and rate r = k/n, let

Ecrrorguess PUv,T) =P (J >2™) (97)
Elrrorguess ” (Puv,m) =P(J > 2™) + E(I(J < 2™) (J - 1)27™) (98)
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where m =n — k and 1(+) is the indicator of an event. Then,

converse achievabilit
Eerrorguess (pUV7 7’) < €errorguess (pUV’ 7’) < €errorguess Y (pUV7 7”‘) (99)

Moreover, let

R orgucss” (puv, €) = max {r : eZfi0mnil™ (pyv,r) < e} (100)
R quess (puv,€) = min {r: gnIe,, (puv, 1) > €} (101)

Then,
RZﬁ%izzlgiw (pUV7 6) < Rerrorguess (pUVa 6) < Rzﬁ?gfg{jgs (pUVa 6) (102)

Proof. First, consider the converse bound on the optimal error probability.

Without loss of generality, the optimal strategy is deterministic, so there is

a fixed symplectic matrix C' and the decoder D is a fixed mapping of pairs (s, v)

of syndrome and side information to vectors u € F3". For every v, if U takes a

value outside the image of D, then an error occurs. In the best case, for every

v, the 2™ possible syndromes are mapped to the 2™ most likely vectors £(1,v),
.., &(2™,v). Then, the probability of error is at least

S Y pov(EGiv)w) =B > 27 (103)
v j=2m41

Now, consider the achievability bound on the optimal error probability. Let
C be uniformly distributed over symplectic matrices. Let the decoder D proceed
as follows: try the vectors £(1,v), £(2,v), ... in order until one matches the
syndrome. Conditional on J = j,V = v, the union bound and Lemma [I2]imply
that the probability that for some i < j, £(i,v) produces the same syndrome as
&(j,v) is at most min(1, (§ — 1)27™). This proves the achievability bound.

Finally, bounds on the optimal error probability lead to bounds on the op-
timal rate.

If eachicvability (pyy,r) < e, then there is a strategy of rate r and error
probability at most €, S0 Rerrorguess (Puv,€) > r. The best lower bound that
can be obtained in this way is Rgﬁf};i};‘;ﬁ?gw (puv,e€).

If egoririness (pUv,T) > €, then no strategy of rate r has error probability at
most €, 80 Rerrorguess (DUv,€) < 7. The best upper bound that can be obtained

in this way is R¢pro gacss (puv,e). O

5.4 The qubit erasure channel

As a first example, consider the qubit erasure channel . Let pyvy correspond
to n independent erasure channels with parameter . The side information V' is
a vector of n independent Bernoulli(§) random variables; it specifies the erased
qubits. Conditional on V = v, U is uniformly distributed over the 221! vectors
supported on the erased qubits, and J is uniformly distributed on [221*].
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These observations show that for the erasure channel, the general bounds in
Theorem [7] can be expressed in terms of the cumulative distribution function
of the binomial distribution. Since the CDF of the binomial can be computed
efficiently and only a few calls to this function are needed, this gives an efficient
algorithm for computing the bounds. Moreover, the resulting bounds on the
rate differ by at most O(1/n) from a simple function of n, 6 and e.

Theorem 8. Let F (n,p, 1) denote the probability that a Binomial(n, p) random
variable is at most i:

Foupiy =3 (M) -pr (104)

i'=0
Let pyv correspond to n independent erasure channels with parameter .
Then,
m
cistaites pov.r) = F (m1—om— | T ] -1)
m [(A—35\" 4—45 m
-2 <4> f(m4_3y"{2J1) (105)
and
achievabilt 1 m 1
%Jaw%f“mW”?:<1+wm1)f(“1‘&”‘[2J‘1)‘wm1
2m 41 (4—-35\" 4—45 m
T (4> f<m4_3y”‘[2J—1>

(1+36)" 46 m
g "’1+35’{2J (106)
where r = k/n and m =n — k.

Moreover, for fized 8, €, and for sufficiently large n,

291 5(1-96 1
Rerrorguess (pUV7 6) =1-2§ + (6)\/7»1 ( ) + O (n> (107)

where ® () = 1/v/27 ffoo e~t/2dt is the cumulative distribution function of the
standard normal distribution.

Proof. For the converse bound on the error probability,

IP’(J>2’”):ZIP’(V:U)IP’(J>2’”‘V:U) (108)

and P (J > Zm‘V = v) is zero when 2|v| < m and is 1 -2 2"l otherwise. This
gives
o, (pov.r) =B (1@V] > m) (1 —272Yh)  (109)

errorguess
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Next,
E(I(2]V]| >m))=f(n,1—5,n— [%J —1) (110)

and

~E (11 @2|V| > m) 2’"—2IV\)

2m zn: ( ) —8)" (20 > m)

?

~ | N
_ om (4 436)”2( ) (4 35)(i:§§> 1(2i > m)

—gm (4 435> }'(n,j:gg,n {%J 1) (111)

For the achievability bound on the error probability,

E(I(J<2™)(J—1)2"")
~Y P(V=0)E (]I(J <2m)(J - 1)2*’”‘1/ - v) (112)

and

22vl=m=1 _9=m=1 " if 9|y| < m
< m — -m = = -
E (H (J<2m)(J-1)2 ‘V U) {2m2v|1 —272Pl=1 if 9y > m
(113)
This gives

ochicrabilits (i, ) = B (1(2IV] > m) (1 - 2m=2VI=1 — g=2IVI-1)

E (H(ZIVI <m) (22'”*”*1 - 2*”%1)) (114)
Next,
£ (1(2V] > m) (1 -27 VIt g2vio))
=F(n1-dn-|3|-1)

2m 41 (4—35\" 4 —46 m
T2 ( 1 )f(n’435’"_[2J_1> (115)
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and

E (H (2|V| < m) 22|V\_m_1)

=27 ™" 1273( )5’42 — )" (26 < m)
s () (1) (1) e

= 9=m=1(1 4 36)"F (n b V;QD (116)

1436

and
— 27" RE(I2|V] <m)) = -2 F (” 2 {%J)

= —g~m-1 (1 —F (n 1-6,n— [%J - 1)) (117)

For the converse bound on the rate, return to the expression from equation
(111)):

E (H(Q\V\ > m) zm—2lv\) -y (") §i(1 — §ynigm=2i (118)
2i>m !
The ratio of the (¢ + 1)-st to the i-th term is
(n—1)d < (n—m/2)d0
46+ 1)(1-96)  4(m/2+1)(1 —9)
for m > (2nd — 8(1 — 9))/(4 — 30). Therefore, for m in this range the sum

in (118)) is upper bounded by the first binomial probability times a convergent
geometric series. Therefore,

<1 (119)

eyt Govo) = F (1 =on- |3 <) +0(52) ()

Next, the Berry-Esseen theorem [4, [9] gives

converse _ W L
Eerrorguess (pUV7 ) = < n(S(l — 6) ) + 0 (ﬁ) (121)

Finally, Taylor expansion of ®~1 (¢ + O (1/y/n)) shows that choosing
m = 2nd — 2y/nd(1 — 5)®* (¢) + O(1) (122)

suffices to ensure 77007 e (puv,T) > €.
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For the achievability bound on the rate,

(1572 1= 3] -1) -
() (e 151
< (%) +O (%) (123)

similarly to the argument for the converse bound. Moreover, the remaining term

from equation is

- 7
2i<m

The ratio of the (i — 1)-st to the i-th term is

i1=9) _ _(m/2)(1-9)
dn—i—1)0 — 46(n—m/2+1)

<1 (125)

when m < 83(n+1)/(1+35). Therefore, for m in this range, the sum in (124]) is
upper bounded by O(1/4/n), again by the binomial probability times convergent
geometric series argument. Thus, for m < 85(n + 1)/(1 + 36),

o 5— |m/2) — 1 1
gachievability 7)< P no—mja] — 1 + 0 () 126
errorguess (pUV ) = n6(1 — 6) \/ﬁ ( )

Therefore, choosing

m = 2nd — 2y/nd(1 — 5)®* (¢) + O(1) (127)

achievability

suffices to ensure egy 0 00 CC

(puv,r) < e. This completes the proof. O

5.5 The qubit depolarizing channel

As a second example, consider the qubit depolarizing channel . Consider n
independent qubit depolarizing channels with parameter §. In this case, there is
no side information. The distribution of U is P (U = u) = (§/3)I*/(1 — §)»~ v,
where |u| is the number of qubits for which the corresponding two entries of u
are not 00. Conditional on |U| = i, J is a uniformly distributed integer between

|{u:u|§i1}|+14”f(n,i,i1>+1 (128)

and

{u:lu| <i}| =4"F (n z> (129)

> w
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where the notation for the binomial CDF from equation (104)) is used.
These observations show that the cumulative distribution function of J can
be computed in terms of the CDF of the binomial.

Lemma 14. For every n,p, extend the binomial CDF F (n,p,-) from equation
to a piecewise linear function whose graph connects the points (—1,0),
(0, F (n,p,0)), ..., (n,F(n,p,n)). This extension is an increasing bijection
that maps [—1,n] to [0,1]; let F~1 (n,p,-) be the inverse function.

With this notation, the CDF of J for n independent depolarizing channels
with parameter d is

P <i)=F(nar (a3 ) (130

Proof. For each i =0, ..., n, the events J/4™ < F (n,3/4,) and |U| < i coin-
cide. Therefore, the CDF of J/4™ can be extended to a piecewise linear function
[0,1] — [0,1] whose graph connects the points (0,0), (F (n,3/4,0),F (n,d,0)),
.oy (F(n,3/4,n),F (n,6,n)). This can equivalently be expressed as the com-
position of two piecewise linear functions: F~! (n,3/4,-), whose graph connects
the points (0, —1), (F (n,3/4,0),0), ..., (F (n,3/4,n),n), and F (n,d,-), whose
graph connects the points (—1,0), (0, F (n,0,0)), ..., (n,F (n,d,n)). O
Knowing the CDF of J in terms of the CDF of the binomial gives an efficient
algorithm for computing the general bounds of Theorem [7] in the case of n

independent depolarizing channels. Moreover, the resulting bounds on the rate
differ by at most O(1/n) from a simple function of n, é and e.

Theorem 9. Let py correspond to n indepedent depolarizing channels with
parameter 6. Then,

gconverse (PU>7") = ]-(n, 1-6n—1-— f) (131)

errorguess
and
achievabily 1 1
gerv}}orguz(slsty (pUaT) = <1 + 2m+1) F(n, 1-6n—1-— E) = Gl

) S 12]+1
am=1(1 — g (2
27 (1-9) (3—35)

X4 i 2
(16 — 168)™ /3 — 49 5 3
M T 3-35 > 5-35) T \mpt) (182

=0

where r =k/n, m=n—k andﬁz}—_l(n’%’%)'

Moreover, for fized 6, € and for sufficiently large n,

Rerrm‘guess (pU7 6) =1~ h((S) - 510g2(3)
2= g 1o, (3(15_ §)> 4+ los(m) (i) (133)

n 2n

where h(-) is the binary entropy.
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Proof. For the converse bound on the error probability,

3 27",
P(J>2")=1-P(J<2™)=1-F (n,d,f—l (n 4,@))
=1-F(n,6,0)=F(n,1—-6n—-1-1¢) (134)
For the achievability bound on the error probability,

P(J>2™) +E(I(J<2™)(J—1)27")

:P(J>2m)*2m%ﬂ”(<f§2m)+2imﬂﬂ (]I(ngm) <J;>)

1
2m+1

n 2im (]I(J <2m) (J - ;)) (135)

Next, partition the event J < 2™ into the disjoint events

1
:(14—27”“)]:(71,1—5,71—1—@—

4”]-"<n,i,z'—l><J§4"]—"<n,i,i>, i=0,.., 6 (136)
and 5 3
" F <n, T M) <J<A4"F <n, 4,6) =2m (137)
and note that for i =0, ..., |£],

3 3 1
E(I(4" —i—1 < 4" —,1 - =
(o (n i) s wr (n30)) (7-2))
3. 3 .
:IF’(4"]-'<n,72—1)<J<4”}"<n7,z)>
4 4
3

* 2
_ (16 72165)" <3_535>1 (]-‘ <niz)2 ]—"<n,i,i1>2> (138)

and, similarly,

(o) <0 (s30) (0-D)
_ (16 —2165>" (3_535>w+1 (]—‘ (n,i,e>2 —]-'(n,i, w)2> (139)
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Rearrange slightly to conclude that

1 1 (16 —165)" [ &
R < m —_ — =
2mIE(H(J_2 )<J 2)) - (3_35> F(n,

(4] i
(16 — 166)" (3 — 45 5
Ml Err ) DN vl I

=0

S
= w
~.
SN— e~ W
[\v]
~—
—
'
(e
=

and use F (n,3/4,¢) = 2™ /4™ in the first term.
For the converse bound on the rate, note that the Berry-Esseen theorem

implies
né—1—/ 1
L e & o
gucss (P07) ( n5(1—5)> NG (141)
Next, Taylor expansion of ®~! (e + O (1/y/n)) shows that choosing
=06 —\/né(1 —86)®* (e) + O(1) (142)
suffices to ensure ecr07oe . (pu, ) > €. According to Lemma (15 below, this

choice of ¢ corresponds to

m = n(h(8) + §logy(3)) + V/nd(1 — 5@~ (¢) log, (3(16_5)>

- %logQ(n) +0(1) (143)

For the achievability bound on the rate, (150) in Lemma [15| combined with
the Berry-Esseen theorem and Taylor expansion of ®~! (e + O(1/y/n)) imply
that choosing

L =nd —/né(1 —86)®* (e) +O(1) (144)
suffices to ensure that

achievability
Eerrorguess (va 7‘)

:]P’(J>2m)—2m%]P’(J§2m)+%E (]I(ngm) <J;>)

ceus g 1= (0-)

1
< 1-— —-1- — | < 14
< F(n, o,n E)—&—O(\/ﬁ)_e (145)
As before, Lemma [15] implies that this choice of ¢ corresponds to
1)
m = ’I’L(h((s) + 510g2(3)) -+ \/ n6(1 — 5)@71 (6) 10g2 <3(1—6)>

~ 5 loma(n) +0(1) (146)

This completes the proof. O
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The next lemma establishes estimates that are used in the proof of Theorem
{]

Lemma 15. For fized §, € and for sufficiently large n, if

F (n, i,f) = 1—1: (147)

and
{=nd—/né(1—06) 1 (e) + O(1) (148)

then

m = n(h(8) + dlog,(3)) + v/nd(1 — 6)® " () log, (3(15—6)>

_ %logQ(n) +0(1) (149)

Q%E <]I(J <2m) (J — ;)) <0 (\/15> (150)

where the implied constant does not depend on £.

Moreover,

Proof. Claim 1:

()G @) = (3= () @) e

Proof of Claim 1: The lower bound follows immediately. For the upper bound,

note that "
3 n\ /3\" /1\""
et < =z st
(30 =2 () () () (152

and the ratio of the (¢ — 1)-st to the i-th term in the sum is

(i:ll) (%)i_l (%)n_iﬂ ) 29 1
(@) ) Bt =301_25) -3 (153)

for the given range of ¢ and for 6 < 1/4 (which can be assumed without loss of
generality because the hashing bound is negative already at 6 = 1/5). Therefore,
the sum can be upper bounded by the last term times a convergent geometric
series.
Claim 2:
3 2|3 1

where D (-||-) is the relative entropy.
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Proof of Claim 2: Follows from (151)) and the estimate [I4, Chapter 10,
Lemma 7]:

1 1
log, ( " ) = nh(\) — = logy(n) — = logy(M(1 — A)) +O(1)  (155)
An 2 2
Note also that for the given range of ¢, the log,(A(1 — A\)) can be absorbed in
the O(1). Similarly, the differences between ¢, |£] and [¢] amount to no more
than O(1).
Claim 3:
¢]3 3 0(1—=9) . 4 ) 1
~12) = o) - 1 () logy | ———— -«
D(n 4) D(5H4) - (€) logy 30=0) +0 - (156)

Proof of Claim 3: Follows from the Taylor expansion

D (zlly) = D (zolly) + (z — z0) log; (M) 1O (-  (157)

and the given estimate for £.

Claim 4: (154) and (156)) and the identity 2 — D (§]|3/4) = h(d) + 6 log,(3)
prove ((149).

Proof of Claim 4: follows by basic rearrangement.

Claim 5:
< ' 2 Le] 2
g 3 27/ & 3
_9 3N 20 6 3 1
2(3—35> f(n’ﬂ) =11 (3_35> f<n,47L€J> (158)
Proof of Claim 5: From (153) deduce that
F(n,3/4,i—1) - 25 59

F(n,3/4,i) ~ 3(1—26)

then bound the sum by the last term times a convergent geometric series with
ratio

3(1-19) 452 < 16

d  9(1—20)2 — 27

for § < 1/5 (which can be assumed without loss of generality because the hashing
bound is negative at § = 1/5).

(160)
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Claim 6:

1 1
_ < om I
2mE(H(J_2 )<J 2))
(16 —166)" [ & T 3 \? 27 3—46
< — - .
=" omtt \3-35 Floet) Uha =

1 27(3—46) L (S
< - 2\ =7 2m 1— n Léj 1 e
= (2 LY ) (1=9) (3)

<1+ 7(3 - 45) m (o)) 8 - gt
n ()0 1y 11
) BTG )

2 225 )

1 27(3—40)
= w+1 _ n—LZJ—l
G+ 7% ) 5 (1" 1)

<0 (%) (161)

where the implied constant in the last line does not depend on ¢. This proves
(1150)).

Proof of Claim 6: The first step follows from (158) and ((140)). The second
and third step follow by rearrangement. The fourth step follows from (151)).
The last step follows from the upper bound O(1/4/n) on individual binomial
probabilities. O

IN

6 Conclusion

This article defines a family of groups of lower triangular matrices and uses them
to establish a canonical form for unrestricted and stabilizer parity check matrices
of a given size and rank. It also shows that the canonical form for the Clifford
group can be computed in time O(n3), which improves upon the previously
known time O(n®). Finally, the present article establishes a finite blocklength
refinement of the hashing bound for stabilizer codes and Pauli noise, and shows
that this achievability bound is nearly optimal among the class of arguments
that use guessing the error as a substitute for guessing the coset.

A possible direction for future work is to investigate the relation between
guessing the error and guessing the coset. The concatenated coding examples
of [19, [7, 10}, 11] show that very noisy depolarizing channels can have positive
capacity even though the hashing bound is non-positive at those values of the
channel parameter. It would be interesting to see whether the techniques in the
present article can be used to construct further examples of strict separation
between guessing the error and guessing the coset for stabilizer codes.
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