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Abstract—Urban populations continue to grow, highlighting
the critical need to safeguard civilians against potential disrup-
tions, such as dangerous gas contaminant dispersion. The digital
twin (DT) framework offers promise in analyzing and predicting
such events. This study presents a computational framework for
modelling airborne contaminant dispersion in built environments.
Leveraging automatic generation of computational domains and
solution processes, the proposed framework solves the underlying
physical model equations with the finite element method (FEM)
for numerical solutions. Model order reduction (MOR) methods
are investigated to enhance computational efficiency without
compromising accuracy. The study outlines the automatic model
generation process, the details of the employed model, and the
future perspectives for the realization of a DT. Throughout
this research, the aim is to develop a reliable predictive model
combining physics and data in a hybrid DT to provide informed
real-time support within evacuation scenarios.

Index Terms—Digital twins, automatic model generation, com-
putational fluid dynamics, model order reduction.

I. INTRODUCTION

Critical infrastructures constitute the backbone of modern
societies and, as cities expand and the number of urban
inhabitants grows, protecting civil population against disrup-
tions of potentially dangerous systems is a matter of primary
importance. Among several different threats posed to the com-
munity by possible incidents, the protection against dangerous
gas contaminant dispersion emerges as a focal point, given
its potential for catastrophic consequences on public health,
environment, and economic activity. At the same time, the
conceptual and practical development of the digital twin (DT)
framework has allowed for it to emerge as a prominent tool of
analysis and prediction. Even though no unique definition of
a DT is acknowledged by researchers, the thorough review by
Boyes and Watson [1] finds in [2] a comprehensive definition
as ”A live digital coupling of the state of a physical asset or
process to a virtual representation with a functional output”.

In [3], the DT concept is customized for the infrastruc-
ture domain. Here, a requirements analysis is performed
with the target of improving possible crisis management and
defining measures to increase the resilience of infrastructure
components. The authors conclude that the DT paradigm is
appropriate for the scope. Concurrently, many efforts have
been undertaken by researchers to apply this concept to the
analysis of dangerous gas or generic contaminant dispersion,

with particular focus on risks directly connected to oil and
gas industry [4] and contaminant spread in small scale closed
environments [5]. On the other hand, to the best of the
authors’ knowledge, less attention has been devoted to the
analysis of contaminant dispersion in urban or, in general,
built environments. This is in spite of the existence of a well-
established methodology in both computational fluid dynamics
(CFD) applied to urban physics [6] and research on DT for
cities, both on the concept level and applied to specific case
studies [7], [8].

In this study, we propose a computational framework for
the analysis of airborne contaminant dispersion in a built
environment to enhance situational awareness in a specific
risk scenario. The framework strongly relies on an automatic
generation of the computational domain and solution process.
Information about the position and the geometry of buildings
influencing the gas diffusion process can be either collected
automatically according to location based queries, or prompted
by a user in a structured file, while simulation parameters
are prompted once at the beginning of the workflow. The
objective is to develop a reliable predictive model for a DT,
aiming to offer informed real-time support within, for example,
evacuation scenarios.

The core part of the workflow foresees the solution of
two sets of partial differential equations (PDEs). The first
simulation step deals with the evaluation of a wind vector field,
coincident with the solution of the incompressible Navier-
Stokes (INS) equations; the second step deals with the at-
mospheric diffusion of the contaminant agent based on an
advection-diffusion (AD) process, governed by the previously
evaluated wind field.

The finite element method (FEM) is employed for the
numerical solution of the PDEs. Thanks to its versatility and
to the increase of available computational resources, numerical
methods have proven themselves as reliable instruments in the
context under examination.

During the last three decades, simulation of wind distribu-
tion in urban environments has strongly relied on computa-
tional fluid dynamics (CFD). From the first seminal analyses
of wind flows over simple buildings [9], the attention evolved
towards specific studies of pedestrian comfort in windy envi-
ronments [10] and to cases tailored for the analysis of wind
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interaction with real structures [11].
Since a DT model requires by definition a continuous and

bidirectional stream of data and information, and since it
strives to virtually reproduce a real phenomenon, the capability
of delivering real-time results is of paramount importance. To
obtain this goal, model order reduction (MOR) methods are
investigated in the current study to deliver fast yet accurate
results in terms of wind field evaluation, which is the most
computationally intense part of the workflow. To achieve
this, we apply proper orthogonal decomposition (POD) in
combination with an approximation of the nonlinearities of
the INS equations following the works in [12], [13]. For a
general overview of MOR for CFD in general we refer to
[14].

The reminder of the article is structured as follows: in Sec. II
a brief overview of the complete workflow is given, while
Sec. III, Sec. IV, and Sec. V present the methodological details
of data collection, preparing a virtual replica and performing
urban physics simulations, respectively. Section VI showcases
exemplary solutions for two different test cases characterized
by increasing levels of complexity. Finally, Sec. VII presents
future perspectives and possible model extensions, together
with the steps required for a future migration from a numerical
model to a fully bidirectional DT.

II. WORKFLOW OVERVIEW

To enable urban physics simulations for general built en-
vironments, we develop a highly automatized workflow, see
Fig. 1. The complete process is governed by a Python class.
The process starts from geo-referenced building data in a
database and delivers at the end of each simulation run results
in a format compliant with standard geographic information
systems (GIS). Details of core ingredients are outlined in the
following sections.

III. DOMAIN DEFINITION AND DATA COLLECTION

To facilitate a standardized data collection procedure, we
start with a precise definition of the computational domain
that is considered in the urban physics simulations.

A. Description of the simulation domain

A computational domain QT = (0, tf )×Ω is defined with
(0, tf ) an analysis time window and Ω a rectangular, connected
subset of R2. Since the focus of the study hinges on the
distribution of the contaminant in the open air, buildings are
characterized by their outer perimeter only, which represents
an obstacle for free air circulation. Wind is supposed to enter
the domain at constant speed and perpendicular to the bottom
side of the model, while wind velocity is assumed to be null in
correspondence of the lateral sides of the domain and by the
buildings sides, the latter being the only physical boundaries
of the domain. Finally, the top is supposed to be the outflow
side, for which free-flow conditions are foreseen. In symbols:
∂Ω = Γi ∩ Γo ∩ Γn, where i, o, and n are the subscripts for
the inflow side, the outflow side, and the no slip sides. As a
last step, a source for the contaminant leak is supposed to be
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Fig. 1: Urban physics simulation workflow. Starting from geo-
referenced building data in a database, here OpenStreetMap
(OSM), the highly automatized workflow generates a FEM-
mesh using GMSH [15] and performs simulations based on
the PDE solver FEniCS [16].

located in the surrounding of a specific point xc ∈ Ω in the
form of a scalar field c0(x). A sketch of the aforementioned
environment is depicted in Fig. 2.

B. Geo-referenced data collection

An automatic domain construction is then performed ex-
ploiting geo-referenced data according to three different pro-
cedures.

• Information on building geometries can be recollected
using OpenStreetMap (OSM) [17], which constitutes a
free and openly accessible geographic repository, con-
tinuously updated and managed by volunteers through
open cooperation. Within OSM, data is collected through
public surveys, delineated from aerial visuals, or inte-



Fig. 2: Computational domain with highlighted inflow and
outflow boundaries and location of initial gas source.

grated from other freely licensed geographic data outlets.
Web-based data mining tools for OSM, e.g. Overpass
turbo [18], can be used to extract information in a format
suitable for a seamless conversion to CAD software ker-
nels or, in general, geometry libraries. Furthermore, the
Python wrapper OverPy is employed to access Overpass
turbo, making the whole geometry acquisition step self-
contained within a Python environment workflow.

• Building locations can also be accessed through a com-
ponent catalog [19], consisting of a database containing
datasheets, components, symbols, and code in a graph-
shaped structure that facilitates the integration of compo-
nents into the proposed simulation environment.

• Finally, data can also be prompted providing a custom
.geojson file, in which every feature describes a
building in terms of type and geometry, the latter being
limited for now to the list of its corners according to an
established geodesic reference system.

IV. VIRTUAL REPLICA

With the polygons extracted, an overall rectangular domain
border can be defined, where the clearance of each side from
the buildings cluster can be defined according to different
strategies. These borders do not represent a physical boundary,
and, to avoid the introduction of spurious effects during the
simulation, they must be located far enough from the repre-
sented physical objects. Here, the concept of blockage ratio
(BR) [6] is applied, which states that artificial accelerations
are avoided when the ratio between the projected length of the
buildings’ sides on the domain border perpendicular to wind
direction, and the border itself, is less than 17%.

A. Mesh generation

After the two-dimensional domain is defined as a surface in
terms of bounding polygons, the geometry is discretized into
a FEM mesh by the GMSH [15] Python API Python-GMSH,
with proper physical tags assigned to discriminate among por-
tions of the boundary representing inflow and outflow portions,

Fig. 3: Analysis-ready FEM mesh with automatic local refine-
ment in the narrow crevices between the buildings.

and the no-slip sides, where the wind velocity is supposed
to be zero. The whole mesh generation procedure is carried
out automatically provided that characteristic mesh sizes lc are
defined during the initialization step. This is necessary in order
to satisfy the convergence criteria of the numerical solution
procedure of the PDEs describing the problem. In the specific
example, three different values of lc have been employed,
each resulting in a increasing level of refinement, Fig. 3. A
very fine mesh is defined on the sides of the buildings, a
requirement demanded by an accurate wind field evaluation;
a mesh with slightly larger elements is then defined between
the buildings, small enough to guarantee the stability of the
numerical evaluation of the contaminant dispersion; finally, a
coarse mesh is constructed in the area far from the buildings,
since this area only represents a buffer zone necessary to
respect the requirement on the BR parameter. The triangular
mesh is generated with a frontal Delaunay algorithm allowing
for automatic local mesh refinement [20].

B. Boundary and initial conditions

The last input requirement consists in the definition of
boundary and initial conditions required by the two sets of
PDEs. Concerning the INS problem, the required input data are
wind intensity and wind direction; regarding the AD problem
they consist in an initial distribution of the contaminant under
examination. Since the final goal of our research foresees
the integration of the workflow into a DT framework, this
data is supposed to be continuously collected through sensors,
e.g. metereological stations and detection control units. At
the current preliminary stage, a structured .geojson file is
hard-coded at the beginning of the process and prompts to the
required pieces of information.

V. PHYSICS-BASED SIMULATION

The core section of the simulation run consists in the
subsequent numerical solution of the INS and AD systems
of equations, which are both performed using FEniCS [16],
an open-source computing platform for the solution of PDEs.



The two sets of equations are coupled through the wind field,
which is first obtained as solution of the INS problem, and
then considered as a background field during the AD analysis.
Given the highly nonlinear nature of the INS equations,
this is the most computationally intensive step. Since it can
be reasonably assumed that the variation of the underlying
meteorological conditions happens on a time scale higher than
the one related to the diffusion process, the wind field is
considered to be steady and therefore evaluated only once at
the beginning of the procedure. Furthermore, MOR techniques
are applied to further speed up the wind field evaluation,
striving to achieve real-time simulation runs in the medium
and long term. On the other hand, the AD process can be
described by a linear system of equations, thus making its
solution much less computationally expensive.

A. Simulation of Wind Flow Field
1) Full-Order Model: We consider the steady-state incom-

pressible Navier-Stokes equation system [21]. Written in terms
of the kinematic viscosity ν, it reads:

−ν∇2u+ u · ∇u+∇p = 0 in Ω,

∇ · u = 0 in Ω,

u = g(µ) on ΓD,

ν
∂u

∂n̂
− pn̂ = 0 on ΓN ,

(1)

where u denotes the wind velocity and p the pressure. The
boundary conditions are moreover defined on the Dirichlet
boundary ΓD and the Neumann boundary ΓN . To account
for different inflow velocities, a multiplicative factor µ ∈ R
is considered in the inhomogeneous Dirichlet boundary condi-
tion, so that (u, p) =

(
u(µ), p(µ)

)
[12]. Moreover, we refer to

the maximum Reynolds number as Re = ∥umax∥l/ν, where
∥umax∥ is the maximum value of the velocity magnitude and
l is the characteristic length of the domain.

To facilitate a numerical solution of the wind field, the
strong form of the Navier-Stokes equation system described by
Eq. (1) is transferred into a weak form and discretized using
Taylor-Hood finite elements [21]. The parametric, inhomoge-
neous Dirichlet boundary condition accounting for varying
wind speeds g(µ) is treated with a so-called lifting func-
tion [22]. For the sake of brevity, we only state a short version
of the resulting discretized weak form and refer to the literature
for a detailed derivation and reference implementation [12],
[23]:

a(uh,vh;µ) + b(vh, ph;µ) + c(uh,uh,vh;µ) = 0 (2)

b(uh, qh;µ) = 0.

The linearized form of the problem is finally solved with
the Newton algorithm implemented within the FEniCS frame-
work [24].

B. Simulation of Contaminant Transport
The airborne contaminant transport is modeled with the

following time-dependent advection-diffusion equation:

R(c) :=
∂c

∂t
+ u · ∇c− k∆c = 0. (3)

Therein, the scalar unknown c(x, t) represents the contaminant
concentration as a function of the spatial coordinates x and
time t. The advection velocity is a given vector field u(x),
obtained as solution of Eq. (1) and in practice approximated
with uh(µ) ≈ Vû(µ). Furthermore, the constant diffusion
coefficient is denoted by k and the Laplacian operator can be
expressed as ∆(·) = ∇ · ∇(·), based on the spatial gradient
operator ∇(·).

The resulting initial boundary value problem (IBVP) is
defined on the already familiar domain Ω shown in Fig. 2.
Moreover, we denote the derivative of c in the direction of the
outward-facing boundary normal as ∂c/∂n̂. The IBVP states
that we require Eq. (3) to hold on Ω, along with a known initial
concentration distribution c0(x) and given Dirichlet boundary
condition g. The complete IBVP reads:

IBVP


R
(
c(x, t)

)
= 0, on Ω,

c(x, t) = c0(x), at t = 0,

c(x, t) = g(x, t), on ΓD,

∂c/∂n̂ = 0, on ΓN.

(4)

With suitable finite element function spaces, the well es-
tablished SUPG-stabilized weak form of the boundary value
problem can be derived following [25], [26], [27]. The tran-
sient nature of the problem is treated with an implicit Euler
time stepping algorithm [21, Equation (10.25)], which results
in the following discretized weak form∫

wh · cn+1 dΩ (5)

+ ∆t

∫
wh ·

(
u · ∇cn+1

)
dΩ

+ ∆t

∫
∇wh ·

(
k∇cn+1

)
dΩ

+

∫
a · ∇wh · τ · cn+1 dΩ

+ ∆t

∫
u · ∇wh · τ ·

(
u · ∇cn+1 −∇ · k∇cn+1

)
dΩ

=

∫
wh · cn dΩ+

∫
u · ∇wh · τ · cn dΩ.

After an initial assembly of the linear system of equation,
time-stepping only requires an update of the right hand side
and the solution of the resulting system.

VI. APPLICATION EXAMPLES: MUNICH AND DÜSSELDORF

To showcase the capabilities of our model, two different
arrangements of real built environments with different levels
of complexity are chosen as numerical examples. The two
geometries are both obtained from OSM via an OverPy
query, asking for all the buildings located within a rectangle
bounded by minimum and maximum values of latitude and
longitude. The first setup, referred hereinafter as Geometry
1, reproduces a portion of the campus of the University of
the Bundeswehr Munich, Germany, and contains a moderate
number of buildings; the second set, Geometry 2, entails a
higher number of buildings and coincides with a portion of a
chemical plant located in Düsseldorf, Germany.



(a) Exemplary wind field of Geometry 1 for Re ≈ 10. (b) Exemplary wind field of Geometry 2 for Re ≈ 200.

(c) Concentration values right after the event. (d) Concentration values at the end of time analysis window.

Fig. 4: Qualitative results for the two use-cases in terms of wind vector field and concentration distribution in [ppm].

A. Analysis of computed wind and concentration fields

The building arrangements for both setups can be observed
in Fig. 4. In both examples a Neumann boundary condition is
applied on the outflow boundary. Moreover, all sides except
for inflow and outflow sides are considered no-slip walls with
imposed zero velocity. To account for different incoming wind
conditions, a parametrized inhomogeneous Dirichlet boundary
condition is imposed on the inflow side, resulting in different
values of the Reynolds number Re as shown in Tab. I.
Figures 4a and 4b illustrate a qualitative representation of
the numerical solution of the wind field for the two examples
with Re ≈ 10 and Re ≈ 200, respectively. The vector field
is represented by means of streamlines, while a background
contour plot defines the wind magnitude. A qualitative analysis
of the streamline pattern allows to verify the plausibility of the
evolution of the gas contaminant distribution.

Unlike wind distribution, the AD phenomenon is inherently
transient. To this end, an analysis time window is defined,
lasting from t0 = 0 s to tf = 5 s for Geometry 1 and to
tf = 50 s for Geometry 2, with constant time increments
in both cases. We study a scenario in which accidents (e.g.
explosions) just before t0 lead to an initial distribution of gas

c0(x) in the form of a truncated Gaussian bell. The centers of
the initial contaminant concentrations are located at the points
highlighted by the coloured mark in Fig. 4. Figure 4c shows
the concentration distribution right after the event, where very
high values, in the range of 104 ppm can be observed, before
the contaminant is rapidly blown away. On the other hand,
the snapshot of Fig. 4d is taken at t = tf , and despite that the
final concentration is orders of magnitude lower, it stagnates at
potentially critical levels in zones of the domain characterized
by low air circulation, qualifying them as the most dangerous
parts.

The depicted results confirm that the contaminant transport
follows the streamlines of the wind field and respects the
influence of the buildings.

B. Quantitative performance analysis of the reduced-order
model

To approach real-time applications, a good performance of
the ROM procedure is essential and therefore analyzed in
the following. The numerical parameters of the reduction and
hyper-reduction are stated in Tab. I along with the Reynolds
number ranges corresponding to the inflow velocity considered



TABLE I: Parameters of the presented numerical examples.

Parameter Numerical Examples
Geometry 1 Geometry 2

Reynolds number Re ∈ [5.5, 515] Re ∈ [10, 380]
Wind direction South

Subspace POD (Nr) 10
dimension DEIM (Nm) 20
Snapshots (POD, DEIM) 50

Test set size (POD, DEIM) 20

as parameter in the ROM. Both the speed up and the error
are evaluated over an independent test set throughout the
parameter space.

Figure 5 collects the ROM performance results of both test
cases. The quick decay of the eigenvalues in the snapshot
data correlation matrix shows that about 20 RB functions are
sufficient to cover the entire system characteristics for both
applications. Further evidence comes from the examination
of the maximum relative error over the entire computational
domain and the entire parameter space, which is shown in
Fig. 5b as a function of the RB dimension. The error is
acceptable for small dimensions of the RB (Nr < 10). When
aiming for a maximum deviation from the FOM results of less
than 1%, a RB dimension of Nr = 6 is already enough.

Figure 5d shows the speed up of the ROM evaluation
in comparison to the FOM. As an overall trend, the speed
up decreases as the model complexity increases, as can be
expected. However, by choosing Nr = 6 as explained above, a
minimum, average, and maximum speed up of approximately
30, 50, and 110 is achieved, on Geometry 1, for the entire
parameter space. Also for the more complex Geometry 2 a
significant average speed up of 20 is obtained for Nr = 6.
In summary, the POD-based ROM procedure has the potential
to reduce the computational cost of urban physics simulations
and represents a first step towards real-time simulations.

VII. CONCLUSION AND OUTLOOK

As urban populations grow and critical infrastructures be-
come increasingly threatened, safeguarding against potential
disruptions becomes more significant than ever before. Among
the possible threats, dangerous gas contaminants dispersion
stands out due to its potentially catastrophic impact. The
emergence of the DT framework offers promise in analyzing
and predicting such events, fostering situational awareness
and crisis management. This study proposes a computational
framework for analyzing airborne contaminant dispersion,
leveraging on the automatic generation of computational do-
mains and solution processes. Employing FEM-based CFD to
obtain the numerical solutions of the systems of equations
governing the phenomena under examination, this approach
appears suitable in improving situational awareness and real-
time decision support within, e.g., evacuation scenarios.

The framework was tested with wind field and concentration
computations on two real world geometries. In both examples,
an explosion-like accident with an instant leakage was studied.

However, with little additional effort a continuous source can
be considered as well within the same framework. Further-
more, the developed workflow is easily extended to further
urban physics problem classes, such as simulating the tem-
perature field in built environments. Intrusive MOR methods
were explored to enhance computational efficiency and obtain
a quantitative assessment on the achievable accuracy levels.
While the solution accuracy was found to be sufficient, the
speed up needs further improvement.

The development and extension of the current virtual replica
involves further necessary steps to add to the model necessary
features. Amongst them, the most important is the substitution
of hard-coded inputs with real-time data coming from sensors
and detection control units. The increased simulation time
associated to a continuous data stream will be also carefully
investigated and optimized, being this a potential bottleneck.
Given the proposed scope of performing accurate real-time
simulations, MOR will be extended to the transient part of the
solution step as well, and the overall time required by a single
time step will be analyzed to guarantee the absence of over-
run and lags. These topics will be thoroughly investigated in
future research and their features added to the current model,
aiming at the declared final goal of instantiating a functional
DT.
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