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ABSTRACT Climate change is associated with a variety of environmental phenomena, such as the 
melting of glaciers, the drying out of crops and soils, and an increase in the risk of avalanches. To detect 
and monitor these changes, satellite-based radar imaging is widely used, as it enables the large-scale 
mapping of the Earth's surface independent of weather and sunlight. An emerging field of research is to 
use radar systems mounted on unmanned aerial vehicles (UAVs) for this purpose. UAV-borne radar 
systems image smaller areas, but can capture them in greater detail, more flexibly in terms of flight 
trajectory, and at shorter repetition intervals. This article presents the capabilities of UAV-based radar 
systems and the associated challenges in terms of system design and imaging techniques for detecting 
and monitoring the effects of climate change. Current research results are shown. In addition, we give 
an outlook on using a swarm of cooperative UAVs, each carrying a radar. UAV swarms will enable a 
higher imaging quality with respect to resolution and detectability, but at the same time come with a 
number of additional challenges, which will be discussed in the paper as well. 

INDEX TERMS Climate change, radar, radar imaging, remote sensing, UAV. 

 

I. INTRODUCTION 
Climate change will have far-reaching consequences for 
the environment. Prominent examples are the melting of 
glaciers, the desertification of soils, permafrost thawing, 
and the increased risk of landslides and avalanches. A 
systematic monitoring of these changes and risks will help 
to improve our scientific understanding of the impacts of 
climate change on our natural and man-made environment 

and will help decision-makers to mitigate the associated 
consequences. 
Radar is a remote sensing technology that can contribute to 
this complex task. It works independently of light and 
weather conditions, thus, it is operable even at night or in 
foggy weather. Airborne and spaceborne radar systems 
operating according to the synthetic aperture radar (SAR) 
principle have been used to monitor geophysical properties 
for a long time [1]-[3]. They have provided knowledge 
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about the Earth’s topography [4], the structure of glaciers 
[5]-[7], flooding [8], soil moisture [9], [10], and vegetation 
development [11], [12], all of which can be indicators of 
climate change. While airborne and spaceborne radar 
imaging are well-established techniques for large-scale 
monitoring, they come with some disadvantages when 
smaller areas are of interest. Satellites take days or weeks 
to observe again the same point on Earth, which may be too 
long to unambiguously monitor fast-changing effects or 
sudden phenomena. Furthermore, the missions are costly 
and require extensive planning. This restricted temporal 
resolution of spaceborne SAR systems is further 
accompanied by a limited spatial resolution, which often 
prevents the observation and analysis of small-scale 
processes on the Earth's surface. 
Therefore, for imaging local geographic developments, an 
interesting alternative is the use of unmanned aerial 
vehicles (UAVs) that carry a radar system. For illustration, 
Fig. 1 shows a UAV equipped with a radar system flying 
over the Aletsch Glacier in Switzerland. 
While UAV-borne radar imaging systems cannot monitor 
the whole Earth, they can be useful on a local scale. The 
main advantages of UAV-based systems are their reduced 
operating costs, their easy deployment and their flexibility 
in terms of flight trajectory [14], [15]. Additionally, it is 
possible to use higher operating frequencies compared to 
air- or spaceborne systems since the distances between 
sensor and target area are much smaller. Using higher 
frequencies will enable higher image resolutions and thus a 
more detailed information compared to spaceborne SAR. 
Therefore, UAV-borne radar imaging is a promising 
technique for local remote sensing and monitoring. It also 
provides opportunities to demonstrate innovative 
techniques before implementing them in space. To operate 
UAV-borne radar imaging systems several requirements 
have to be considered. This article discusses potentials and 
challenges of UAV-borne SAR systems in the context of 
environmental monitoring. We review the related state of 
the art, address various aspects ranging from system design 
to imaging techniques, and present recent results from our 
research group.  In particular, system design covers the 
aspects of the radar system itself, its embedding on the 
UAV, the choice of an optimal flight path, and the 
fulfilment of UAV localization requirements. 
Various radar imaging techniques can be used to evaluate 
the data acquired by a UAV-borne radar. Interferometric 
and tomographic approaches are classically used in Earth 
remote sensing and can be adapted. Since the UAV flight 
paths might be non-uniform due to, e.g., wind and 
instability, the data are potentially subsampled or non-
uniformly sampled. For processing subsampled data, 
compressed sensing methods can be applied. When 
subsurface structures are of interest, such as soil layers, 
dedicated subsurface imaging algorithms must be used. All 
these aspects will be detailed in the paper. 
 

 
 
FIGURE 1.  Photograph of our UAV-borne radar system flying 
over the Aletsch Glacier in Switzerland.  High-resolution radar 
images, digital elevation models and tomograms of the Earth 
can potentially be produced with such systems. The radar 
system on the photo was introduced in [13]. 
 
As a future prospect, we discuss using UAV swarms 
operating simultaneously. This concept has only been 
developed to a limited extent to date, but holds great 
potential. Using a cooperative and possibly coherent radar 
network distributed across several UAVs will enable faster 
measurements of larger areas, higher resolution, and better 
scalability. Capturing bi- and multistatic SAR images will 
become possible this way, as well as single-pass 
interferometry and tomography. 
At the same time, additional challenges arise for both 
system design and imaging. In particular, this includes the 
synchronization of the individual radars. Coherence is an 
additional challenge since the individual radars are not 
physically connected. However, a coherent radar network 
would be very attractive, e.g., for bistatic SAR.  
From the above, it becomes clear that monitoring climate 
change with UAV-borne radar is a manifold engineering 
task. The focus of this paper is to cover this as a whole, 
detailing the aspects of system design (Sec. II), imaging 
(Sec. III), and the idea of cooperative UAV swarms (Sec. 
IV). We introduce the associated problems and discuss 
currently investigated solutions. A conclusion and an 
outlook will be given in Sec. V. 
 

II. SYSTEM DESIGN FOR UAV-BORNE RADARS 
UAV-borne radar systems are currently being developed 
for a wide range of surface and subsurface imaging 
applications. An overview of existing systems will be given 
in Sec. II-A. In designing such systems, care must be taken 
regarding localization accuracy, which will be detailed in 
Sec. II-B. One benefit of UAV-based radar is that flight 
paths can be selected arbitrarily. The flight trajectory is 
therefore another design parameter in UAV-based radar 
imaging. For this, optimization strategies will be discussed 
in Sec. II-C.   
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A. EXISTING SYSTEMS  
The scattering properties of soils, ice, plants, and structures 
differ significantly between frequency bands. Therefore, 
depending on the application, UAV-based SAR systems 
have been developed for a wide range of frequencies from 
UHF-band [16], to L-band [17], S/C-band [18], [19], X-
band [20]-[22], and K-band [23]. These radar systems use 
classical remote sensing techniques to create SAR images. 
Additionally, some attempts have been made to extract 
additional information using tomography [16] and 
interferometric SAR methods [17], [21]. 
Systems for ground penetrating imaging mostly operate at 
L/S-band or at lower frequencies to limit losses in the 
ground. The radar systems differ significantly depending 
on the targeted application. While some target the detection 
of buried objects or structures [24] – [29], others focus on 
the investigation of layers in snow and ice [30] – [33] or 
properties of the soil itself [34]. 
 
B. LOCALIZATION REQUIREMENTS 
Surface and subsurface imaging can be achieved using a 
wide range of methods; which will be detailed in Sec. III. 
All methods require that the positions of the radar antennas 
are known along the measurement trajectory. The required 
localization accuracy depends on the imaging resolution, 
and therefore the evaluation method employed for imaging. 
Methods range from simple low-resolution scanning 
techniques to high-resolution SAR processing (see Sec. 
III). If simple scanning techniques are used, the required 
localization accuracy is only limited by the allowed 
geometric distortions in the resulting image. Ideally, the 
accuracy should be better than the range resolution of the 
radar, which depends on its bandwidth. For existing down-
looking systems the required accuracy is 2.5 cm – 10 cm, 
derived from a bandwidth of 1.5 GHz – 6 GHz. 

High-resolution imaging using SAR imposes higher 
demands. The localization must be accurate enough to 
maintain phase coherency between radar measurements. 
The required accuracy is dependent on the radar center 
frequency [35]. For UHF-band systems, this already leads 
to accuracy requirements in the single-digit centimeter 
range, for L-band systems the required accuracy is around 
1 cm [36]. For higher frequencies, especially X-band and 
above, the requirements can be relaxed by employing 
autofocus algorithms [21] – [23]. 

To measure the three-dimensional (3D) platform’s 
position, satisfying the required accuracy, most systems 
rely on global navigation satellite systems (GNSS).  With 
simple scanning, some down-looking systems exclusively 
use GNSS information [30], [34]. For high-resolution SAR 
imaging, this is not sufficient. Therefore, most such 
systems exploit measurements from an additional sensor to 
improve localization accuracy. Although using the radar 
itself for improved accuracy has been investigated [37]–
[39], most systems rely on an inertial measurement unit 
(IMU) as their additional sensor [20] – [23], [40]. This is 

because radar antennas are usually not mounted in the 
system’s center of mass. Therefore, a high localization 
accuracy requires a precise UAV position as well as 
accurate attitude information. 
Another source of positional errors is the GNSS itself. 
Real-time kinematic (RTK) or post-processed kinematic 
(PPK) GNSS [17], [19], [25], [31], [32] can provide a more 
accurate position using a base station. The station includes 
a GNSS receiver that is known to be static and can be used 
to cancel out drifts over time. Some systems even combine 
both precise RTK/PPK GNSS position and IMU data [17], 
[18], [26] – [29], [33] to achieve highly accurate position 
and attitude information. 
Our system presented in Fig. 1 allows for an evaluation 
using SAR, yielding high-resolution images. As presented 
above, this poses high requirements on the accuracy of the 
localization. Therefore we also rely on RTK GNSS 
measurements fused with IMU data. The applied method is 
presented in detail in [41]. 

C.  RESOURCE ALLOCATION AND FLIGHT 
TRAJECTORY OPTIMIZATION 
UAVs suffer from limited resources compared to air- and 
space-borne systems. Overcoming this challenge requires 
careful optimization of the UAV trajectory and available 
resources to maximize performance. In this context, the 
authors in [42] studied the trajectory optimization for 
multistatic UAV-based SAR sensing in harsh 
environments, where the formulated constrained multi-
objective optimization problem (CMOP) was solved based 
on heuristics. In [43], the authors studied resource 
allocation and trajectory optimization for multi-UAV SAR 
sensing where observation angle diversity, resolution, and 
image quality were considered. In [44], path planning 
optimization for a passive geosynchronous bistatic SAR 
system was formulated as CMOP and solved based on 
evolutionary algorithms. Furthermore, the authors in [45] 
investigated trajectory optimization for UAV-SAR to 
minimize power consumption while meeting constraints on 
spatial resolution and coverage. Taking into account real-
time SAR, [46] presented a 3D trajectory and resource 
allocation optimization framework for maximizing SAR 
coverage while satisfying sensing and real-time 
communication constraints. While the previously 
mentioned works did not account for UAV instabilities 
affecting the sensing performance, [47] proposed a robust 
trajectory and resource allocation design to maximize the 
SAR coverage while meeting communication and sensing 
performance constraints. Although high-resolution two-
dimensional (2D) SAR images are essential for 
environmental monitoring, 3D SAR imaging provides 
more sophisticated features that help in visualizing and 
analyzing the impact of climate change on Earth, e.g., 
reporting accurate changes in topography and small surface 
displacements in time. Few optimization frameworks were 
proposed in this context. [48] investigated formation and 
resource allocation for communication-assisted across-



I. ULLMANN ET AL.: TOWARDS DETECTING CLIMATE CHANGE EFFECTS WITH UAV-BORNE IMAGING RADARS 

4 VOLUME X, NO. X, MONTH 20XX 

 

track interferometry using two UAVs. In this work, the two 
3D trajectories and resources are jointly optimized to 
maximize the interferometric coverage while satisfying 
energy, communication, and sensing constraints.  
 

III. IMAGING TECHNIQUES 
Following the system design, imaging algorithms are the 
core of radar-based environmental monitoring. A number 
of techniques exist for spaceborne SAR imaging and can be 
adapted to the UAV case. Typical imaging techniques 
which can be used to monitor climate-induced effects will 
be presented in the following: Starting from a general 
description of SAR imaging algorithms (Sec. III-A), SAR 
interferometry will be described and illustrated by a recent 
measurement example (Sec. III-B). With interferometry, 
digital elevation models (DEMs) can be computed, which 
provide information on, e.g., glacier heights. To allow for 
3D imaging, SAR tomography is employed, which will be 
detailed in Sec. III-C. Sec. III-D deals with Compressed 
Sensing, which is a popular technique for processing data, 
which is subsampled with respect to the spatial sampling 
theorem. This is particularly interesting for UAVs because, 
subsampling can occur due to flight path inaccuracies. 
Finally, in Sec. III-E, we discuss techniques for subsurface 
imaging, which differ from surface imaging due to the 
material interfaces involved. 
 
A. SAR IMAGING ALGORITHMS 
SAR images can be reconstructed from the measurement 
data by using the Backprojection algorithm (BPA, cf. [36]), 
the Omega-k algorithm [49] and more. Backprojection 
numerically inverts the electromagnetic wave propagation 
by means of a spatial matched filter, which is the complex 
conjugate of the Green’s function. Whereas Backprojection 
operates in the time-space domain, the Omega-k algorithm 
operates in the frequency-wavenumber domain. The 
Omega-k algorithm is much faster than the Backprojection 
algorithm; however, Backprojection also allows to directly 
process arbitrary and non-linear flight tracks as they are 
typically provided by UAVs.  
 

B. INTERFEROMETRY 
Synthetic aperture radar interferometry (InSAR) is a 
powerful and well-established remote sensing technique 
that exploits the phase difference between two coherent 
SAR images to measure range differences with accuracies 
of a fraction of the wavelength [50]. InSAR enables very 
accurate measurements of a range of bio- and geophysical 
parameters that are of paramount importance for 
understanding the natural dynamics on the Earth’s surface 
in times of accelerated climate change [3], [51]. 
InSAR is also well-known for providing accurate digital 
elevation models, which can be used to monitor terrain 
topography and soil properties, among others [52]. 
Furthermore, a time series of multiple DEMs provides 

information of elevation changes, e.g., due to subsidence, 
earthquakes, or ice movements in glaciers. Due to their 
versatility and ease of use, UAVs will enable frequent and 
systematic measurements of such changes on a local scale. 
The quality of the DEMs is usually specified in terms of 
horizontal resolution or posting and height accuracy. The 
wide bandwidth that can be employed in UAV-borne radars 
along with the use of multiple baselines, e.g., provided by 
a swarm of several UAVs, allows for the generation of 
DEMs with height accuracies in the order of a decimeter 
(standard deviation) at a posting smaller than 20 cm × 
20 cm [53]. This performance implies a resolution 
improvement of almost two orders of magnitude, when 
compared to DEMs obtained with state-of-the-art air- and 
spaceborne InSAR systems that can achieve DEM height 
accuracies and resolutions in the order of a meter [54], [55]. 
To demonstrate this performance improvement, we 
performed a measurement campaign using an ultra-
wideband UAV SAR mounted on a multicopter [56]. 
Interferometric baselines ranging from 0.5 m to 2 m were 
generated by means of repeat-pass interferometric 
acquisitions, with an average UAV flying height of 30 m 
above ground level. The frequency-modulated continuous-
wave (FMCW) radar system onboard the UAV acquired 
data with a bandwidth of 3 GHz in two different frequency 
bands with center frequencies of 2.5 GHz and 7.5 GHz, 
respectively. The interferometric SAR data were focused 
using a fast Omega-k algorithm and further processed to 
generate DEMs making use of the different baselines and 
the two frequency bands, yielding DEMs with an average 
height accuracy (standard deviation) of 12 cm at a 
horizontal resolution of 15 cm × 15 cm [56]. To illustrate 
the extraordinary quality of the DEMs obtained with such 
a system, we consider here a small patch of the imaged area 
that contains a transition from grass to bare ground, as 
shown in the optical image of Fig. 2, representing a very 
subtle topographic change of a few centimeters. 

 
FIGURE 2.  Optical image of the DEM in Fig. 3. 
 
Fig. 3 (a) depicts the topographic profile acquired with a 
3D laser scanner, Fig. 3 (b) shows the DEM obtained by 
means of multiple interferometric baselines in the 
frequency band of 6 GHz – 9 GHz, and Fig. 3 (c) shows a 
histogram of the height errors between the two. The 
achieved standard deviation of the height errors is 7 cm at 
a posting of 20 cm × 20 cm.  
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FIGURE 3.  DEMs of the area shown in Fig. 2: (a) ground truth 
obtained with the laser scanner, (b) multi-baseline InSAR DEM 
in the frequency band 6 GHz – 9 GHz, and (c) histogram of 
errors. 
 
In view of the large fractional bandwidth of UAV-borne 
radars, the frequency dependence of the InSAR coherence, 
i.e., the normalized complex cross-correlation between a 
pair of SAR images, can be further exploited to monitor 
changes in the physical properties of semi-transparent 
volumes, such as vegetation or soil, with a single baseline.  
This technique was successfully used to estimate the 
volume height and frequency-dependent attenuation from 
simulated data [57]. Initial analyses to assess the 
penetration of the signal in the ground using interferometric 
data from the experiment described above have also been 
performed [58]. Future investigations will include the 
evaluation of soil moisture changes, which are a key 
parameter for understanding climate change, by using the 
information on penetration depth.  
 

C. SAR TOMOGRAPHY 
Although SAR interferometry, as discussed in the previous 
section, is able to estimate the ground height and thus 
ground topography by comparing the phases of two SAR 
images obtained at two different flight paths, it does not 
allow determining the height or elevation of different 
objects within a single pixel or to distinguish them in 
elevation. However, to monitor and image environmental 
structures, ecosystems or vegetation that are composed of 
different layers, such as forests, cropland, soil, ice or snow, 
3D imaging is crucial to avoid layover and to investigate 
different structural properties. In contrast to interferometry, 
SAR tomography goes a step further and enables actual 3D 
imaging by capturing the environment along a large 
number of vertically spaced (parallel) trajectories to cover 
a variety of viewing angles. Airborne SAR tomography has 
been shown to be useful in climate and environmental 
monitoring, e.g., for mapping and investigating forest 
structures [59], estimating biomass [60], and mapping 
different ice layers [7]. To this end, compared to fixed-wing 
airborne or space-based systems, UAV-based SAR systems 
can easily realize multi-baseline and repeat-pass 
measurements at almost any height and for arbitrary track 
configurations.  
Similar to the azimuth dimension, the resolution and 
unambiguous range in elevation depend on the covered 
aperture and sampling rate in height realized through the 
different baselines. Assuming perfect equidistant tracks of 
vertical spacing 𝑑𝑑, the maximum unambiguously 
resolvable volume height is proportional to 𝑟𝑟0/𝑑𝑑 [61], with 
𝑟𝑟0 the minimum range between track and scene. Compared 
to space-based systems, 𝑟𝑟0 is much smaller for UAV 
systems. Therefore, with decreasing distance to the scene, 
smaller baselines of some meters or even less are sufficient. 
On the other hand, due to the lower flight altitudes, a wider 
range of elevation angles can be easily realized with UAVs, 
yielding a high height resolution [61]. However, it must be 
considered that if the aperture is to be increased, also the 
number of tracks must be increased. Thus, the trade-off 
between vertical resolution and unambiguous height is 
important in UAV-based SAR tomography. 
To obtain 3D SAR images from measurements, different 
techniques are applied. Single-pass circular trajectories 
orbiting an area of interest allow unambiguous 3D imaging 
by applying, e.g., the Backprojection algorithm. Circular 
trajectories have been shown to be suitable for UAV-based 
ground-penetration applications where the height 
information of a limited area is investigated [62]. Circular 
tracks are easily realized with UAVs. However, circular 
trajectories are not suitable to cover large areas, as required 
in many environmental monitoring applications. Better 
suited for such applications are multi-pass parallel tracks at 
different heights covering a desired vertical baseline. 3D 
SAR imaging in this case is often realized by first 
processing 2D images of each track and afterwards 
performing an additional focusing in the elevation direction 
by combining the image data from the multiple tracks. 

(a) 

(b) 

(c) 
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Here, often sparsity-based methods are used [63]. A 
drawback of this approach is that, due to range migration, 
co-registration of the 2D images of the individual tracks is 
required to align the 2D grids. Finally, the Backprojection 
algorithm allows a direct generation of 3D images without 
the need of alignment and co-registration of the data as long 
as the measurements of the different tracks are temporarily 
correlated.  
Fig. 4 shows a comparison of two UAV-based 
measurements of a single target (reflector) on ground. The 
average UAV flight height and ground range to the target 
was about 20 m and 15 m, respectively. In total 23 
vertically spaced baselines are acquired with a total 
aperture of about 21 m. If only a single baseline is evaluated 
using the 3D backprojection (see Fig. 4, top row), the target 
is ambiguous in the ground-range-height-plane and the true 
target height above ground cannot be determined. 
However, if multiple baselines are evaluated (see Fig. 4, 
bottom row), the target can be unambiguously located in all 
three dimensions. 

 
 
FIGURE 4.  3D SAR imaging results for a single target 
(reflector) using an LSAR single baseline measurement (top 
row) and a TomoSAR multi-baseline measurement (bottom 
row) acquired by a UAV-based radar. The multi-baseline setup 
consisted of 23 vertically spaced linear baselines with a total 
aperture of 21 m at an average height above ground of 20 m 
and an average ground range distance of 15 m. The true target 
position is marked by the red box. The images are obtained 
using the 3D-Backprojection approach. 

D. COMPRESSED SENSING 
UAV-based radar imaging is limited by the Rayleigh 
resolution prescribed by the data acquisition rate and the 
effective aperture. Especially for UAV-based SAR 
monitoring of the natural environment, dense measure-
ments and a huge amount of data must be collected and 
processed. Compressed sensing (CS) theory states that it is 
possible to reconstruct signals from (much) fewer 
measurements than required by the Shannon-Nyquist 
theorem under the condition that the signal itself is sparse 
or that it can be sparsely represented in some basis [64]. 
This can be written as: 
 

𝒚𝒚 = 𝑨𝑨𝚽𝚽𝒙𝒙 + 𝒏𝒏, (1) 
 
with the observation 𝒚𝒚 ∈ ℂM, the measurement matrix 𝑨𝑨 ∈
ℂM × N, 𝑀𝑀 < 𝑁𝑁, the basis 𝚽𝚽 ∈ ℂN × N, the sparse vector of 
coefficients 𝒙𝒙 ∈ ℂN,  and the measurement noise 𝒏𝒏 ∈ ℂM. 
Given the observation 𝒚𝒚, the task of a reconstruction 
algorithm is to produce an estimate of  𝒙𝒙 and thus of the 
desired signal  𝚽𝚽𝒙𝒙. 
Hence, CS has the potential to improve UAV-based SAR 
imaging while reducing the sampling and data acquisition 
effort, especially across large areas. A commonly used 
sparse representation in radar imaging and SAR in 
particular is the radar image itself where, compared to the 
image pixel number, only a few pixels contain strong 
scatterers. However, the signal may also be sparsely 
represented in other domains. 
In the last few years, CS has been successfully introduced 
in the context of SAR [65] – [67] and also UAV-based SAR 
[68] – [70]. As CS has been shown to be especially suitable 
in the context of SAR tomography [63], [71], it offers great 
potential to facilitate UAV-based SAR monitoring of 
different vegetation layers, e.g., in forests, or soil and ice 
layers. However, due to the high resolution, large amount 
of data, and number of pixels in SAR images, as well as the 
low flight altitude of UAVs across man-made and natural 
environments, diverse challenges arise when CS is to be 
applied. Firstly, often the complexity and size of the CS 
problem become quite large in SAR imaging, as they are 
proportional to the number of pixels and samples that must 
be processed. It is therefore crucial to define a suitable basis 
which allows efficient transformation and a sparse 
representation. In addition, low-complexity algorithms 
such as the approximate message passing (AMP) algorithm  
[72] are often sufficient, especially when damping is used 
[73], however better-performing but computationally more 
demanding algorithms (e.g., [74]) are also of interest. 
Beyond that, a major challenge is that the scene is not 
(sufficiently) sparse. Due to the relatively small distance 
between the UAV and scene and the high resolution that 
can be achieved in UAV-based SAR, objects are often 
spread across multiple pixels [70]. As a consequence, these 
pixels and thus sparse coefficients are correlated and 
contain unknown structural properties, which violates CS 
requirements, i.e., of point-like and uncorrelated sparse 
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coefficients. Another major issue is the occurrence of 
clutter, which is very common in low-altitude SAR in 
natural environments and ground penetration. Clutter is 
undesirable but behaves like actual targets. It therefore 
interferes with the recovery of correct targets and makes 
robust CS recovery challenging. 
An ongoing challenge is the extent of prior knowledge 
utilized in the algorithms, i.e., the degree of adaptation of 
the reconstruction algorithms to the scene. This is a trade-
off between increasing the algorithms’ complexity when 
including more prior knowledge, and the risk of decreased 
robustness to variations and model mismatches.  
Fig. 5 shows an example for the application of CS with an 
improved Backprojection-based sensing matrix for UAV-
based SAR imaging [70]. For recovery, a complex 
approximate message passing (CAMP) algorithm [75], 
[76] with adapted threshold that takes clutter into account 
is applied to a vastly reduced set of collected data. An 
improved clutter suppression, image quality, and sidelobe 
level is achieved even in case of severe clutter perturbation 
(gravel terrain) or bad focusing of the target (grass terrain). 
 

 
FIGURE 5.  Measurement of a can lid buried in (a) sand, (b) 
gravel, and (c) grass. The measurements are evaluated (top to 
bottom) via the Backprojection algorithm using 100% and 5% 
of the entire data, and via the adapted BPA-based CAMP using 
5% of the data. The red boxes mark the ground truth positions 
of the targets. Figure taken from [70]. 
 
 
 

E. SUBSURFACE IMAGING 
Capturing subsurface structures reveals geophysical facts 
related to climate change which are unseen by the human 
eye.  Radar, due to its ability to penetrate non-conducting 
materials such as soil, sand and ice, is able to capture this 
information. An example for a relevant subsurface feature 
is the soil moisture, which is essential for growth of forests 
and crops and can be severely affected by long dry periods 
that could result from climate change. Another example is 
the internal structure of glaciers, which changes during the 
seasons from thawing and re-freezing and depends on the 
quantity of snowfall in winter. Both effects can be 
indicators of climate change when monitored over large 
time spans.  
When measuring subsurface structures with radars on 
UAVs, the electromagnetic wave first travels through air 
and then penetrates the ground. Since the ground has 
different material parameters than air, wave propagation 
changes at the material interface. A typical characteristic of 
soil is high attenuation due to its naturally inhomogeneous 
structure and water/moisture content. Therefore, for 
subsurface imaging radars on UAVs, a typical choice of 
frequency is the upper MHz or lower GHz range [33]. 
Apart from attenuation, the ground material causes a 
decrease in propagation velocity and, as a consequence, 
refraction for non-normal incidence of the wave.  
Various radar imaging techniques exist that are tailored 
particularly to subsurface imaging. The simplest one are B-
scans, for which the UAV flies over the ground and 
measurements are taken with a down-looking antenna.  
Another option is SAR imaging for subsurface 
investigations. As an example, Fig. 6 shows a B-scan image 
and a SAR image of the Jungfraufirn glacier in 
Switzerland, revealing its subsurface structure.  
Subsurface SAR image reconstruction algorithms include 
adaptation of the Backprojection algorithm as well as of the 
Omega-k algorithm. Whereas the Backprojection 
algorithm can be applied to any kind of material interface, 
Omega-k can be applied only to planar material interfaces. 
Algorithms for non-planar surfaces which are more 
efficient than the Backprojection algorithm include split-
step-migration [77], phase-shift-plus-interpolation [78], or 
our recent works [36] and [79]. Compressed Sensing can 
be adapted to subsurface imaging as well, as shown for 
example in [80]. 
For subsurface SAR imaging with the Backprojection 
algorithm, the change in propagation velocity and the 
refraction have to be incorporated into the spatial matched 
filter for every pixel. When these effects are not considered, 
image distortions will occur which can amount to more 
than 90 % compared to the true value [5]. To account for 
refraction, the refracted wave path has to be computed prior 
to imaging. Various techniques exist for this purpose, such 
as ray tracing or a number of approximations [81], [82]. 
To properly determine the wave path, knowledge of the 
material boundary contour as well as of the permittivity is 
required. Whereas the boundary contour can be rather 
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easily reconstructed by evaluating the first strong reflection 
in every image column (see, e.g., [83]), permittivity 
estimation for non-homogeneous media is not possible in a 
straightforward way. Thus, the material characteristics 
have to be modeled by investigating a sample from the 
ground, by burying a reference target at a reference depth 
or by reasonable empirical assumptions. 
 
 

 
FIGURE 6.  Example B-scan (top) and SAR image (bottom) 
acquired with a UAV-borne radar at the Jungfraufirn glacier in 
Switzerland (taken from [82]). A corner reflector was buried in 
the ground as a reference target. 
 
 

IV.  TOWARDS COOPERATIVE UAV SWARMS 
In addition to using a single radar, UAVs provide the 
possibility of bi- and multistatic SAR by using a 
cooperative swarm. The transmitting and receiving nodes 
can be spatially distributed on separate platforms. The 
manifold opportunities and challenges of spaceborne and 
airborne bistatic and multistatic SAR have been discussed 
in a number of publications, e.g., [84]-[87]. Due to the low 
cost and flexible operation of UAV-based radar systems, 
more nodes can be deployed in almost arbitrary 
configurations. This enables the simultaneous acquisition 
and evaluation of a larger variety and number of bistatic 

angles, offering new possible applications in climate 
research using UAVs as platform.   
While, for these reasons, swarming is very promising, it 
also comes with a number of challenges: 

- The relative positions of the two or more UAVs 
have to be known precisely. 

- An accurate synchronization with respect to time, 
frequency and phase between transmitter(s) and 
receiver(s) has to be assured.  

- Imaging algorithms have to be adapted to account 
for the distributed geometry of transmit and 
receive antennas.  

- Polarimetric imaging will depend heavily on the 
scene geometry.  

- Calibration is another crucial issue, which has to 
be addressed.  

In the following, we will detail the aspects of bi-/ 
multistatic SAR and time synchronization and coherence. 

A. BI- AND MULTISTATIC SAR 
Climate change effects, e.g., floods, droughts, and storms 
[9], can be directly measured with bi- or multistatic radar 
or SAR systems. A preferable approach in climate research 
is the measurement of essential long-term climate variables 
like biomass, soil moisture, or the ice extents in sea, land, 
and permafrost [3]. This allows a prediction of future 
climate change effects.  
In recent years, many systems and concepts have been 
developed to estimate climate variables with bi- or 
multistatic radar systems. These systems are either space- 
or ground-based, which results in limitations in terms of the 
bistatic angle or the accessibility of the monitored area. 
Obtainable measurements include the extent of snow and 
ice [88]-[90], soil moisture [91], [92], biomass and 
deforestation data [11], [93], [94], freeze/thaw surface state 
retrieval [95], and the water body layer [8]. The limitations 
of these measurement techniques can be relaxed by using 
UAVs as sensor platforms. They offer a low-cost operation 
and multistatic systems are easy to scale [96]. Bi- and 
multistatic UAV-based systems have been presented for 
single-pass SAR tomography [16], interferometry [17], and 
for locating objects by evaluating forward scattered signals 
[97].  
The imaging techniques discussed in Sec. III can be 
extended to a cooperative swarm of UAVs. Bistatic or 
multistatic SAR enhances imaging by not only using the 
backscattered signal but also evaluating other scattering 
directions. This allows operation modes like single-pass 
interferometry and tomography, with the advantage of not 
having any temporal decorrelation within the jointly 
processed SAR images [3], [52].  
Fig. 7 shows one possible implementation of a multistatic 
system for single-pass tomography, where one sensor is 
transmitting and receiving the backscattered signal like in 
a monostatic acquisition. The remaining sensor nodes form 
the multistatic system while only receiving backscattered 
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signals with different observation angles. The additional 
bistatic information can be used to resolve further 
dimensions. Compared to space-based systems, large 
apertures with many platforms are feasible to ensure 
sufficient spatial sampling. Various effects normally 
coupled in monostatic acquisitions can be separated, 
resulting in the less ambiguous determination of climate-
relevant parameters.  
The large bistatic angle allows for new acquisition 
geometries compared to the conventional tomographic or 
interferometric techniques. Forward-scattered signals can 
be evaluated, providing complementary information to the 
backscattered signals. With UAVs operating in a swarm, 
multiple angles can be observed, opening up new 
possibilities in climate change research. This concept is 
illustrated in Fig. 8.  

 
FIGURE 7.  Schematic representation of a multistatic system 
with multiple UAVs for single-pass tomography. One sensor 
node is transmitting and receiving, the remaining nodes are 
receiving only. 

 
FIGURE 8.  Schematic representation of a multistatic forward 
scattering system. One sensor node is transmitting and 
receiving the backscattered signal, the remaining nodes are 
receiving only and form an array that captures various 
scattering directions. 
 

The transmitting system is receiving the backscattered 
signal in monostatic operation, and the other systems are 
forming a receive array for covering a wide range of 
scattering directions. With this, more information about the 
scattering structure can be obtained, e.g., in natural 
environments with a strong angular dependency of 
scattering effects. While the ground range resolution is 
poor in forward scattering bistatic SAR, the depth 
dimension can be resolved [98]. This can be used to 
measure layered structures, e.g., ice layers inside a glacier 
or soil layers with varying permittivity.  
Yet, various challenges have to be solved to successfully 
operate a bi- or multistatic UAV-based SAR system. These 
include processing the large bistatic angle, polarimetric 
evaluation, and the synchronization of the individual sensor 
nodes.  
Conventional SAR processing cannot be directly applied to 
a bistatic geometry. For a small bistatic angle, there are 
approaches using a quasi-monostatic approximation. This 
is not feasible for UAV-based systems, where much larger 
bistatic angles are desired in order to capture a wide span 
of observation angles. Algorithms adapted to the geometry 
are therefore necessary. Time-domain backprojection has 
been proven feasible for SAR processing of geometries 
with a large bistatic angle [97], [99].  
Polarimetric evaluation of bistatic SAR data is a field not 
yet widely addressed in current research. The lack of 
symmetry in the polarimetric backscattered matrix makes 
conventional polarimetric analyses difficult [100]. Despite 
this, it has been shown to be sensitive to parameters like 
soil moisture, wind speed, and freeze/thaw state, making it 
promising for climate change research [101]. Bistatic 
UAV-based systems could provide data not yet available 
using possibly new acquisition geometries.  
Fig. 9 shows the monostatic and bistatic SAR images 
generated at the same time with a moving UAV-based radar 
and a stationary repeater [99]. The colorbars are referenced 
to the maximum value measured from the aluminum 
sphere. Although the dynamic range is higher in the 
monostatic image,  the cylinder on the ground is only 
barely visible. In this measurement geometry, its bistatic 
RCS is much higher than its monostatic RCS. Therefore the 
measured amplitude of the cylinder target is higher in the 
bistatic image when compared to the aluminum sphere. 
This illustrates one example, where a bistatic measurement 
geometry can provide new information, leading to 
improved imaging capabilities. 
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FIGURE 9.  Measurement of various radar targets above 
ground with monostatic and bistatic SAR images. Results 
taken from [99]. 
 
 

B. SYNCHRONIZATION AND COHERENCE 
Synchronization is imperative in sensor fusion for 
distributed UAV multistatic radar systems, as each sensor 
has its own time base.  An accurate time, frequency, and 
phase synchronization ensures precise localization, and 
enables coherent bistatic signal processing, which grants 
access to additional information about the observed scene, 
as discussed in the previous section. In specific applications 
such as climate monitoring, which necessitate joint radar 
processing across extensive surveillance areas, the 
precision of time, frequency, and phase synchronization is 
critical. This synchronization substantially enhances the 
resolution and reliability of measurements, facilitating the 
accurate alignment of data from multiple sensors. Such 
rigorous alignment is essential for conducting detailed 
analytical assessments necessary for detecting nuanced 
changes in climate patterns. 
 

1) PTP-BASED PRESYNCHRONIZATION 
In our research [102], based on field-programmable gate 
arrays (FPGAs), real-time wireless digital communication 
systems have been implemented across radar sensors, 
allowing each radar node to establish a wireless connection 
to a centralized primary reference node. This configuration 
ensures optimal performance by maintaining consistent and 
precise pre-synchronization across the entire network. The 
radar nodes systematically update their timestamps through 
time offset estimation, utilizing the Precision Time 
Protocol (PTP) at predetermined intervals. The radar nodes 
send synchronization requests to the primary reference 
node, achieving timing precision with a standard deviation 
of 10 nanoseconds per cycle. Furthermore, frequency 

offsets are ascertained through consecutive time offset 
estimations across the network. Subsequently, these offsets 
are meticulously compensated using digitally controlled 
crystal oscillators (DCTCXOs), achieving an exceptional 
level of precision of two parts per billion. This 
methodology underscores the integration of advanced pre-
synchronization mechanisms to enhance the accuracy and 
reliability of netted radar systems. 
Further signal processing with Kalman filtering 
additionally increases the pre-synchronization performance 
in terms of precision and real-time capability. In [103], the 
paper explores the development of positioning techniques 
that require the synchronization of multiple stations. The 
synchronization algorithm employs Kalman-filter-based 
clock synchronization in IEEE 1588 networks, as detailed 
in [104] and [105]. The system has been enhanced through 
the integration of the Kalman filter, significantly improving 
the real-time tracking of time offset and skew using the PTP 
protocol and timestamp exchange. By leveraging the 
prediction and correction capabilities of the Kalman filter, 
these advancements lead to enhanced overall performance 
in time-sensitive applications.  
 

2) COHERENT BISTATIC PROCESSING 
To achieve phase coherency between each pair of radar 
nodes in the multistatic network, in our recent work [106] 
we rely on a two-way radar-signalling scheme. For this, an 
over-the-air synchronization concept is applied to estimate 
the residual time, frequency, and phase errors and 
compensate them as described in. Then, we can take the 
compensated signals to derive the range and angle-of-
arrival (AoA) information for every bistatic constellation, 
enabling a localization accuracy below 1 cm [107]. After 
these steps, a coherent image processing of the bistatic 
signals is possible (cf. [106]). 
Besides the mentioned synchronization-based approach, 
several other approaches of coupling the nodes exist to 
accomplish coherency. Passive radar methods with a 
known transmitter, e.g. GNSS signals, represent a wide 
range of bistatic systems. The use of UAVs as receiver 
platform has been shown feasible for flood monitoring 
[108]. A similar approach is using a repeater, which re-
transmits the received signal back to the transmitting 
system. This allows for coherent processing at only one 
node [97], [99]. 
Such a radar repeater network was used in [97] to localize 
objects in all three spatial dimensions by using both mono- 
and bistatic data. Fig. 10 shows a monostatic SAR image 
of a setup with various objects on ground focused at the 
height extracted from the bistatic data. Without the bistatic 
data, only two dimensions could be resolved. In a forward 
scattering geometry, the missing height information can be 
extracted from the bistatic data, as the energy is focused at 
the actual object height. 
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FIGURE 10.  Measurement of various radar targets above 
ground. Monostatic SAR image focused at height extracted 
from bistatic data. Ground truth positions are marked by red 
boxes. Results taken from [97]. 
 
 
Fig. 11 shows the sum of the squared pixel values for the 
monostatic and bistatic SAR image focused at various 
heights z. Unlike the monostatic data, the bistatic data 
shows a peak at the correct height. 
 
 

 
FIGURE 11.  Height focusing curve extracted from mono- and 
bistatic SAR images by summing the squared pixel values for 
each height. Ground truth is marked by the vertical dashed 
line. Results taken from [97]. 
 
 

V. CONCLUSIONS AND OUTLOOK 
Radar remote sensing is well suited to monitor the 
multifaceted effects of climate change, such as changes in 
soil moisture and vegetation or the melting of glaciers and 
permafrost soils.  Imaging radars can provide quantitative, 
graphical representations of these effects and report trends 
when monitoring over a longer period of time. While 
spaceborne radar imaging is well-established, UAV-based 

SAR imaging is becoming more and more attractive due to 
its benefits, which include flexibility, cost-efficiency, fast 
deployment, very high spatial resolution, and the 
opportunity for a quasi-continuous observation of local 
areas.  
This article discussed various aspects associated with using 
UAV-based radar imaging for climate change monitoring. 
We showed that a number of approaches exist, both for 
system design and for imaging, depending on the respective 
application.  
One future trend in this respect is the deployment of 
cooperative UAV swarms, which will enable even higher 
image quality and new multistatic SAR modes for 
tomographic and holographic 3D imaging. Thus, 
potentially, a higher information content will be possible, 
as discussed in this article. Another trend in evaluating the 
obtained images is the use of methods from artificial 
intelligence. This way, it will be possible to detect features 
in the data which are directly associated with climate 
change effects. 
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