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Motivation

▪ Current trends in Machine Learning are relying more and more on end-to-end architectures

▪ This might increase the performance but decreases the explainability of the reasoning

▪ In mobility applications, systems must be certified before being released

▪ Difficult due to black-box nature of E2E architectures
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Motivation

▪ Current trends in Machine Learning are relying more and more on end-to-end architectures

▪ This might increase the performance but decreases the explainability of the reasoning

▪ In mobility applications, systems must be certified before being released

▪ Difficult due to black-box nature of E2E architectures

▪ In this work, we…

▪ revisit some classical approaches in Machine Learning for time series classification,

▪ show how functional decomposition naturally introduces more transparency using à-priori 

knowledge,

▪ derive easy explanations to localize the source of errors, and

▪ apply these concepts to a use case in the railway domain, showing their effectiveness.
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Outline

▪ Motivation

▪ General Methodology

▪ Case Study

▪ Application

▪ Evaluation

▪ Explanations
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General Methodology
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General Methodology
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Case Study

Railway domain

▪ Detection of train types based 

on axle counters
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Case Study

Railway domain

▪ Detection of train types based 

on axle counters

Collecting real data is difficult

▪ Implementation of simulator

▪ Development of vehicle and 

train catalogues

▪ Enabling generation of fast 

and diverse datasets
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Application
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Application
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Evaluation
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Evaluation

▪ NNvelocity achieves 0.93% relative error

▪ Formula achieves 0.56% relative error

▪ But NNvelocity is better at higher velocities, while the formula favors lower velocities

▪ Hybrid Velocity estimator switches between both models based on a threshold at ~49 km/h

▪ → 0.35% relative error
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Evaluation
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Explanations

▪ Due to chunking, localization of errors is free

▪ No need of approaches like LEAM or Grad-CAM to extract heatmaps

▪ Enables an attribution of errors for further investigation

▪ Here: Detection of a labeling error in the train database ← Mixed train labeled as freight train
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Conclusion

▪ Functional decomposition enables easily understandable architectures involving AI modules

▪ Components can be analyzed individually and in combination, leading to better insights into the 

system’s behavior

▪ Further, post-hoc explanations for error localization can easily be derived

▪ In our case study, such a system can even outperform end-to-end architectures
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