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Abstract. Short-term fluctuations in photovoltaic power plants, known as ramps and caused by clouds,
challenge grid stability and efficient energy use. These issues are traditionally managed with battery energy
storage systems, which, while effective, are expensive. We propose an alternative solution: the use of short-term
irradiance forecasts, or nowcasts. Using a photovoltaic power plant in Germany and its simulated model, we
demonstrated that nowcasts could cut ramp rate violations by 81%. This led to a reduction in required battery
capacity by 71% and the required maximum battery power provided by 48%, at the cost of a 13% curtailment
loss, i.e. loss through reduction of power. Our data set of 18 chosen days from 2020 with high variability
conditions was scaled up to a year for the economic analysis. From an economic standpoint, nowcasts could lower
the Levelized Cost of Electricity by 5.5% from 4.74 to 4.48 EUR cents, and even by 35% to 3.09 EUR cents with
ideal forecasting, showing its potential. While nowcasts cannot completely replace batteries, they substantially
reduce the need for such storage solutions. This results in cost savings and adherence to grid stability
requirements, making nowcasts a complement or partial alternative to battery systems for mitigating power
fluctuations in photovoltaic power plants.
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1 Introduction islands or remote areas with a low grid-interconnection
capacity [4,5] and large electrical grids with an annual VRE
energy share of more than 15% [6]. Smoothing VRE
fluctuations provides a solution for their further integra-
tion, but the photovoltaic system must be managed

mented by the end of 2020, [greenhouse gas| emissions are accordingly. As a consequence, grid operators can impose
projected to rise beyond 2025, leading to a median global limitations on the variability of VRE sources via grid codes.
warming of 3.2 [2.2 to 3.5| °C7by 2100’ [1]. An overview of the grid codes for different countries is

shown in Table 1. Typically, so called battery energy
storage systems (BESS) are proposed as a solution for
output power smoothing but increase operating and
investment costs [7]. Very short-term solar irradiance
forecasting (nowcasting) has been studied as another
solution to smooth VRE generation [8]. Nowcasting has the
potential to reduce the required capacity and thus the costs
of a BESS [9].

The literature review of Samu et al. [8] states that
nowcasting tools in microgrid operations are still rare but
their potential to provide ramp rate control is acknowl-
* e-mail: jonas.schaibleGhelmholtz-berlin.de edged. Three common methods for ground-based short
** ¢ mail: bijan.nouri@dlr.de term nowcasting are sensor networks, all-sky-imager-based

The Sixth Assessment Report of the Intergovernmental
Panel on Climate Change states, that ‘without a
strengthening of policies beyond those that are imple-

Fortunately, solar and wind energy offer substantial
potential to reduce net emissions at low cost [1]. Solar
power generation is subject to power fluctuations caused by
the change in solar irradiance (e.g. bypassing clouds).
Large irradiance fluctuations (now called ramps) result in
large gradients of power generation (i.e. large ramp rates).
The integration of variable renewable energy (VRE)
sources challenges the reliability and stability of the
electrical grid [2,3|. This is especially important for small
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Table 1. Overview of regulations in different grid codes.

Country Active power management Ramp rate limit Penalties
Australia Required, Western Power: £max “causer pays” for frequency
except VRE [10, 11] (10 MW /min, 15%/min) except VRE [12]; control, factors recalculated
Horizon: +15% /min including every four weeks based on
VRE [13] (low voltage: [14]) historical data [15,16]
China Required, including +10%/min [17] -
forecasts [17]
Denmark Required [1§] +100 KW /s [1§] -
Ethopia Required [19] ~10%,/min [19] -
Germany Required |20, 21] 0.33 %/s <t < 0.66%/s -
(after recieving instruction) [20]
Hawaii - +2 MW /min, 1MW /s [22] -
India Required [23] +10%/min [23] -
Ireland Required [24] +30MW /min 22 -
Malaysia Required [25] +15%/min [26] -

Puerto Rico Required [22,27]

+10% /min [22,27]

Curtailment depending
on compliance rate on a
weekly basis [28]

tools, and various data-driven methods. Ground-based
sensor networks consist of sensors distributed around the
photovoltaic power plant (PVPP). Through coupling
temporal and spatial information the power generation is
estimated and ramp events can be detected. Typically, the
prediction horizon is within several minutes with a high
temporal resolution [29]. The nowcast horizon depends on
the dimensions of the ground-based sensor network and the
cloud movement speed. This can lead to an extensive
required network size [30]. All-sky-imager-based tools can
either be used by statistical models or physical models. All
sky imager take full hemispheric pictures of the sky. Saleh
et al. introduced a physical model based on cloud-motion
detection via sky images to smooth PV output power [31].
The method supports the feasibility of battery-less
smoothing. The nowcast accuracy influences the number
of missed ramp rate events and curtailed energy and is thus
critical for the adaptation as a proactive smoothing
approach. Paletta et al. studied deep learning irradiance
nowcasting models from sky images [32]. Current modeling
approaches suffer from uncertainties regarding correct
spatial and temporal cloud movement and their interaction
with irradiance [33]. Data-driven methods provide promis-
ing improvements by following the trend of persistence
models and reducing the impact of the most extreme errors.
However, they often miss accurate predictions of ramp
events [32]. An exemplary study of deep-learning-based
solar nowcasting for power smoothing using all sky images
shows improvements [33]. An extensive analysis of the
potential of nowcasting in reducing the costs of energy in
PV plants under ramp-rate restrictions was performed by
Cires et al. |9]. Hereby, the battery-less control strategy
resulted to be the most cost-effective solution under the
conditions of the study. However, the potential of now-
casting was estimated by using ideal nowcast without

uncertainties. To quantify the realistic potential, these
must be estimated by using realistic nowcasts with
uncertainties in ramp detection.

According to [34] the importance for the field to
advance is to come from solar irradiance forecasting to PV
power forecasting, which is part of the motivation for this
study. Our parametric approach, based on probabilistic
forecasting, utilizes state-of-the-art all-sky-image-based
nowcasting with taking into account the uncertainties of
each time step for predictive active power control. From
the system operators view it is of interest to estimate the
required BESS capacity and BESS power for control
purposes since it will reduce overall system investment
following [7,10]. Liu and Du presented in their review on
the evolution towards dispatchable PV a road map for
future studies and their motivation [35]. They identified
PV forecasting, energy storage, and inverter-controlled
curtailment as the relevant technologies to eliminate
uncertainty and variability for the goal of dispatchable
PV. The estimation of the achievable level of control
requires further work to be generalized for differently
scaled PVPP. In this study, the level of control is estimated
and its economic impact is studied.

This study is about the application of a state-of-the-art
all-sky-image-based nowcasting model for PVPP ramp rate
control. Special focus lies on the effect of uncertainties on
the ramp rate control. Hereby, a large PVPP is simulated
and validated by the energy production data of that PVPP.
A control strategy with and without BESS is developed and
estimates for a battery capacity reduction are given. As an
example, this study will provide a case for nowcasting-
based ramp rate reduction. The novelty in this study is the
combination of the application of all-sky-imager based
nowcasting for power smoothing in a realistic case with
validation data, the study of the nowcasts uncertainties for
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Table 2. Dictionary for terms used with regard to the simulation and control strategy.

Output power
System power
Validation power
Dump power
Ramp

Ramp depth
Ramp height

Simulated power provided by the PVPP without contribution of battery

Simulated power provided by the PVPP with contribution of battery and control strategy
Real total power production data of PVPP

Power provided or drawn by the BESS to reach aimed SOC

Event, where two succeeding time steps or lead times have a power gradient greater
then the ramp rate limit

Absolute power value of second time step or lead time in ramp
Absolute power value allowed at current time step under ramp rate limit

time steps f;»

» forecasted time

lead times
fi1 @ @ o
fltl fltZ fltZO

Fig. 1. Temporal resolution of the nowcasting system: the nowcast instances are updated in time steps of 30s. For each instance, a
nowcast with a horizon of 20 min is given in a 1 min resolution resulting in 20 lead times.

the control strategy and the estimation of a possible
reduction in required battery capacity and battery power.
Further, the economic potential was quantified and areas of
future research defined.

2 Simulation details

To study the research question, a modeling approach is
chosen. The model of a utility-scale PVPP is proposed and
integrated into a simulation environment. Thereby, the
nowecasts are turned into output power predictions. Further,
a model for a BESS is integrated. The control strategy then
enforces the system power to comply with the grid code.
Table 2 shows the terms used with regard to the simulation
and control strategy.

2.1 Nowcasting system for solar irradiance

The nowcasting was performed with a subset of 13 all sky
imagers of the Eye2Sky measurement network operated by
German Aerospace Center (DLR). The subset covers an
area of 13 x 12 km?. The configuration and method are
described in detail in [36]. The results of the nowcast
approach are irradiance maps covering an area of up to
156 km? with a spatial resolution of 50 m and a prediction
horizon of 20min ahead. The respective time of the
measurement is called time step. Nowcasts are created in
one-min steps, called lead times. Thus, leading to twenty

predictions (lead times) per time step. Further, the
measurement at the time step adds a 21st irradiance
map. Every time step results thus into 21 irradiance maps.
In the course of the day, the interval between two sets of
nowcasts (i.e. time step) is 30s. Figure 1 shows
the schematics of the nowcasts. The final products of
the nowcasts include direct normal irradiance (DNI), diffuse
horizontalirradiance (DHI), and global horizontal irradiance
(GHI) at the PVPP site under study. Reference [37] describes
the procedure to obtain global tilted irradiance (GTI).
Solar irradiance nowcasts are subject to uncertainties.
The magnitude of these uncertainties is dependent on the
prevailing variability of the solar irradiance. To quantify
the degree of variability, a classification method of the sky
conditions based on Schroedter-Homscheidt et al. [38] and
adapted by Nouri et al. [39] is applied to the nowcasts. In
Table 3, the variability classes and sky conditions are
displayed. A class for every time step is derived from 13
distinct variability indices over a 15-min time window of
irradiance conditions. Historical observations and now-
casts are combined for this study. This makes it possible to
classify the irradiance conditions of the lead times as well.
For example, the classification of a lead time 10 nowcast
uses the corresponding 5 min of historical data and the lead
times 1-10min ahead. Nouri et al. [40,41] developed a
method to create probabilistic nowcasts from deterministic
nowcasts. This method is applied in this work to create a
probabilistic nowcasts from the irradiance maps provided
by the all sky imager network. Each percentile of the
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Table 3. Description of DNI-variability classes based on
Schroedter-Homscheidt et al. [38] and Nouri et al. [39].
Each DNI variability class indicates a certain sky condition
and a specific level of variability.

Class Sky conditions Variability

1 Mostly clear sky Low

2 Almost clear sky Low

3 Almost clear sky Intermediate
4 Partly cloudy High

5 Partly cloudy Intermediate
6 Partly cloudy High

7 Almost overcast Intermediate
8 Mostly overcast Low

probabilistic nowcasts describes a value below which future
irradiance is expected with respective probability. Thus, a
pair of percentiles encloses a corresponding prediction
interval. Just as for deterministic nowcasts, the probabi-
listic nowcasts produce solar irradiance maps with lead
times of up to 20 min. The control strategy for the PVPP is
based on the probabilistic nowcasts.

2.2 Datasets

The following datasets were used in this study: From year
2020, nowcasts for 18 days with a variety of irradiance
conditions such as clear-sky days as well as days of highly
variable conditions are used for a Location in Northern
Germany. Figure 2 shows the number of time steps and the
distribution of classes per day on the left and on the right
the relative frequency of classes for the whole year at the
PVPP’s site. Aside from the dominant class 8 with low
variability, the dataset includes large fractions of interme-
diate and high variability classes. The days are chosen with
regard to the development of the control strategy and
includes largely challenging days. I.e. fast and large
changes of irradiance, days with all classes represented
and days with large cloud coverage. This dataset is used for
the control strategy. The PVPP at this location a
nameplate power of 20.8 MWp. From this PVPP and
for these 18 days, the respective dataset of the photovoltaic
production at inverter level in one-min resolution is
available as a wvalidation dataset, which is used for
validation of the PVPP model. The following data
management operations were performed. The datasets
were required to cover the whole day of operation. Days not
satisfying this constraint were not selected, resulting in the
18-day dataset. A systematic time shift by a few minutes
for all days was observed for a low fraction of inverters.
These shifts were corrected to the timestamps of
neighbouring inverters, matching the timestamps of the
vast majority of inverters. Lastly, nonphysical values, such
as negative values, were omitted and filled with the
preceding values. Further, a dataset with DNI-classifica-
tion is available for the whole year 2020 and was used for
up-scaling the results as described in Section 4.2.

2.3 Energy yield simulation engine

The energy yield (EY) was calcualated with the tool Yield
Assessment Calculation and Optimization Program
(YACOP), which is developed by the DLR [42]. YACOP
is a simulation framework for the yield assessment and
design of energy conversion systems and can be used to
simulate solar energy systems following the ‘SolarPACES
Guideline for Bankable STE Yield Assessment [43]". It is
intended to work with quasi-static and quasi-dynamic
power plant models to estimate the EY over a given time
series. Here, quasi-static refers to the description of
dynamic processes as a time series of operating points
withintervals (time steps) 30 s to 60 min [44]. Quasi-dynamic
refers to simplified models to describe dynamics. During one
iteration all inputs are assumed to be constant. Therefore,
the dynamics of the power generation are limited to the
resolution of the time steps. For this work, YACOP was
extended to process spatially-resolved nowcasts.

2.4 Photovoltaic system model

A common approach to model a PVPP is to divide the model

into smaller, independent models. The pvlib python [44,45] is

a library for implementing PV system models. It is based on

the pvlib Matlab toolbox which is developed and maintained

at Sandia National Laboratories [46]. The following quanti-
ties are calculated with models from pvlib python:

— The angle of incidence (AOI), as the angle between the
solar vector and the surface normal.

— The relative airmass at sea level and absolute (pressure-
adjusted) airmass. In this context, the airmass is a
measure of the relative path length through air that a
direct beam from the sun travels until it reaches the PV
module. It is dependent on the apparent sun angle and
pressure.

— The effective irradiance, the five parameter values for the
single diode model, and the single diode model that solves
the single diode equation to obtain the current-voltage
curve (IV curve), as well as the maximum power (using
Sandia Array Performance Model (SAPM)).

— The cell temperature calculation (SAPM cell).

— The azimuth and sun height angle of the sun (NREL—Solar
Position and Intensity (SOLPOS) model [47]).

The following sections describe the calculation meth-
odology along the five modeling units Irradiance Analysis,
Array, Inverter, Output Power Control and Energy
Storage.

2.4.1 Irradiance analysis

The nowcasting output is treated as follows: For every
nowcast instance a data structure is set up containing the
complete DNI and GTT irradiance maps for all lead times
(21x) and percentiles (9x), as well as the DNI variability
classes. The selection of the required inputs can be
controlled via seven parameters, which are time step(s),
lead time(s), relative coordinates of the irradiance map and
the irradiance value(s) (DNI, GTI) of the respective
percentile(s). For this study, the sizes of the DNT and GTI
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Fig. 2. Left: the distribution of classes for the 18 example days. These range from days with classes 1 or 8 being dominant to days with
less dominant classes. Right: cumulative relative frequency of the variability classes of year 2020. The most dominant class at the

PVPP’s site is class 8 being mostly overcast.

irradiance maps are reduced to only include the positions of
the PVPP arrays. Only the current time step is passed
through the simulation during one iteration. Because the
uncertainty of nowcasts increases with the lead time [48], a
limited number of lead times is processed during each time
step. The largest ramp observed in the GTI dataset of the
year 2020 is 65%. With an assumed ramp rate limit of
maximum 10% change in PV-system power per minute, a
ramp of 65% magnitude would need to be detected 7 min in
advance (lead time 7) in the case of ideal nowcasts. Since
nowcasts are subject to uncertainties, for redundancy, lead
times up to lead time 10 are included. Finally, a percentile
is chosen depending on the control strategy (see Sect. 3).
This can be either a single percentile for the duration of the
simulation, or the percentile is chosen individually for each
time step and lead time based on the prevailing DNI
variability classes.

2.4.2 PV array

The calculation of the direct current power (Pp) per array
largely follows the Sandia Photovoltaic Array Performance
Model (SAPM), introduced by King, Boysen, and
Kratochvil [49]. The parameters, f. e. soiling loss, were
studied by Blum [50] for the exact power plant.

The model accounts for the major influences on the
performance. These are given by the meteorological
conditions, as the irradiance (GTI and DNI per array),
the ambient temperature, the wind speed at height of 10 m,
and the air pressure. Depending on the available power
plant information, a large set of PVPP-specific parameters
can be defined, namely, the sites location information
(longitude, latitude, height), the timezone of the simulation,
the orientation of the PV modules (azimuth, elevation), the
PV-module specifications, the array configuration (number
of modules per string, number of strings per inverter), and the

loss factors (DC wiring correction, mismatch correction,
module degradation, soiling losses, AC wiring correction).
The above-mentioned SAPM model outline is displayed in
Figure 3. The first step in the SAPM model is the calculation
of the effectiveirradiance F, via the optical model. The direct
irradiance is obtained from DNI by considering the AOI. The
diffuse irradiance is the GTI minus the obtained direct
irradiance. The AOI results from the time, location, and
orientation of the power plant, and the airmass from solar
elevation angle and pressure. The parameters F; and F,
account for the spectral and reflective losses of multi-
crystalline silicon PV cells with a glass module cover without
anti-reflective coating.

The cell temperature T, is estimated via the Finduced
electrical losses, the wind speed WS, and the ambient
temperature T',,,;- The empirical constants a and b depend
on the environment of the PVPP installation. Here, the
values for a green-field open-rack PV installation are used.
AT/Ey refers to the temperature difference between the
module backside and the PV cells under standard test
conditions Eg.

By combining the E,, T,., and parameters specific to
the PV module type the five parameters shunt resistance,
series resistance, light-generated current, diode satura-
tion current, and modified diode ideality factor are
determined according to [51]. These five parameters solve
the single diode equation, which approximates the PV
module by an electrical circuit of a current source, a
diode, a serial, and a shunt resistor. The direct current
power per module (Ppc,) is then obtained from the
resulting current-over-voltage (I-V) curve of the single
diode model.

The last step is the application of the array configura-
tion. Thereby, the module outputs are combined (N,,,N;)
and multiplied by the DC loss factor. The result is the DC
power per string Ppc a.
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air mass (AM)

direct irradiance (E})

angle of incidence (AOI)

diffuse irradiance (Egifr)

'

optical model: E, = F;(AM) - SF - (E}, - F»(AOI) + Eqir )

spectral and reflec-
tive losses (F}, F»)

Y

effective irradiance F.

Te = Tamb + Ee - v
cell temperature: ¢ ! e

= (AT/Ey + exp(a +b- WS))

windspeed and ambient
temperature (WS, Tamb)

empirical constants

(a,b,AT)

Y

cell temperature 7T,

—>[ electrical model: single diode model }4—

five parameter values for the
single diode equation

A

direct current power per module (Ppc,m)

number of modules

{ array configuration: Ppca = Ppcym - N - Ns - Lpc J

«— and strings per in-
verter (N,,, Ny)

<«— DC losses (Lpc)

direct current power per array (Ppc,a)

Fig. 3. Flowchart of the photovoltaic array model including the optical, cell temperature and electrical model, the array configuration,
and the respective inputs and parameters. The modelling unit largely follows the Sandia Photovoltaic Array Performance Model
(SAPM), which was introduced by King, Boysen, and Kratochvil [30].

2.4.3 Inverter

The efficiency of common DC to alternating current (AC)
power inverters is approximately constant for capacities
above 10% of the designed capacity. For values below that
threshold, the efficiency quickly approaches zero and must
be considered for low irradiance conditions, which occur
regularly at the PVPP sites location.

(1)

Ppco = Paco/Moms

¢ = Ppca/Poco, (2)

N = Nyom/0.967 x (0.9858 — 0.0162 % ¢ — 0.0059/¢), (3)

(4)

The PV-Watts inverter model from [52] considers this
behavior and requires only two parameters (nominal
efficiency (1,0m), nominal AC power (Pacp)) besides the
Ppc .. Equations (1) to (4) determine the Py ,. Finally,
the Py, of all arrays of the power plant are combined with
the AC power of the PVPP Pyc.

Pjc.a = min(nPpca, Paco)-

2.4.4 Energy storage

A simple energy storage model is integrated, which was
developed at DLR [42]. It accumulates the charge
(discharge) energy and provides the energy content and
state-of-charge (SOC). Further, the round-turn efficiency
and the maximum charge and discharge power are
considered. In every time step, the parameters charge
power, discharge power and previous energy content are
set. The model compares the proposed charge and
discharge power to the current energy content of the
battery. If the battery cannot absorb or provide the
proposed charge and discharge power for the duration of
one time step, it sets the respective limits. The model
applies the round-turn efficiency factor to the charge
power, set to 86%. Thus, the energy stored in the battery is
fully retrievable without further losses. The nominal
capacity of the battery storage is subject to the control
strategy and results and will be discussed in Section 5. The
largest gradient of the GTI within 1 min resolution which
appears in the measurement data for the whole year 2020
was 65%. Based on this, the maximum required power of
13.5 MW is set, which is 65% of the 20.8 MW rated power of
the PVPP. Following the worst fluctuation model for
battery capacity estimation of Marcos et al. [53], described
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Table 4. Parameters PV model.

Origin Parameter name Parameter value
PVPP site Time zone UTC+0
Max power plant 20776000 [W]
PV module Module power 265 [W]
Modules per string 40
String per inverter 2
Inverter systems 980
Simulated battery ~ Max battery power 13527877 [W]
Battery capacity 2591806 [Wh]
Battery round-trip efficiency 0.86
Correction factors Dc wiring correction 0.985
Mismatch correction 0.99
Module derate correction 0.9948
Soiling factor 0.98
Inverter Nominal inverter efficiency 0.987
AC wiring correction 0.98
Simulation settings  Time step 1 [min]
SOC at start 50 [%]
Percentile strategy MIX
Lead times 10 [min]

Max dump power

0.08 [% of max PVPP power]|

by equations (5) and (6), the minimum battery capacity
for the benchmark case with battery smoothing is
2.6 MWh.

1.8-P 90
Cpar = 2-EpaTMAX = MAX {

3600 t} O

2-rMAX

7 =a-l+ bwitha = 0.042 (m/s)andb = —0.5s.  (6)

Here, Cpar is the battery capacity, Eparmax is the
maximum energy the battery has to provide, Pyiax is the
rated power of the PVPP, and ryax is the maximum
allowable ramp rate [%/s|. Further, t is a time constant
empirically correlated to [ [s], the shortest length of the
PVPP site.

2.4.5 Output power control

The modelling unit Output Power Control contains the
ramp rate control strategy as described in Section 3. It is
connected to the Inverters and Energy Storage and
manages the system power. The control strategy provides
setpoints of operation for the PVPP. The realization of the
setpoints (i.e. settling time) is assumed to be instanta-
neous, but in reality, is achieved within seconds [54].
Therefore, the inverter is assumed to deviate from the
maximum power point tracking (MPPT) algorithm and to
operate at lower power. This effect is neglected here, since
the time resolution of interest is 1 min, which is an order of
magnitude greater than the settling time of typical
inverters. Table 4 includes all parameters which remain
constant during the simulation. Since the grid code of
Germany is based on instructions, the grid code chosen for
this study is a maximum of 10% of rated power per minute.

3 Control strategies

This section contains the control strategy of an example
grid code that limits the maximum allowed fluctuation in
power generation to 10% rated power per minute [55].
Every time step that does not meet this requirement
counts as ramp. The respective depth of a ramp is
quantified as a percentage of the rated power. To comply
with the grid code, a hybrid control strategy based on the
projected output power of the PVPP (nowcast strategy)
and SOC of the battery (battery strategy) is implemented.
The battery strategy is based on [5,56]. The nowcast
strategy provides information about the occurrence and
depth of future fluctuations and the resulting upper limit
for system power.

3.1 Strategy for ramp detection

The section describes the selection of the percentile used for
ramp detection and the ramp detection itself. In the
strategy (called: MIX), the resulting classes of each lead
time determine the percentile for the respective time step.
This results in a collection of classes per time step equal to
the number of lead times. From that collection, the
percentile, under which the simulation is operating at this
time step, is chosen according to Table 5. Here, the
occurrence of different classes in the collection, in
combination with the irradiance variability classes define
the resulting percentile (Tab. 6).

Figure 5 shows the output power of time step 11:50 of
March 16th, 2020. The percentile 50 curve (black) behaves
similarly to the deterministic output power for the 20 min
ahead (11:51 until 12:10). The grey-scaled areas are the
respective prediction intervals (20%, 40%, 60%, 80%) for
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Table 5. Selection of percentile based on the variability
class and the number of different classes per time step
(occurrence).

Percentile Classes Occurrence

P50 1,2,8 One class

P40 1,2,8 Two classes

P30 3,5,7 One class

P20 3,5,7 Two classes

P10 4,6 One / two classes
P10 1to8 Three or more classes

Table 6. Overview of ramps passed on to the control
strategy for time step 11:50.

Time Power [MWHh]
occurrence Current lead time [min] Ramp depth Ramp height

11:51 1 3.60 5.68
11:55 5 3.65 14.04
11:58 8 3.62 20.24

the same time window. Percentile P10 was selected for
(Fig. 5) according to Table 5. The red dashed lines show the
deepest ramps for each time step in the nowcast horizon,
that is up to lead time 10 (12:00). The lines start at the
respective maximum output power possible under the
ramp rate limit (referred to as ramp height) and evolve in
10% rated power steps down to the predicted ramp depth.
Thus, the ramps end at the predicted power value of
percentile P10 at the time of occurrence (e.g in Fig. 5: 11:51
(lead time 1), 11:55 (lead time 5), and 11:58 (lead time 8)).
The predicted output power is scanned for ramps in each
iteration of the simulation (time step). For each detected
ramp, occurrence time and depth are compared to
previously detected ramps. The deepest ramps per
occurrence time are stored until the time step passed.

3.2 Nowcast strategy

The goal of the nowcast strategy is to limit the output
power with regard to detected ramps. Figure 4 shows
the schematics of the nowcast strategy, whereas Figure 5
shows an example of the strategy.

The first step of the nowcast strategy is the selection of
detected ramps. The parameters of this selection process
are the number of ramps per occurrence time and the
number of neighboring occurrence times which observed a
ramp. The default selection parameter is that a ramp must
at least be observed two times. Either two times in the same
occurrence time or distributed over two neighboring
occurrence times. As the second step, the minimum ramp
height and nominal power are passed on as output power.
Next, two limits are applied: the first limits the gradient
between the output power of the previous time step to the

constraint. The second checks if the power plant can
provide the proposed output power. If not, the output
power is set to the available power (validation power).
Finally, the output power is determined. When the output
power is larger than the validation power (fourth step in
Fig. 4), the gradient can exceed the limits. This will result
in a breach of the ramp rate constraint, if no battery is
installed. An ideal nowcast would provide the exact ramp
depth and ramp height and thus no breaches would be
observed.

As an example, Figure 5 shows the validation and the
output power from time step 11:50 to 12:00 as well as the
ramp-up limitations for the output power. At time step
11:50, the output power is limited to the ramp height
(Tab. 6). At 11:51, the end of the ramp is reached. At 11:52
the output power is limited by the ramp rate constraint,
but for the up ramp. At 11:53, the output power is limited
by the validation power. Time steps 11:54 to 11:56 follow
the same reasoning as 11:50 to 11:52. In 11:57, ramp height
constraint beats the up ramp constraint and the output
power is limited by the ramp height. Time steps 11:58 and
11:59 follow the same reasoning as 11:51 and 11:52. Finally,
time step 12:00 is, again, limited by the ramp constraint.
The case, which is not displayed in Figure 5 is when
validation power is lower than the output power. In these
cases, the ramp rate constraint can be breached when no
backup power is available. For this reason, the battery
strategy in the following section is set up. It can provide the
necessary power to avoid breaching the constraint.

3.3 Battery strategy

The battery strategy has the purpose to smooth the output
power of the PVPP to comply with the ramp rate
constraint in case of a prediction error. Ideally, this
additional power would be obsolete but since the
uncertainty of the nowcast is non-zero and ramps can be
missed, the battery provides the necessary security to
comply with the ramp rate constraint.

The battery strategy is driven by the state of charge
(SOC) and reacts to the output power. Figure 6 shows the
schematics of the battery strategy. To avoid unnecessary
(dis-)charge two constraints are checked at the start,
namely whether the current time step projects ramps in
lead time 1 or 0 and whether the output power was limited
by the validation power. If not, the next two steps are
skipped. If yes, the SOC is compared to the aimed level. If
this level is not reached, the dump power is estimated and
added or subtracted from the output power which leads to
the proposed system power. The fourth step determines the
gradient between the previous and the current system
power. If the gradient exceeds the limits, the system power
is set to be within the gradient limits. The corresponding
charge and discharge power are then set concerning the
available power (validation power). If the (dis-)charge
power is not within the limits, it is corrected to the
maximum (dis-)charge values the battery can provide.
This could lead to a breach of the ramp rate constraint.
Finally, the system power is determined. The proposed
strategy MIX is compared to the strategy wvalidation
(VAL) and ideal validation (IDV). Strategy VAL has no



J. Schaible et al.: EPJ Photovoltaics 15, 15 (2024) 9

r . N number of ramps per
selection of ramps from occurrence time
passed on set of ramps ramps in neighboring
L J time steps
Y
s N
set output power to minimum
of ramp height and rated power
(. J
Y
e N e N
Is gradient to previous out- NO set output power
put power within limits? "| within gradient limits
AN J/ . J/
YES
Y
'd \ 'd N\
Is validation power larger NQ limit output power
then output power? o to validation power
. J (. J

YES
Y
[ output power ]

Fig. 4. Nowcast strategy to limit the output power to the ramp height, the gradient constraint, and the validation power.

Analysis of PVPP output power [16.03.2020]

T
20 \\\ = Percentile 50 1
S Prediction interval 80%
\\ [ Prediction interval 60%
18 N [ Prediction interval 40% |
RN B Prediction interval 20%
N — Validation
~
M ——— Output power
16 1 N —— Predicted downward ramps |
E N —= Upramp
= 144
n I\
()
5 12
81
—
C
o
a 10 ~
> N
o \\
8 AN S
—— X / \\ ,,‘
7 ~ \yf
.
P \\ ,’ \\‘
6 \ /, h ) ‘
4 NV V N

11:50 11:51 11:52 11:53 11:54 11:55 11:56 11:57 11:58 11:59 12:00
Time of day 16.03.2020 in format HH:MM

Fig. 5. Simulated and measured PVPP output power of 16.03.2020 at 11:50. Time steps 11:50 until 12:10 represent the predicted
future values via the probabilistic nowcast (black and grey curves). The blue validation curve is obtained via measurements and is not
part of the prediction.



10

J. Schaible et al.: EPJ Photovoltaics 15, 15 (2024)

Are ramps of lead time 1 or 0
predicted or the output power
limited to validation power?

NO

Y

Is the SOC equal to aimed level?

NO

Y

estimation of dump power
and resulting system power

Y

Is gradient to previous sys-
tem power within limits?

YES
Y

set (dis-)charge power
Are they within limits?

YES
<
YES
J/
N\
J
~\ 'd 2\
NO set system power
"| within gradient limits
J o J
/ \
NO set (dis-)charge
o power within limits

J A J

YES

Y

system power

.

/

Fig. 6. Battery strategy to smooth the output power gradient and keep SOC at the desired level. The final power output of the hybrid

system is the system power.

nowcasting and smoothes ramps via the BESS. Strategy
IDV uses ideal nowcasts with no uncertainty. Thus, a
battery storage for this strategy is not necessary.

4 Economic systems simulation

To estimate the economic consequences of the imposed grid
code and the uncertainties of the nowcasts, an ecomonical
analysis is performed, which is based on [57]. Here, the
levelized cost of energy (LCOE) is the chosen figure of merit
to allow comparisons between the strategies performance.

4.1 Costs of PV, battery and nowcast systems

The lifetime and costs of the PV system need to be defined
for later use in the economic analysis (Sect. 5.2). The
lifetime is set to 30 years according to [58] and [59].
The investment costs vary significantly depending on the
country. While module prices are relatively similar, costs
for the remaining hardware, installation and other soft
costs like design and financing can be very different [60].
Considering this, the 2021 investment costs for Germany

were taken as a baseline for a 2023 estimation using the
forecasted cost evolution of the National Renewable
Energy Laboratory (NREL) [61]. NREL expects the
utility-scale PV cost to fall by roughly 7.9% from 2021
to 2023. Taking a currency conversion factor of 0.9 into
account [62], equation (7) gives the final PV investment
costs used for this analysis (values extracted from [60,61]).

USD EUR
CAPEXpy = 694K—Wp~(1 = 0.079)0.9 e
EUR
= 575.26 — .
57526 1 (7)

The operating costs for Germany are obtained by applying
the United States NREL costs forecast. Equation (8) yields the
final operating costs (values extracted from [40,42]).

EUR
KWp.q
EUR
KWp-a’

OPEXpy = 13.3 (1= 0.0585)

=12.52
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Table 7. Battery CAPEX for different storage durations and powers in 2023. Green colored values taken from [66,67,68]
in USD/KW and converted to EUR/KW. Blue colored values are extrapolated linear and magenta colored values are

interpolated logarithmic.

Storage power [KW] 0.5 1
600 (commercial)
13537.88

60000 (utility scale)

Storage duration [h]
2 4 6 8

The required charge rate (CR) of the battery, defined in
equation (9), is higher than the highest commercially
available. The closest CR is 2, which means the battery can
provide the power for a duration of 0.5 h.

_ Ppvax

CR =
CBaTMAX

= 5.219. (9)

Equation (10) shows the calculation of the required
battery capacity of a 0.5-h storage system.

Ceat05n = PeaTMax-0.5h = 6763.94kWh. (10)

Since lifetime assessment of batteries is a highly complex
topic [63] and accurate calculations, taking the specific
utilisation into account, exceed the scope of this study, a
simplified lifetime model is chosen. For this, a lifetime of
15 years is assumed in which no ageing takes place [59,64].
After these 15 years the battery system has to be replaced,
costing another 30% of the initial investment [59]. The
investment costs for both storages are extrapolated from
[66,67] and [67], using the moderate scenario for 2023. The
green values in Table 7 are extracted from the aforemen-
tioned sources and converted to Euro using a factor of 0.9.
Using the fact that the prices appear toscale linearly with the
storage duration, the missing values for shorter durations
(higher C-rates) of the commercial and utility scale storage
systems are extrapolated, and marked purple. Finally, since
thesize of the designed storage is between the two references,
the prices are interpolated (magenta values). This time a
logarithmic progression is assumed. Equations (11) and (12)
show theinterpolation of the CAPEX for the 1-h storage. The
indexes com and wutirefer to the commercial and utility scale
reference storages respectively. Operating costs are assumed
to be 2% of the CAPEX per year [59,68]

X —1lo PpaT Max Io CAPEXti1n /lo P
& Pcom & CA];)}——C)(com,lh & Pcom

= —0.2184.

(11)

E
CAPEXu 11 = 10°-CAPEX cop1n = 562.2E

e (12)

For the nowcasting system solely the costs and lifetime
are necessary for the economic analysis. The lifetime is set
to 15 years which corresponds to the expected lifetime of
the all sky imagers. Investment costs are estimated,
considering the cameras, electrical equipment, a computer,
installation and software costs. They amount to CAPEXyc
= 25000 EUR. It is assumed that the PV plant is already
equipped with meteo stations and scaffolding to install the
all sky imagers. Applying the same assumption as for
the storage system, reinvestment costs after the end of the
expected lifetime are set to 30% of the original costs [59].
During operation the cameras need frequent cleaning. To
estimate the associated expenses, a technician™Ss labour
costs for 10 min per day are used [69].

1 E E
- _ﬁ.gesg.zsg.sﬂ = 2402.92%.

OPEXxc 6d o

(13)

4.2 Levelized cost of energy

The LCOE for any given configuration is determined
according to equation (14) [70].

& Csys,t & Esys,t
LCOE = (IO+;(1+i)t>/<;(l+i)t>' (14)

As the name suggests, it is a measure for the costs
involved in electricity production and depends on the
technology used. It is calculated by dividing the overall
lifetime costs by the total energy supplied and thus is
usually presented in [ct / KWh]. The investment costs I,
contain the upfront costs of all parts of the system.
Depending on the configuration these are PV, storage and/
or nowcasting costs. They are calculated by multiplying
the CAPEX of the respective system with its size. The
second part of the numerator contains all costs that occur
during operation. These are just the yearly operating costs
of the systems for most of the years. However, since the
storage and nowcasting systems have shorter lifetimes than
the PV system, they need replacement at their end of life
and these expenditures need to be considered in the year
they arise in. Taking future cost reductions and reusability
of parts of the installations into account, the reinvestment
costs are assumed to be 30% of the original costs [40]. The
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Fig. 7. Relative frequency of the weights for every of the 18 example days for the upscaling to a full year.

resulting system costs Cyyq of each year ¢ are discounted
with the discount rate i (for Germany 2.2% [52]) and added
up until the end of the PV system™™'s lifetime Lpy. Similar
to the lifetime costs, the lifetime energy in the denominator
is also calculated by discounting and adding up the yearly
supplied energy Ey; for the entire lifetime. Due to the one-
year simulation time frame, Fy, does not change and is
assumed constant for all years. To scale the 18 example
days of year 2020 up to a year, a matching between the
classes of each example day and the classes of the days of
the year 2020 is performed (Fig. 2). For every day of year
2020, the example day which is most similar (i.e. with the
minimum RMSE) is selected. Figure 7 shows the weights
for every of the 18 example days for the scaling to a full
year. Rather than including artificial penalties for missed
ramps, the requirement in this study is to comply with the
ramp rate regulations at all time.

5 Results

This section presents the key findings of the study,
beginning with a thorough evaluation of the PVPP model’s
performance based on various error metrics. It then
assesses the efficacy of different control strategies in
managing energy yield, ramp rates, and battery usage and
the results of the economic analysis.

5.1 PVPP model validation

The performance evaluation of the PV model is examined
with the following error metrics and shown in Table A.1.
Similar to [8], the normalized root mean square error
(nRMSE, (15)), the normalized mean average error
(nMAE, (16)) and the normalized bias (nBIAS, (17))
quantify the performance of the PV model. The relative
values are normalized to the maximum value of the
respective day. In the formulas, n is the number of time

steps dataset, y; the validation values, and y; the P50 lead
time O predictions.

. 1 I~ -
nBias = mg;( i yz) (15)
RMSE ! ! z": @ —u,)’ (16)
n = — i —Y;) .

max (y) n £ Yi Yi
MAE = 1 z": % — vl (17)

1 = — - — Y.

max (y) n — Yi; Y;

Figure 8 shows the performance of the PVPP model
over the 18 days. The error estimation is made with
percentile P50 and lead time 0. The nowcasting system was
studied by Blum [17] and the estimated RMSE for the
deterministic global horizontal irradiation with lead time 0
is 50W/m? In Figure 8, it can be seen that the
distributions show a high spread. The values for the
nRMSE of each day range from 2.7% to 21.7%. The selected
days include a variety of irradiance conditions such as
clear-sky days as well as days of highly variable conditions.
The performance for these highly variable conditions
decreases, whereas the performance increases for days with
clear-sky conditions. This is expected since clouds are
scarce in clear-sky conditions and abundant in highly
variable conditions and determine the uncertainty in
nowcasting. The model is positively biased by 0.5%. The
limitations of the physical model approach are its
complexity, its dependence on various environmental
factors, and its dependence on updates to the model in
case of changes of the power plant. The physical model is
complex and depends on many chained model assumptions
leading to limitations of the overall model’s accuracy.
The model’s dependence on environmental factors, e.g.
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Fig. 8. Distributions of the error metrics nRMSE, nMAE and nBIAS for the 18 days. The error estimation is made with percentile P50
and lead time 0. Metrics are normalized to the maximum of each day.

temperature, windspeed, irradiance, requires extensive
data collection of these quantities for improved model
performance. Simplifications on the other hand increase the
model’s ignorance towards changes in these parameters. In
case the circumstances of the power plant change, the
model needs to be updated to maintain its accuracy. E.g.
changes in local shading, soiling of the panels, damaged and
replaced components and inhomogeneities within the
power plant impact the model’s accuracy.

5.2 Control strategy evaluation

Figure 9 shows the performance overview of the control
strategy as the cumulative of the 18 days. The first plot
shows the respective energy yield of the system. The energy
loss of strategy MIX in comparison to strategy VAL is
12.5%. The IDV strategy results in a loss of 1.3% compared
to strategy VAL. This is the upper limit for battery-less
ramp rate control with ideal nowcasts for these 18 days.
The amount of curtailment is dependent on the number of
false positive ramp events, e.g. seen in Figure 10 in the
morning. Here, two ramps were projected but no ramp
occurred in the validation. The opposite case is omitted
ramps. The second plot in Figure 9 shows the number of
missed ramps. The missed ramps were not correctly
predicted from the nowcasts and the battery strategy had
to compensate. Of 769 ramps in the dataset, 81.3% or 625
ramps could be prevented by applying the MIX strategy.
The IDV strategy shows no ramps, which was expected due
to the ideal nowcasts. Hereby, a missed ramp is every
timestep, in which the output power gradient, the gradient
before battery operation, exceeds the limit. For this case,

every small exceedance leads to a count in the missed ramps
metric. For the 01.09.2020, small ramp rate violations can
be observed. The following plots show the impact of the
missed ramps. The maximum ramp depth of these missed
ramps is shown in the third plot. Since it is the decisive
factor for the required battery power in this study, the
reduction of 47.4% is significant. The value for strategy
IDV is zero. In this context, a study analysing the penalties
is of interest to evaluate further reduction in battery power
or battery-less operation, which is not in the scope of this
study. The required cumulative discharge energy was
reduced by 81.5%, as shown in plot four. Plot five shows the
distribution of battery discharge events. The largest
discharge was reduced by 48.3%. Discharge events appear
less frequent and require less power in strategy MIX then in
VAL. Further, the strategy is able to reduce the span
between the highest and the lowest state of charge in the
dataset from 40.8% for strategy VAL to 11.8% for MIX.
This is a reduction of 71.1%. For strategy IDV, the
discharge energy is zero, thus no battery is required for
compliant operation. The BESS purpose in this study is to
step in when the control strategy based on nowcasts fails to
comply with the ramp rate regulation. Penalties are not
covered in this analysis and provide a different operational
case. Here, the compliance with the ramp rate constraint
was required. Other services the battery energy storage
systems can provide, such as peak shifting, frequency
control, and more, are not considered as well as operation
during the night.

Figure 10 shows an example day in detail. The output
power and its gradient are shown for the 01.09.2020. In
each plot, the respective measure is shown for the
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Fig. 9. Performance overview control strategy with strategy MIX in orange, and as reference IDV in light blue and VAL in blue for the
18-day dataset. The first plot shows the respective energy yield. The second and third plots describe the number of ramps and the
maximum ramp depth of the missed ramps. Plot four displays the required discharge power of the battery.
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Fig. 10. Output power and its power gradient of the strategies VAL and MIX without battery power for 01.09.2020. The two red
dashed lines represent the ramp rate constraint of 10%/min. The text box in the lower left section shows the respective number of
remaining ramps, the average, and maximum ramp depth.

validation VAL and control strategy MIX. This day is Overall, 33 ramps with an average depth of 17.5% and
characterized by mostly clear-sky irradiance conditions variability classes of mostly 1 to 4 (almost clear sky to
except for higher variability at midday. Major events are mostly cloudy) were observed. With strategy MIX, the
the false positive ramps at around 09:00, 11:20, 11:45 and maximum ramp depth is reduced from 32.8% to 19.7%.
15:10 and large missed ramps at around 11:30 and 12:15. Eight ramps with an overall average ramp depth of 13.9%
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Economic Evaluation
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Fig. 11. Economic evaluation results. Left: the energy yield per day of the 18-day dataset for strategy MIX is shown. Right: the
LCOEs of the three strategies VAL, IDV and MIX for the upscaled dataset are shown. The lower value for strategy MIX shows the
advantage of the proposed Nowcasting system with BESS as backup in this study’s economic scenario.

are missed. At 09:00, the strategy leads to a severe
ramp-down event although no ramp was observed in the
validation data. During high variability conditions of
midday, most ramps are detected but the right timing and
depth is not always right which leads to the observed
gradient exceedances.

The impact of the nowcast uncertainties is quantified
by the comparison of the strategy IDV with the strategy
MIX. As aresult, 81.3% ramps get detected. The remaining
ramps required significantly less battery power and
capacity to be compensated via a simulated BESS.
Further, curtailment due to false positive ramp events is
a significant factor for the energy yield of the PVPP,
resulting in 12.5% curtailed energy for the 18 day dataset. If
compliance with the grid code is required, a BESS is
necessary. If compliance is not required but penalties are
introduced, the economics depend on their extend, which is
not part of this study.

Figure 11 shows the energy yield per day on the left and
the LCOEs of the three strategies VAL, IDV and MIX on
the right. The LCOEs are scaled up to one year with the
weights from Figure 7. The days vary largely in their
energy yield. Days with high shares of class one and two
result in higher energy yield. Day 10 with a low energy yield
of 48 MWh dominates the upscaling due to its relative
weight of 32.4%. The energy loss of strategy MIX in
comparison to strategy VAL is reduced to 8.7%. The LCOE
for strategy IDV is significantly lower (i.e. 34.8%) than for
strategy VAL. With strategy IDV, the maximum potential
of a control strategy based on nowcasts is estimated. With
the conservative assumptions of strategy MIX and existing
battery charge rates of 2, a slight reduction in LCOE is
achieved, resulting in a large potential for further
reduction. The large decrease for IDV can be attributed
to the absence of a BESS and to a smaller extend the
reduction of curtailment. Strategy MIX is in between with

4.48 EUR ct. This shows the current potential of ramp rate
control based on nowcasts in this study’s environment. The
introduction of penalties would provide an interesting
research question for future economic evaluation.

The limitations of the control strategy approach are its
dependence on accurate nowcasts, its inability to comply
with the ramp rate constraint without a BESS as backup
and the share of curtailed energy. The tuning of the control
strategy parameters is essential to reduce the number of
missed ramps and curtailed energy. Other approaches and
parameters within this strategy are recommended to
investigate. Hereby, the confidence in each ramp event
and the response of the control strategy should be further
investigated. It must be taken into account that the used
dataset is composed of 18 days, which were chosen because
of their particular variability. Yearly figures are expected
to be lower due to the strong variability of the selected test
days. A further reduction of these figures in a fully realistic
case is expected as we assume that the PV system has to be
operated without any ramp rate violations, although in
reality such exceedances occur together with related
economic penalties. To reduce the effect of the selection
of test days we scaled up the results of the 18 days to a full
year based on irradiance variability classes and evaluated
the different PV, battery and nowcasting setups in terms of
the Levelized Cost of Electricity (LCOE).

6 Conclusion

In summary, we showed that power smoothing based on
nowcasting provides an alternative to battery energy
storage systems (BESS) based power smoothing. We
demonstrated that nowcasts reduce ramp rate violations,
i.e. power gradients larger then allowed by grid codes, by
81.3% and decreases maximum depth by 47.4%. The
required battery capacity and maximum power has shown
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to be reduced by 71.1% and 48.3%, respectively, at the cost
of an estimated 12.5% curtailment loss, i.e. loss through
reduction of power, compared to a benchmark without
nowcasting. The value for curtailment is reduced to 8.7% in
the upscaling to a year, following its dependence on the
dataset and PVPP’s location. We found that, if compliance
with the grid code is maintained, the BESS in combination
with nowcasting can be of reduced capacity and power. The
economic advantage over the BESS only system, was
quantified to 4.48 over 4.74 EUR cents for the LCOE.
Hereby, the upscaling for one year was used. The upper
limit for nowcasting based output power smoothing is
described through strategy ideal validation (IDV), using
ideal nowcasts. It was found it has the lowest LCOE in this
study of 3.09 EUR cents, showing the potential of improved
forecast and control strategy.

The results of our research directly impact the
optimization of renewable energy systems. While the
current capabilities of nowcasting systems do not
completely eliminate the need for battery storage, they
do offer the potential for meaningful reductions in both
battery capacity and power. Further improvements of
nowcasts show a large potential in the reduction of LCOE
in this study. This points to a more resource-efficient
approach for photovoltaic power plants while alignment
with grid codes is required. The nowcasts uncertainties
impact the ramp rate control directly through uncer-
tainties in predicted ramp occurrence and depth. This
leads to false positive ramps which result in curtailed
energy. On the other hand, ramps are still missed. This
requires improvements in the nowcasts accuracy and a
method to reduce their impact on the control strategy.
Hereby, a confidence measure in the predicted ramps
could be implemented to reduce the curtailed energy.
Future research could study the parameters involved in
the control strategy for improving the systems perfor-
mance on missed ramps and curtailed energy. Specifically
mentioned here are the forecast horizon, the selection of
percentiles and the confidence in previously detected
ramps. Further, the exploration of penalty schemes could
advance this study’s economic simulations.
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Appendix A: Performance error metrics

Table A.1. Error metrics root mean square error, mean absolute error, and bias for all days of the 18-day dataset and
cumulative. All three metrics include the absolute (abs.) values [KWh] and relative to max of the respective day [%].
Further, the values for percentile P50 are given. All days are included individually.

RMSE MAE BIAS
Day Strategy Abs Max Abs Max Abs Max
All days P50 2262 12.0 1291 6.9 95 0.5
Median P50 1984 10.7 1253 6.9 122 0.7
Mean P50 2067 11.3 1305 7.1 108 0.6
Min P50 508 2.7 322 1.7 —858 —4.7
Max P50 4057 21.7 2673 14.3 1057 5.7
2020-03-09 P50 4057 21.7 2673 14.3 1057 5.7
2020-03-16 P50 1948 10.4 1180 6.3 —35 —0.2
2020-03-22 P50 970 5.2 442 2.3 52 0.3
2020-04-11 P50 515 2.9 379 2.1 -93 -0.5
2020-04-12 P50 2614 14.4 1684 9.3 —858 —4.7
2020-04-24 P50 508 2.7 322 1.7 38 0.2
2020-06-07 P50 2666 14.2 1629 8.7 246 1.3
2020-06-17 P50 1872 10.4 1208 6.7 —220 -1.2
2020-06-27 P50 2884 15.8 1687 9.2 —610 -3.3
2020-07-10 P50 2090 11.3 1298 7.0 456 2.5
2020-07-20 P50 2603 13.9 1806 9.7 487 2.6
2020-07-21 P50 3196 17.1 2025 10.8 472 2.5
2020-08-01 P50 1408 8.1 864 5.0 243 1.4
2020-08-23 P50 2021 11.0 1325 7.2 192 1.0
2020-09-01 P50 1039 5.5 559 3.0 —263 —1.4
2020-09-04 P50 3693 20.2 2617 14.3 528 2.9
2020-09-25 P50 1708 9.1 1054 5.6 35 0.2
2020-10-05 P50 1409 9.1 748 4.9 212 1.4
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