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The number of space objects, i.e., active satellites as well as space debris, is growing at an exponential rate. The man-
agement of congested space requires networks of sensors to detect and precisely measure the positions of objects
in space. We describe a method that improves the positional accuracy of passive optical detection of space objects.
The method is based on a laboratory sensor calibration, which is suitable for all types of cameras (CCD and CMOS
cameras) and can easily be implemented for existing staring or tracking stations or even used with space-based
passive optical sensors. The successful implementation of the method is demonstrated in a test campaign by meas-
uring tracklets of several Earth-orbiting satellites with a ground-based staring system known as APPARILLO. In
addition to its use in space object detection, we encourage that the presented method might also inspire other fields
of research and technology, where images need to be acquired with precise timing.
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1. INTRODUCTION

Modern space traffic management (STM) requires networks of
sensors that constantly detect and determine the positions and
orbits of objects in space [1,2]. While space object detection has
traditionally been a domain of the military, the commerciali-
zation of space has also driven the development of a growing
STM market. STM companies build catalogues of space objects
and offer services such as providing positional data of satellites,
risk analysis of collisions with space debris, and even real-time
collision warnings between space objects to customers such as
satellite operators, space agencies, and insurance companies [3].

In the latest Space Strategy of the German government, space,
particularly low-Earth orbit (LEO), was declared as critical
infrastructure requiring preservation. Among its 13 key pro-
jects, the strategy outlines the development and expansion of
national space situational awareness capabilities as one priority.
Another key initiative involves the establishment of a STM sys-
tem in collaboration with the European Union, with a specific
emphasis on enhancing independence in terms of staring and
tracking capabilities [4].

The detection of space objects is mostly performed either
via active radio detection and ranging (RADAR) stations or via
the passive optical detection of sunlight reflected from space
objects. Examples of modern STM RADAR stations include
the US AN/FSY Space Fence RADAR [5] or the network of

phased-array RADARs of the company Leolabs Inc. [6], and
they have the major advantage of being able to operate under all
weather conditions.

Since passive optical sensors use the sun as a naturally occur-
ring source of electromagnetic waves, they—compared to
RADAR systems—offer the advantage of consuming less
energy, being typically a lot cheaper, and detecting objects at
great distances (geostationary orbits and beyond) not covered by
RADAR. Although companies have started building networks
of space based optical sensors [7], most passive optical sensors
for STM are placed on Earth. Examples of networks of passive
optical sensors include the SmartNETTM sensor network
[8] and a commercial network run by Slingshot Aerospace.
Additional driving forces for building optical sensors are the
opportunity of combining passive optical and laser ranging
measurements for high-precision orbit determinations [9,10],
as well as the opportunity of measuring optical light curves
(time-dependent intensity variations detected by the optical
sensor), which can be analyzed to obtain additional information
on space objects such as the rotational motion or the material
composition [11–13].

A challenge of obtaining a high positional accuracy with
passive optical sensors is that although scientific cameras take
or provide a trigger signal indicating the start/stop of the image
exposure (typically converted to a timestamp via a GPS timer),
the exposures of different pixels for most cameras do not start
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and stop at the exact same time. Cameras without this timing
issue use a detection mode known as “true global shutter” but
are not yet as readily available as large-scale astronomy grade
cameras and have other disadvantages such as increased price,
power consumption, and noise level [14]. We would like to note
that there are many cameras featuring a detection mode known
as “rolling shutter with global reset” [14], which would also
require a timing calibration, but are often marketed as a camera
with a “global shutter.”

A first approach to introduce a pixel dependent timing cor-
rection in space object detection has very recently been proposed
by the company Sybilla Technologies [15]. In that work, the
authors used an optical sensor with a “rolling shutter” and man-
aged to retrieve information on the line period that was then
used as a pixel-dependent timing correction, as an addition to
a fixed timing offset that was determined via the detection of
satellites with well-known ephemerides.

The presented work advances beyond previous efforts by
introducing a novel method that directly measures an absolute,
pixel-dependent time bias. This bias accounts for the delay
between a trigger signal and the start/end of image acquisition
in a straightforward laboratory setup. This method is versatile,
applicable to all types of cameras (CCD and CMOS) and elec-
tronic (e.g., rolling shutters) or mechanical shutters (e.g., blade
shutters). It is also not limited to sensors operating in the visible
but could also be used with short-wave infrared (SWIR) sensors
that have been proposed for daylight tracking of space debris
[16] and remove the need for a calibration campaign on satellites
with well-known orbits to measure the time bias.

We demonstrate the success of the method by its implemen-
tation into a fully autonomous passive optical staring system
known as APPARILLO [17]. Via a validation campaign in
which we detect tracklets of several satellites in low-Earth orbits
(LEO), we find that the along track error (in direction of flight)
is reduced by a factor of 5.8 compared to measurements without
this pixel-dependent timing correction.

2. CONCEPT

Figure 1 shows an example of a satellite streak from a satellite in
LEO as detected with a passive optical staring sensor (pointing
to a fixed direction in the sky) with an exposure time of 1 s. The
celestial angular coordinates of the starting and ending points
of the streak can be determined with an astrometric calibration
(localization among fixed stars in the vicinity of the satellite) and
combined with the associated timestamps t0 and t1.

For tracking a telescope object, the tracked space object will
form a point in the image, and the stars instead form streaks
that need to be further analyzed. In both cases, the outcome
of passive optical detections of space objects primarily consist
of two angular coordinates, ϕRa and ϕDec, accompanied by a
corresponding timestamp, t . This information (together with
system data gathered in a header) is then typically used to gen-
erate a tracking data message (TMD) [18], which can be used
as an input for the calculation of orbital data of the space object.
Thus, the positional accuracy of detected space objects primarily
determined by these three values,

P = {t, ϕRa, ϕDec} , (1)

Fig. 1. Annotated example image of a satellite streak produced by
sunlit LEO satellite USA 25 (NORAD ID 18025), captured using
a passive optical staring system directed towards a fixed position in
the sky.

has a direct influence of the achievable orbit accuracy and thus
also on other import derived data, such as the collision risk with
other space objects, which is important for making decisions,
such as initializing collision avoidance maneuvers. For a more
in-depth analysis and potential improvement of accuracy, the
associated error can be categorized into two distinct groups. The
first category is position-related and is directly linked to the two
angular coordinates ϕRa and ϕDec. Various factors contribute to
this category, including the precision of astrometric calibration,
which, in turn, is influenced by the accuracy of the star catalog,
the detection algorithm of the stars, and the interpolation of the
object’s location to the nearest stars.

The accuracy of the detection algorithm for the object itself
also significantly influences this category. In instances where the
object is recorded as a streak, determining the correct starting
and ending points of the streak, involving the determination of
the line width to identify the endpoints, is crucial. Additionally,
this algorithm must exhibit robustness against noise and stars in
proximity to the streak to ensure accurate automatic detection.

The second crucial factor influencing positional accuracy is
the correct timing of the image. The timestamp t associates ϕRa

andϕDec with the correct position in time. Any error in t directly
translates to an error in the object’s position, considering that
the object moves at a certain speed. To mitigate this error, the
timestamp t needs to be as accurate as possible. Commonly, a
GPS timer connected to the camera is used to achieve precise
time synchronization of the exposure start and stop times with
UTC time.

This paper will concentrate on enhancing the timing accu-
racy beyond the limits set by GPS timers. Additionally it will
refine the astrometric calibration beyond the utilized stand-
ard method to further evaluate the performance of the timing
correction.

For cameras without a “true global shutter,” the exposure
(start and stop) time of individual pixels varies depending on
their position in the image. For example, mechanical blade shut-
ters (opening from the center towards the outside) can exhibit
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timing differences on the order of multiple tens of microseconds
between the center-pixel and pixels located on the outside [19].
Electronic rolling shutters have timing differences between the
first and last pixel of the image, which are on the same order of
magnitude [20].

The proposed method aims to compensate for these individ-
ual timing differences via a laboratory calibration, with the goal
of achieving a timing accuracy comparable to that of global shut-
ter cameras. Both global shutter and non-global shutter cameras
may exhibit a constant timing offset across the entire image, aris-
ing from a delay between the actual exposure start and the trig-
ger signal used for GPS synchronization. The presented method
will also compensate for this constant offset.

Prior to diving into the details of the proposed method, the
subsequent discussion provides a brief overview of how the error
resulting from timing discrepancies can be assessed.

As discussed earlier, the position of an object in the equato-
rial, celestial coordinate system can be expressed by two angular
coordinates, ϕRa and ϕDec, along with a timestamp t . We define
an angular error 1ϕ as the difference between the actual posi-
tion and the measured position of the object at time t , resulting
in a set of angular coordinates1ϕRa and1ϕDec,

1ϕ = ϕmeasured − ϕactual. (2)

A coordinate transformation to a satellite-related coordinate
system is employed to provide more insight into the error val-
ues. This paper refers to the along track, cross track, and radial
system with the following definitions:

The radial axis êr is pointing from the center of the Earth
towards the position r of the satellite,

êr =
r
|r|

. (3)

The cross track axis êc is orthogonal to the radial axis and the
current velocity vector v of the satellite,

êc =
v× êr

|v× êr |
. (4)

The along track axis êa is orthogonal to the radial and cross track
axis,

êa = êr × êc . (5)

For small time periods the satellite moves approximately only in
the direction of the along track axis, meaning that after a small
time period of1t only the along track coordinate has changed.
This approximation can be reversed, an error in time1t would
(mostly) contribute to the along track error1a , which is defined
as the projection of the absolute error vector1r onto the along
track axis êa ,

1a =1r · êa . (6)

The ratio between the along track error1a and the cross track
error1c provides a metric η that describes the dominance of the
along track error and can be used as an indicator for the accuracy
of the timing,

η=
|1a |
|1c |

. (7)

In the absence of timing errors, the ratio scatters around 1 since
positional errors contribute equally to the along and cross track
error. In the presence of timing errors (e.g., due to different,
uncorrected read-out times for different pixels), the mean ratio
will be greater than 1 since the along track error is greater than
the cross track error.

In the following, we’ll outline the proposed method for
improving the positional accuracy in the detection of space
objects. Following the state of the art, staring images are
recorded. The starting and ending coordinates of streaks
(e.g., arising from illuminated space objects in LEO) are deter-
mined with a streak detection algorithm. While there are also
advanced algorithms for the detection of faint space objects
[15,21,22], this work uses a classical streak detection algorithm
[23], which has been shown to perform extremely well under
adverse conditions, such as partial cloud coverage. These are the
two sets of coordinates P i , one at the starting time t1 and the
end time t2 of each detected streak:

P i = {ti , xi , y i } , i = 1, 2, (8)

where xi , y i are the coordinates of the streak in the image. These
coordinates can then be converted to celestial coordinates using
an astrometric analysis.

To determine which of the two points in the streak is the
starting point P1 and which is the end-point P2, two images
with the same detected object at two different times are used.
The center of the streak P ij is calculated by averaging the two
points of one image,

P ij =
1

2

(
P i + P j

)
, (9)

and is associated with an average time ti j .
The difference between the mean positions 1P of two

images is now exactly defined as

1P = Pkl − P ij; 1t = tkl − tij > 0, (10)

and it points into the direction of the movement of the satellite.
This information can be used to determine which two points in
the first image, as well as the second image, are the starting and
ending points. This algorithm is depicted in Fig. 2.

The time correction algorithm alters the time stamp ti of each
point P i by adding an individual delay dt(c , xi , y i ) ∈R to each
point,

P i = {ti + dt(c , xi , y i ), xi , y i } . (11)

This delay time is dependent on the individual pixel coordinates
(xi , y i ), is measured in with a laboratory calibration (as will be
described in the following section), and is stored in an array or a
function that maps this relationship.

In general, the delay time dt is also influenced by the classifi-
cation c of the streak point, distinguishing between a starting or
stopping point. Thus, there are in general two timing arrays, one
for the starting points of each streak and one for the stopping
points.

The impact of shutter time correction primarily depends
on two factors, the angular movement speed ϕ̇ of the target
relative to the observer and the value of the delay array dt at the
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Fig. 2. Cutout of two merged images showing a detected streak. Initially, the correlation between time stamps ti, j ,k,l is unknown. By comparing
the mean position and timestamp tij with tkl obtained from the second image, the flight direction is determined, enabling the identification of the
streak’s starting and ending points.

recorded position. This relationship can be explained through
the following fundamental formula:

1a = ϕ̇ · dt, (12)

where 1a represents the angular error. Notably, this formula
indicates that a correction of1a is not affected by other factors
such as the focal length or the pixel size.

However, a competing factor that can mitigate the necessity
for correction is the angular accuracy dϕ of the system and
the detection process. This accuracy, in turn, is influenced by
factors like the focal length and the pixel size, i.e., the pixel scale,
alongside other contributing factors.

3. EXPERIMENTAL PROCEDURE FOR SENSOR
CALIBRATION

The pixel delay arrays (start and stop array) vary for each cam-
era/shutter combination. Additional factors such as fabrication
inequalities can contribute to different delay times even within
the same camera model. For a first estimation, the shape of the
delay array can be approximated based on the shutter type and
its provided temporal characteristics obtained from its data
sheet.

For instance, a rolling shutter typically results in a linearly
increasing delay time along one image axis, while a mechanical
blade shutter creates an open delay array, with the smallest values
located in the center of the image and progressively increasing
towards the edges in a circular fashion.

For more precise delay information, it is necessary to conduct
tests on both the shutter and the camera, recording their specific
behaviors. The subsequent section outlines an experimental
implementation of the method used to determine the delay
array of a camera.

Figure 3 shows a schematic setup of a setup needed to measure
the delay arrays of a camera.

This experimental setup includes:

• A camera with an output that indicates when the exposure
starts or stops (FLI PL16803).

Δt

Computer

Camera

Delay Generator
Oscilloscope

Light Source

Screen

Fig. 3. Experimental setup for obtaining the delay array of a camera
using a screen illumination method. The fast-switching light source is
controlled by a delay generator, which triggers it after a time delay1t
following the camera’s trigger signal.

• A fast-switching light source capable of being toggled on
and off.

• A delay generator that can be triggered by the camera
and switches the light source (e.g., a signal generator) (Agilent
33220A).

• A computer to control the camera and record the images.
• (Optional) An oscilloscope to verify the timing of the cam-

era and the delay generator (Tektronix TDS 3034).

In the following, we’ll first explain the measurement of the
opening array of the camera/shutter combination. For this mea-
surement, the light-emitting diode (LED) is initially turned on.
The computer sends a command to the camera to request the
recording of an image (at time t0 in Fig. 4). After some time, the
camera will start recording the image, and the shutter will start
to open. Thus, the first pixels of the camera will be illuminated
by the LED at time t1. During the start of the image acquisition,
the camera will also emit a trigger signal (at t2). This is the signal
that is typically detected with a GPS timer and is used as the
“starting time” for passive optical measurements.

In our setup, the trigger output t2 is fed into a delay generator,
which adds a variable time delay1t to generate a time t3,
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Fig. 4. Timing diagram illustrating the camera, LED, and trigger signal. The top plot displays the total illuminated area of the shutter, while the
bottom plot indicates the LED state. The illuminated area increases after the shutter uncovers the first pixels at t1 and stops to increase after the LED is
switched off at t3. The total uncovered area by the shutter is depicted with the solid line, which continues to increase even after the LED is switched off.

Fig. 5. Recorded delay arrays for the opening and closing time of the mechanical shutter used with the FLI PL16803 camera. (a) Opening delay
array. (b) Closing delay array.

t3 = t2 +1t; 1t ∈R, (13)

at which the light source is switched off.
Although the shutter continues to open after t3, pixels uncov-

ered afterwards are not illuminated anymore. The procedure is
illustrated in the top plot of Fig. 4, where pixels registering light
from the LED are displayed brightly.

Once the exposure time is reached, the camera stops the
exposure, and the image is saved on the computer. The resulting
image exhibits two sections, one bright, one dark. The border
between the dark and the bright region indicates the position of
the shutter at the delay time1t after the trigger signal. To obtain
a complete delay array, the measurement is repeated for different
delay times1t to ensure good coverage over the complete open-
ing and closing times. The delay times1t for all sensor pixels are
combined in an array of the same size as the camera sensor. Any
remaining gaps in the array are filled by interpolation. Since1t
is the difference between the actual exposure of a specific pixel
and the time t2 (as acquired with the GPS timer with passive
optical sensors), it can be used as dt in Eq. (11) to correct the
timing of the acquired data.

An analogous measurement procedure can be used to obtain
the closing delay array. In this case, the LED is turned off in the
beginning, and it is switched on at 1t after the exposure stop
nobreaksignal.

Figure 5 shows experimental results for the camera (FLI
PL16803 [24]) and a blade shutter. This camera/shutter
combination was used in the evaluation campaign (see
Section 4).

As anticipated, the delay arrays exhibit an increase/decrease
from the center towards the edges of the image for the opening
and closing of the shutter, respectively. Notably, at delay times
corresponding to partial shutter openings, the shape of the
shutter (which has six blades) becomes visible. Furthermore,
the arrays show a slight asymmetry, which might be attributed
to gravitational forces acting on the shutter. Fortunately, this
effect is rather small, indicating that the delay arrays can be
used independently of the orientation of the sensor during data
acquisition.
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4. EVALUATION

The proposed method was evaluated using experimental data
from an observation campaign spanning from 2023-05-31 to
2023-06-22. The system utilized, known as APPARILLO, has
been described previously [17] and includes a wide-angle staring
camera designed to automatically detect sunlit space objects
during nighttime under good weather conditions. The camera
model, FLI PL16803 [24] is used with a Canon EF 135 mm
f/2 lens, resulting in a total field of view of ∼15.7◦ × 15.7◦

and a pixel scale of about 13.65 arcsec per pixel. Throughout
the entire campaign, a binning of 2× 2 pixels was employed to
reduce the amount of stored data by approximately a factor of 4,
leading to an effective resolution of around 27.3 arcsec.

Initially, the opening and closing delay arrays of the camera
were measured as outlined in Section 3. Throughout the entire
campaign, the camera was directed to an altitude angle of 45◦

with an azimuth of 0◦ at the location of the DLR premises in
Stuttgart (48.7489◦, 9.1026◦, 538.0 m). During this period, 15
out of 23 nights had clear skies, in which the camera captured
27,892 images (approximately 2.3 TB of data) containing
16,016 recorded detections.

For further analysis, the streaks are cross-referenced with
known satellites for which precise data are available. The TLE
catalog obtained from the Space-Track website [25] is utilized
to identify the specific satellite corresponding to each streak.
However, for error analysis, TLE data alone is not precise
enough, necessitating the use of high-precision laser ranging
data (CPF data) obtained from the ftp server of the Technical
University of Munich [26]. Due to limitations in data avail-
ability, this evaluation is restricted to 10 detections (from seven
different satellites) over the entire observation campaign.

The CPF data serves as a prediction format, with prediction
quality influenced by factors such as the number of target obser-
vations and the accuracy of orbit modeling [27]. Most of the
remaining error in this prediction contributes to the along track
direction and therefore to the time error. To mitigate prediction
error in the analysis, CPF data with the closest epoch to the
observation is selected, although some error may persist.

In high-precision applications like laser ranging, this error
is addressed by third-party providers [28] publishing time
biases for individual CPF data. Typically, these values are on the
order of a few milliseconds, but in certain edge cases, they may
increase. For the purposes of the following analysis, however,
this difference will be disregarded.

By correlating the CPF data (which has a negligible error
for this analysis) with the satellite streaks, the accuracy of each
detection point can be assessed by comparing their positions at
the time of observation.

To facilitate comparability between CPF data and detected
data, a common coordinate system is necessary. Due to the
absence of range information in passive optical detections, the
CPF data are converted to the equatorial coordinate system
using the skyfield Python package [29]. For this transformation,
data points in the CPF data are interpolated to the time of detec-
tion using a 10-point Lagrange polynomial, as recommended
in the Consolidated Laser Ranging Prediction Format Version
2.00 [30].

To derive the along and cross track errors, a velocity vector
is needed, as explained in Eq. (5). This vector is obtained by
introducing a small time increment, dt = 1 ms, to the detection
time and calculating the position r(t + dt) at this adjusted time
based on the CPF data. Subsequently, the shifted vector is also
transformed to the equatorial coordinate system.

Given the satellite’s movement along a straight line within
a short time frame, and since the actual distance of the optical
detection is unknown, all three vectors (the detection, the pre-
diction, and the shifted prediction) are projected onto a sphere
with a diameter of the range to the satellite determined from the
CPF data. The conversion to a Cartesian coordinate system then
enables the calculation of the along and cross track axes, as per
Eq. (5). These axes are then directly used to calculate the along
and cross track errors from the disparity between the detection
and the prediction.

Before applying the proposed time correction method, the
data were subjected to a precise astrometric calibration. Initially,
the radial coordinates of the detected streaks were evaluated
using the open-source astrometric calibration software astrom-
etry.net [31]. This astrometric analysis was subsequently refined
using data acquired from the GAIA star catalog [32,33] to get
a better correction for image aberrations induced by the lens.
Details of this refinement are provided in Appendix A.

After applying the corrected astrometry, the initially pro-
posed time correction algorithm is implemented. As an
example, Fig. 6 shows the along track error (each point cor-
responds to the end or starting point of a streak) during the
overpass of the JASON 3 satellite at 2023-06-11 01:00:30 with
and without using the time correction method. Note that there
is a significant reduction in the along track error (from approx-
imately 49 to 12 arcsec on average) when comparing the data
before the time correction (blue triangles) to the data after the
time correction (yellow triangles). This improvement is clearly
seen for the data points corresponding to the starting points of
each streak (when the shutter opens) as well as to the endpoints
of the streaks (where the shutter closes). Note that the cross track
error remains nearly unchanged by the time correction and is
thus not plotted, but it can be found in Table 1. Thus, the ratioη
between the along track and cross track errors decreases from 2.4
to 0.6 due to the timing correction.

For a more systematic evaluation, Fig. 7 shows the along track
and cross track errors (with and without timing correction) for
all detections from the measurement campaign, where precise
CPF data were available. The underlying data and the reference
to the specific satellite/measurement are provided in Table 1
(see Appendix B). In Fig. 7, the errors without timing correction
(but with refined astrometry) are shown as blue squares. The
standard deviation (scattering for different starting and ending
points in the streaks) is depicted with the connected error bars.
While the average along track error is only ∼−9(16) arcsec,
the along track error stands at ∼ 85(42) arcsec. The number
in parentheses is the value of the uncertainty referring to the
corresponding last digits of the result.

After applying the time correction, the average cross track
error is almost unchanged ∼−9(16) arcsec, but significantly
reduces to∼22(24) arcsec in the along track direction. As men-
tioned previously, a pure time correction does not significantly
improve the residuals in the cross track direction, as the satellite
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Fig. 6. Along track residuals of astrometric refined detections compared to the afterwards time-corrected detections of JASON 3 with respect to its
CPF data obtained from [26]. The error in both cases is categorized into the opening and closing shutter phases.

Table 1. Performance of Time Correction Compared to Original Data Regarding Along-Track 1a and Cross-Track
1c Errors

a

Uncorrected (Pure) Time Corrected Astrometry Corrected Both Corrections

Satellite 1c [”] 1a [”] η 1c [”] 1a [”] η 1c [”] 1a [”] η 1c [”] 1a [”] η

HAIYANG 2C −13(9) 66(29) 5.0 −13(9) 13(33) 1.0 −12(5) 64(25) 5.5 −12(5) 11(30) 1.0
HAIYANG 2D 4(9) 47(15) 12.5 4(9) −4(18) 1.2 2(6) 47(13) 19.6 2(6) −4(17) 1.7
JASON 3 11(5) 49(11) 4.4 11(5) 10(14) 0.9 21(3) 50(11) 2.4 21(3) 12(14) 0.6
HAIYANG 2D −9(10) 43(44) 5.0 −9(10) −9(47) 1.1 1(6) 42(39) 35.9 1(6) −11(44) 9.2
SWARM A −37(17) 138(48) 3.7 −37(17) 48(50) 1.3 −20(17) 132(41) 6.7 −20(17) 41(47) 2.1
SWARM C −22(4) 141(36) 6.4 −22(4) 52(22) 2.3 −17(3) 145(30) 8.4 −17(3) 56(16) 3.3
HAIYANG 2D −8(4) 65(32) 7.7 −8(4) 12(36) 1.4 −9(5) 62(24) 6.8 −9(5) 9(30) 1.0
SWARM C −61(3) 113(51) 1.9 −61(3) 34(54) 0.6 −41(7) 110(53) 2.7 −41(7) 31(56) 0.7
SWARM A −15(3) 145(38) 9.5 −15(3) 58(29) 3.8 −20(4) 151(33) 7.4 −20(4) 63(26) 3.1
SENTINEL 6 −18(6) 43(15) 2.5 −18(6) 4(18) 0.2 4(3) 49(17) 13.5 4(3) 10(19) 2.8
Mean −17(7) 85(42) 5.9 −17(19) 22(23) 1.4 −9(16) 85(42) 10.9 −9(16) 22(24) 2.5

aThe ratio η represents the mean value of1a divided by1c for each satellite. Standard deviations for individual overpasses are shown in parentheses, while this value
for the “Mean” row denotes the standard deviation of the individual η values.

primarily moves along the track direction. This is evident in
the plot, where all time-corrected residuals, indicated by yellow
triangles and error bars, only shift along the y -axis. Both along
track and cross track errors scatter around the zero point after
correction, within one pixel resolution as indicated by dashed
lines. Apart from reducing the absolute values, the method also
decreases the standard deviation of the scattered mean values,
thus increasing the precision.

5. CONCLUSION AND OUTLOOK

The proposed method leverages individual timing differences in
cameras lacking a global shutter to enhance the overall accuracy

and precision of detected space objects. It involves incorporating
pixel-dependent time corrections into the global timestamp of
detected sources in the image and is adaptable to cameras with
any shutter type.

In our validation campaign, the along track error reduces by
74% to approximately 22 arcsec. Moreover, the ratio of along
track to cross track error decreases by 77% to a value of 2.5, with
the cross track error post-correction measuring approximately
−9 arcsec, resulting in comparable accuracy in both directions.

A noteworthy accomplishment of this study is the reduction
of both errors to values below the pixel resolution (27.3 arcsec)
of the camera, as streak detection relies on this quantized pixel
information. To further diminish the along track error, it might
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Fig. 7. Comparison of the residuals obtained from all detections
throughout the complete observation campaign spanning from 2023-
05-31 to 2023-06-22. The plot illustrates residuals from the refined
astrometric calibration (blue squares) and from the afterwards time-
corrected detections (yellow triangles). In the latter case, the correction
notably enhances most residuals below the limit of the pixel resolution,
indicated by the dashed lines.

be possible to further refine the detection of streak start and
endpoints, which likely constitute the primary small source of
remaining error.

The proposed method has so far only been tested with an
Earth based staring sensor pointing to a fixed direction in space.
The method can however similarly be used for tracking sensors
or space based (staring) sensors. In case of a tracking sensor, it has
to be considered that the starting and endpoints of the streaks (in
that case coming from the stars) are actually recorded at slightly
different times. Thus, a precise astrometric calibration requires
an extrapolation of these points to a common time, and we hope
to demonstrate this in future work.

Furthermore, the described timing correction has so far only
been done in post-processing of the data. Currently, the authors
are working on fully automated data processing that will gener-
ate precise CPF files (including the timing correction) within
seconds after the image acquisition with the staring sensor.

APPENDIX A: EXPERIMENTAL DETAILS FOR
THE IMPROVED ASTROMETRIC ANALYSIS

During the testing of the new time correction method, the
accuracy of the used astrometric calibration shifted into
focus. It became clear that the detected stars (yellow crosses
in Fig. 9) diverge from the same stars listed in the GAIA catalog
[32,33] projected into the image with the obtained astrometric
calibration.

This discrepancy is more pronounced at the edges of the
image (see Fig. 9) and reaches values∼2 px, which corresponds
to 55 arcsec with the camera configuration.

The applied refined astrometric calibration is based on
the current one, and the detected star differences are used to
improve the induced error especially in the extreme areas.

The collected data are autonomously recorded and processed,
including the conversion of the pixel coordinates of the streaks
to equatorial coordinates. This conversion is facilitated by the
astrometric calibration software astrometry.net [31], because
of its reliability in generating “wcs-files” used for coordinate
transformation, with a measured elapsed time of approximately
0.5 s to enable real-time processing of each image.

To achieve such fast processing times, a coarse estimate of
the position, the image dimensions, and the selection of a sub-
set of 20 stars is necessary. However, this approach limits the
software’s ability to compensate for lens distortions or slightly
miss-detected star centers. Increasing the number of stars
significantly extends the astrometric calibration time.

For the improved method, all stars with a magnitude lower
than 12 within the field of view are queried from the GAIA
catalog [32,33]. The magnitude threshold is selected based on
the camera system’s capability to record these magnitudes with a
sufficient signal-to-noise ratio for detection by the star detection
algorithm.

The selected catalog stars are then transformed into the pixel
coordinate system using the wcs-file obtained from astrom-
etry.net. Subsequently, the two categories, catalog stars and
detected stars, are correlated using a KDTree algorithm. Pairs of
stars with a distance greater than 5 pixels are discarded, as they
are likely not a real match. The astrometric calibration is then
corrected based on the difference of the remaining pairs.

To interpolate the correction to the actual position of the
detected streak, a B-spline interpolation over the complete
image is used. This interpolation technique additionally com-
pensates for single miss-detected stars by using multiple stars in
the vicinity. It has the benefit compared to a pure polynomial
interpolation that at the edges of the image the interpolation is
not drastically over-compensating the correction. A different
interpolation that only uses neighboring stars and interpo-
lates between them would lead to a wrong correction, if stars
are miss-detected. Both alternatives yield in an overall worse
performance.

A histogram illustrating their differences before correc-
tion is depicted in Fig. 8. The distribution’s mean position
at (x : 0.8| y : −0.2) suggests that the standard astrometric
calibration exhibits some bias, while the standard deviation
measures at (d x : 1.45| dy : 0.6). This bias arises from the
inherent limitation of the astrometric calibration with a limited
number of 20 stars.

In addition to the histogram, Fig. 8, the differences between
the corrected stars and the stars predicted by the GAIA catalogue
are displayed. The mean position is reduced to (x : 0| y : 0),
with a corresponding reduction in standard deviation to
(d x : 0.6| dy : 0.5). Notably, significant differences are
observed, especially at the edges of the image, leading to a
more Gaussian-shaped distribution and a reduction in outliers.
The impact on star detection within an image is depicted in
Fig. 9. Here, the center of the detected star is marked in yellow,
while the predicted position by the astrometric calibration is
marked in blue. In the complete image shown on the left side;
individual differences may not be visible, but an increase of
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Fig. 8. Histogram displaying the differences between detected stars and stars predicted by the astrometric calibration using the GAIA catalog
before and after the astrometric correction. The difference is separated into the x and y direction, and the correction primarily targets outliers,
resulting in a distribution that aligns more closely with a Gaussian distribution.

Fig. 9. Comparison of detected star positions (blue) and positions
predicted by the astrometric calibration using the GAIA catalog, before
(yellow) and after (gray) astrometric correction. In image (a), discrep-
ancies are more pronounced at the image edges, indicated by yellowish
color. Image (b) zooms in on a section of the left image, highlighting
differences. (a) Complete image. (b) Zoomed in section.

yellowish tones towards the left suggests that the catalog stars,
marked in blue, do not align with those of the detected stars in
this area.

On the right side, a zoomed-in version of the left image sec-
tion is presented. To correct a coordinate in the image, whether
a star or a streak, the value of the fitted B-spline at that position
is subtracted from the original value. Corrected stars are indi-
cated by gray crosses in Fig. 9. For completeness, the result is
transformed back into equatorial coordinates using the original
wcs-file.

Further refinement of the pixel-to-equatorial coordinates
transformation, with an atmospheric correction, is not neces-
sary due to the limited pixel scale of 27.3 arcsec and the close
proximity of reference stars to each streak.

APPENDIX B: DATA FOR THE ACCURACY OF
DETECTED STREAKS FOR SATELLITES WITH
AVAILABLE CPF DATA

Detailed information about the accuracy of the measurement
and the impact of the two proposed correction methods is
displayed in Table 1.
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