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I Introduction to EvoLand

P
I:

 C
o

n
ra

d
 A

lb
r e

ch
t

PhD student:
Yi Wang 

PhD student: Chenying 
Liu

HelmholtzAI Young Investigator Group
DM4EO@DLR

PhD student: Nassim
Ait Ali Braham Coordinated by 



© 2024 Large-Scale Data Mining in Earth Observation, German Aerospace Center (DLR)

June 13, 2024, slide 4 / 36

I Introduction to EvoLand
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I Introduction to Weakly/Self-Supervised – taxonomy & history

sources of training data for deep learning models

supervised semi-supervised weakly supervised self-supervised

inexact inaccurate incomplete

generative predictive contrastive

~2009>2000

deep learning methodology timeline

~2017 ~2019

domain experts 
manually 

annotate data
– labor intensive

exploit knowlege on 
structure of data

– models highly 
depending on data

efficiently gather low-
quality labels

+ exploit automated 
annotation

unsupervised generation of task-agnostic 
data representations

+ task training on little manual labels

noisy labels missing labelscoarse-grained labels

data generation data puzzles data correlation

our focus

current research

~2023

Foundation
Models

VisionTransformers
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I Introduction: Self-Supervised Learning (SSL) in a nutshell

Stage I: self-supervised pre-training without labels

methodologies:
 Generative – data (re)construction
 Predictive – solve puzzles on data
 Contrastive – exploite data relationships

 
→ data compression/efficient feature representation

Stage II: supervised downstream task training with labels

potential downstream tasks:
 data classification
 object detection
 semantic image segmentation
 data retrieval from feature representations
 etc.
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I Introduction: SSL4EO-based deep learning model benefits 
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II SSL4EO-S12: a Sentinel-1/2 EO benchmark dataset for SSL

global geospatial data sampling

Large scale (~2TB of data)
 250k of non-overlapping, 264x264 pixels images

Global scale
  top 10k populated cities (# inhabitants >65k)

Diverse geolocations
  uniform sampling of cities
  Gaussian sampling from city center

Multi-modal
  sourced from Sentinel-1 and -2 data products

Multi-temporal
  4 season sampling per image patch for year 2021

Sentinel-1 (SAR)
    @ 10 meters     
→ VH polarization channel
→ VV polarization channel

Sentinel-2 (optical)
    @ 10, 20 & 60 meters
→ 13 spectral bands
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II SSL4EO-EU-Forest: model fine-tuning for European forests
Data Scale (~0.1TB)
 16k of non-overlapping, 264x264 pixels patches
 of Sentinel-2 images

Forest Centered 
  sampled over European forests
  (reference: 2018 HRL, domain expert picked by GAF AG)

Multi-temporal
  4 seasons sampled per image patch for year 2018

Labelled
  pixels co-registered with 2018 HRL forest product
  (binary mask: tree vs. no-tree)
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II SSL4EO-EU-Forest: Forest Semantic Segmentation (single timestamp)

ABLATION STUDY
From left to right: Sentinel-2, HRL forest mask (ground truth), FCN-ResNet-18 prediction All layers, 3, 2, and 1 layer(s).
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II SSL4EO-EU-Forest: Forest Semantic Segmentation (single timestamp)
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II SSL4EO: DINO-MM – model boost performance by SAR-optical data fusion 

Random: random weight initialization (no training)
Supervised: (ordinary) supervised learning
DINO-S1/2: SSL with either Sentinel-1 or -2
DINO-MM: SSL on both Sentinel modalities 

fraction of labels available
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III DeCUR: embedding dimensions in multi-modal remote sensing 
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© 2024 Large-Scale Data Mining in Earth Observation, German Aerospace Center (DLR)

June 13, 2024, slide 16 / 36

III DeCUR: embedding dimensions in multi-modal remote sensing 
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IV SoftCon: exploit land cover labels for foundation model training



© 2024 Large-Scale Data Mining in Earth Observation, German Aerospace Center (DLR)

June 13, 2024, slide 18 / 36

IV SoftCon: exploit land cover labels for foundation model training
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IV SoftCon: exploit land cover labels for foundation model training
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V  SpectralEarth: SSL for Hyperspectral Remote Sensing
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V  SpectralEarth: EnMAP operated by the German Aerospace Center

Istambul, image source: DLR EnMAP @ 30m pixel resolutionIstambul, image source: DLR EnMAP @ 30m pixel resolution
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V  SpectralEarth: EnMAP spectral channels
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some (Land Cover Classification) works
beyond EvoLand
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V  SpectralEarth: Land Cover assisted SSL for Hyperspectral Earth Observation

an IGARSS Best Paper

[DOI:10.1109/IGARSS52108.2023.10282971]

PhD student: Shivam 
Pande
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VI LiDAR in popular music / the arts

track & screenshots: copyright by Radiohead – House of Cards (source: YouTube)

airborne LiDAR

car-mounted(-like) LiDAR
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VI a remote sensing modality worth the effort?

LiDAR cartoon: Lefsky et al. (2002), Elon on LiDAR screenshots: YouTube clip Elon Musk says losers use LiDAR. [Explanation video]
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VI LiDAR data harmonization by raster statistics

https://doi.org/10.1109/IGARSS52108.2023.10282971
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VI AutoGeoLabel: generation of rule-based annotations

https://www.youtube.com/watch?v=8nTFjVm9sTQ&t=2m6s
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VI AIO2: Adaptive Online Object-wise correction

https://doi.org/10.1641/0006-3568(2002)052%5B0019:LRSFES%5D2.0.CO;2
https://www.youtube.com/watch?v=BFdWsJs6z4c
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VI AIO2: Adaptive Online Object-wise correction
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VI DeepLCZChange: Estimating the Climate Impact on Cities

TUM master student: Wenlu Sun
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VI LCZ: Inspecting the Correlation of LCZs and Heat Islands
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VI AutoLCZ: Local Climate Zones autogenerated from LiDAR
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VI AutoLCZ: Local Climate Zones autogenerated from LiDAR
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VII Conclusions 

data mining for land cover analysis          I

 SSL4EO & Spectral Earth: feature generation from SAR-optical sensor fusion         II

 Auto{GeoLabel,LCZ} & AIO2: automated segmentation maps multi-modal        III

vast amounts of remote sensing data call for state-of-the-art Big Data processing paradigms  a.
we explore the use of self-/weakly-supervised (deep) learning for novel land cover prototypes in EvoLand  b.

LiDAR provides a valuable sensor modality to automatically generate semantic segmentation labels   a.
deep learning training with inaccurate annotation requires adaptation of training procedures   b.

human inspection of local climate zones may get automatized by airborne LiDAR   c.

SSL in Earth observation demands terabyte-scale diverse benchmark datasets   a.
SSL efficiently compresses multi-modal data for boost in model performance   b.

hyperspectral satellite datasets enter the era of Big Data    c.



Q&A Session
beyond, go visit https://conrad-m-albrecht.github.io
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