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Abstract

In the current energy crisis faced by Germany, building an energy map holds great
importance for effective energy management and decision-making. This thesis contributes
relevant information for constructing an energy map by classifying the number of residents
per building. Building population estimation holds importance to identify the energy trends
and patterns of building occupants which plays a significant role in managing energy
needs and formulating appropriate energy management strategies.

The study utilizes two primary datasets, namely 3D building models for the particular study
area and the 2011 German census data. Due to data privacy policies, information about
individual building occupants is unavailable and this particular information is important
to understand not just the final energy demand per building or household but also
understand energy consumption behaviour patterns. This thesis addresses this challenge
by developing a specialized and comprehensive databank that integrates the building
models with census data on population, housing, and buildings. Additionally, to classify
the building’s number of residents, a supervised machine learning approach using the
XGBoost algorithm was employed. In the absence of training datasets due to data laws, a
synthetic training dataset was prepared by incorporating various building types such as
single-family houses, multi-family houses, and other types. Three separate models were
constructed, and their results were subsequently combined to enhance accuracy.

The evaluation of accuracy per grid cell provides insights into the effectiveness of the
classification process. The developed classification model showed an average accuracy of
62%, where the models are closely related to the building form classification. The findings
of this research have implications for better energy management and decision-making in
the face of the country’s energy crisis.
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1 Introduction

The building sector is a key area for curbing the consumption trend and reducing energy-
related emissions. In Germany, the energy consumption of the building sector accounts for
about 40% of the total energy demand and contributes to almost one-third of the country’s
greenhouse gas emission [ED20-ol]. Building-related energy emissions include energy
used for space heating, water heating, cooling, lighting and ventilation. Building energy-
efficient structures can bring energy usage down as explained in [GEV+21]. Therefore,
there is a pressing need to build energy-efficient buildings.

Based on the recent reports published by the International Energy Agency (IEA) [ED20-ol],
[Age20], renovations of existing buildings for energy demand management can reduce
energy consumption by 50-70%. Additionally, the energy management changes induced in
buildings can lead to other benefits such as air quality control, reduced operating costs and
indoor comforts.

The primary step to reduce building energy consumption is to measure the total energy
demand by using building energy assessment methods. These methods include the de-
velopment of data-driven methodologies and energy models to help estimate building
energy requirements and incorporate energy-saving strategies. Data analysis and machine
learning (ML) methods are great tools to evaluate the energy consumption and efficiency
of buildings.

Figure 1-1 describes the trend of increased use of data-driven methodologies in building
energy consumption predictions [LLL+23]. The colour scheme of Figure 1-1 has been
adjusted to maintain colour consistency throughout this study. The studies highlighted in
Figure 1-1 have utilised data-driven methodologies for scenarios such as the prediction
of energy consumption, fault detection and optimization of energy systems in buildings.
All these research studies have investigated the use of data-driven methods in reducing
building energy consumption and building greenhouse gas emissions.

However, building energy models cannot be made without high-quality data about the
building stock, including among others, dimensions, construction period, building types or
refurbishment status. This thesis attempts to investigate how ML methods can be used to
build a high-quality database of the building stock of our study area by analyzing the census
2011 database [Zen23-ol] which contains relevant information about building properties
for the whole of Germany.

In Germany, residential and non-residential building data is acquired through various
methods, such as dwelling registers, income statistics, housing surveys, sensor data, and,
most importantly, during the national population and housing census. The national census
is the procedure of systematically acquiring and recording population information about
the members of a given population. However, due to data protection laws in Germany,
information about individual citizens or individual buildings cannot be of open access and
therefore, these datasets are altered and published in an aggregated manner. Thus, the
data available for research lacks resolution and completeness. An absence of these two
properties in the different datasets could lead to flawed outputs.
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Figure 1-1: Research Statistics Highlighting the use of data-driven approaches in Buildings
Energy Consumption Prediction [LLL+23].

Data availability differs across the country and between regions due to non-uniform
administrative procedures and privacy concerns, this presents a problem since the German
building stock is not complete, high-resulted, or available for the whole country. The
available data differs from region to region, or it is published in an aggregate form like in
the census data [Zen23-ol].

Depending on the scale of the simulation, using incomplete or aggregated data to model
energy consumption estimates adds varying degrees of uncertainty, with bigger uncertain-
ties for the simulation of single buildings. In this context, the study aims to bridge the gap
between the available data and the requirements of building energy models using machine
learning methods. This thesis will focus on one specific parameter of the census 2011
dataset, namely: the number of residents per building. The main objective of the thesis
will be to classify individual buildings according to their number of residents. This process
includes data filtering, disaggregation, modelling and evaluation of the results.

1.1 Motivation

With the energy crisis enveloping the country, the focus today is to efficiently manage and
reduce the energy consumption of buildings. This thesis contributes to the bigger goal
of the German Aerospace Center (DLR, in German: Deutsches Zentrum für Luft- und
Raumfahrt) to develop an energy map of the country’s building stock. This energy map
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would be used to identify building energy demand and be a source of information for the
necessary renovation strategies of engineering offices and energy planers.

Building energy maps can also be used to optimize the energy efficiency and sustainability
of new buildings, ensure compliance with the country’s energy standards and reduce
expenses during the construction and operation of buildings. The building energy demand
depends on many factors. The number of residents in each building is a crucial factor to
determine the energy needs of a building. If the number of residents in a given building is
high, it will lead to higher consumption of heating and electricity. Additionally, having
knowledge of the number of residents per building also identifies opportunities for en-
ergy conservation and efficient energy management [TD11], [SG17], [ED20-ol], [Sus12].
Therefore, there is a need to find the number of residents in each building. However, due
to data protection laws in Germany, this data is restricted and made publicly available in
an aggregated grid format. This thesis work attempts to find the number of residents per
building by categorizing using ML algorithms for the city of Oldenburg, which is located
in the state of Niedersachsen, Germany and represents the study area of this thesis work.

1.2 Objectives

The recent energy crisis engulfing the country has made it imperative to focus on energy
management. The building sector holds importance in energy management as explained
in section 1. In order to support the energy map development in the future (not in the
scope of this thesis). The study involves the creation of a database by merging data from
the census housing, families, and population of Germany. This databank will be used for
energy analysis and energy map creation of buildings. The focus of this study is Oldenburg
and in order to make any classifications on the buildings of the city, a database is built by
merging data from the census housing, families, and population with geographical data of
3D building models. This databank will serve as a main data point for classifications done
during this study. To investigate the attributes of the datasets of the census and buildings
3D models and expose hidden relationships between them we perform exploratory data
analysis on the dataset. Finally, to classify the number of number of occupants in each
building of the grid the study involves research and implementation of a suitable machine
learning algorithm.

Summarizing the objectives:

1) For the entire country, the creation of a database by merging data from the census
housing, families, and population

2) For Oldenburg city, creation of a database by spatially merging data from the
previously generated census database and 3D buildings models of the city.

3) Research and implement ML algorithms to classify the number of occupants in each
building in the grid cell

1.3 Approach

This study addresses the need to categorize the number of residents in each building on
the grid. The data for this task is generated by creating a databank by merging the census
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datasets of housing, buildings and population along with geographical data of the study
area. For better visualization of geospatial and census data, QGIS is used. The goal is to
categorize the number of occupants in an apartment and assign unique characteristics to
each building in the grid.

By following the above-mentioned tasks, our study ensures to answer the research questions
and achieve the main objectives. A general database of the 3D building models of the
study area with a number of residents being assigned to each building by disaggregating
the census data using ML techniques.

1.4 Thesis Structure

In order to answer all objectives as discussed in section 1.2, this thesis is structured as
follows. Chapter 2 discusses the problem definition tackled in this study and defines the
requirements of the thesis. It also discusses the Census 2011 and Buildings 3D models
datasets which are the primary datasets used in this work and highlights the inconsistencies
of these datasets. Chapter 3 presents the literature overview of this study. This chapter
highlights the research work done in the field of building energy consumption predictions
using data-driven methodologies. Chapter 4 outlines the fundamental concepts and ter-
minologies used in this study. The backbones of this study and the various approaches
and methods used are discussed. Chapter 5 discusses the outcomes after applying the
methodology are examined, discussed and analysed. Chapter 6 concludes this study with a
summary and outlines the possible areas of future work.
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2 Problem Analysis

This thesis aims to analyze two main datasets of the German Census 2011 database [Off23-
olb], [Zen23-ol], the housing and the population datasets. The housing census provides
information about the properties of buildings such as building age, construction type, and
heating system and a detailed list can be seen in appendix table 7-2. The population census,
on the other hand, offers data on the number of inhabitants in the country.

Due to data protection laws in Germany, the individual data points (meaning, information
about each specific building or person) in the census data are subject to statistical confi-
dentiality, and the public data is therefore published in an aggregated grid format. The
census results are published in the INSPIRE-compliant 100m×100m grid cell format
[Off23-olb] specified by the INSPIRE guideline [CG16-ol]. The INSPIRE guideline uses
the Lambert-Azimuthal-Equal Area projection (ETRS89- LAEA Europe - EPSG:3035).

Bridging the gap between available data and the needs of building energy models has
resulted in a variety of efforts towards the classification of different properties for residential
buildings such as building age and construction type.

This thesis proposes to develop a model that assigns special characteristics to each building
based on its geographical location using machine learning techniques. As part of the
future use cases, the developed model will be used to forecast the energy needs of each
household.

2.1 Census 2011 Data Acquisition Process

Prior to 2011, the last published census was in 1987. Every person in the German popula-
tion was required to fill out a paper-based questionnaire and submit it to the enumerator.
This collection of filled questionnaires is made up of the census and the attributes of the
census data. It was legally required to take part in the census. Since the traditional census
was not based on the survey, the only source of errors were systematic errors and no
random sampling errors was observed [SK16].

United Nations recommends hosting a census every 10 years [SK16]. There was a need
for the calculation of demographic indicators such as age distribution, gender distribution
and many more aspects of the population distribution. Besides affecting the social and
economic characteristics of a population, these indicators also impact policies and business
strategies.

According to the European Union requirement, it is mandatory for every member state
to host a census in 10-year intervals from 2011. To maintain uniformity and avoid any
inconsistencies in the census data, all member states must submit the census results for a
specified range of variables [KG19]. However, there are no restrictions for the methodology
of census collection opted by the member states. The census model is explained in Figure
2-1, which highlights the data collection, data preparation and integration processes.

In Germany, unlike the past approaches used for complete enumeration, the census 2011



Page 12 Chapter 2

Inquiry of addresses of
special facilities

Statistics
register

of
addresses

and
buildings

Data from population
registers

Address data from Fed.
Mapping Agency

Address data from Fed.
Employment Agency

Address data from
population registers

Data collection in special
facilities(e.g., dorms,

prisons)

Household sample survey

Housing census

Data from Federal
Employment Agency

Data on public sector
personnel

Correction of multiple
registration in data from

population registers

Correction of over-/under-
coverage in data from
population registers

Reference data stock

Clarification whether
registered place of residence
is sole, main or secondary

Small municipalities
(pop < 10,000)

Survey to clarify
discrepancies

Household generating
procedure

Census database

Follow-up survey

Figure 2-1: The main data sources and process in census 2011, adapted from [Ste17].

was a register-based census where data from administrative registers was the primary data
source followed by random sample surveys.

By German law, it is mandated for people to be registered when residing in the country. The
population records are maintained in every municipality. These population registers are the
main data sources of the census 2011 [KG19]. The population data from municipalities
are then sent to the Land statistical offices and from there to the Federal Statistical Office
before being integrated and submitted in a safe and secure area of statistics.

The information from population registers transmitted details of each individual’s name,
gender, citizenship (s), marital status, and date of birth. It also contains information about
the spouse, children or any registered partner which was necessary for generating household
information. Another significant feature of the population registers was indicating whether
the individual is affiliated with any religious group or society under state law.

Another goal of the census 2011, was to estimate the occupation of the German population
and labour force participation. The Federal Employment Agency produced data on the
working class of the population contributing to social insurance. In addition to the informa-
tion of name, gender, and age the economic background details are described along with
the employer details and start date of the term. It was also a source for information on job
seekers and the population of people recipients of unemployment benefits [Off23-olb].

The information of public officials who do not contribute to social insurance is maintained
by public employers. The public employers provided data on people working in public
domains such as judges, police officers, soldiers etc.
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2.1.1 Understanding the Limitations of Administrative Data

The administrative data collected from various sources as discussed in the previous section
is useful. However, this data is subjected to inaccuracies and inconsistencies lowering the
reliability of this type of data source. For instance, the details on individuals’ education
attainment or job role titles and living conditions may include inconsistencies. This is
primarily because every data collection process serves a specific purpose and the in-depth
details gathered may not suffice other types of analysis processes. Furthermore, there may
be inaccuracies due to the way the data was collected such as self-reported information or
missing real-time data and old data is mentioned in the registers.

In regards to the self-employed individuals, there is no register data maintained. Similarly,
there exists no register data about buildings and dwellings throughout the entire country.

2.1.2 Surveys & Census Results

Supplementary surveys were conducted to eradicate any inaccuracies induced by the data
collected from administrative registers [Off23-olb]. There were three types of surveys
conducted to fill in the information gaps,

1) Buildings and housing survey: This survey turned out to be the country’s largest
survey of the census 2011. The primary reason is the unavailability of any form of
reliable data on housing and dwellings in the country. A complete enumeration was
obtained through a postal survey to be filled by all building owners, and building
managers which accounted for 17.5 million records [Off23-olc]. The result of this
survey included information on the type of building (residential, industrial etc),
number of rooms, number of storeys, type of heating system used and many other
features.

2) Household Survey: the data obtained by the household survey is not available in any
of the register data thereby making the survey result most important for determining
the number of inhabitants in municipalities with more than ten thousand individuals
[Off23-old].

Population registers are unreliable as they are not updated, people change residences
so the number of inhabitants cannot be based entirely on population registers. By
conducting household surveys, outdated information can be eradicated and missing
info can be filled in and real-time data can be identified.

This survey was conducted not on complete enumeration but only for a sample
population of about 10% of the total population of the country. The individuals in
this sample size were selected and interviewed using a random sample method. The
collected data was then extrapolated to the total population. This survey concluded
with a final round of follow-up surveys where 5% of the households where the
first round of household survey took place were selected randomly and questioned
again. This follow-up survey only took place for municipalities with more than ten
thousand occupants.

The data obtained in this survey included the schooling certificates, vocational
training, and migrant background information of individuals. This collected data was
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also used to fill in the gaps left by the data collected from the Federal employment
agency.

3) Survey in residential establishments: The data collected from this survey was
used to correct any statistical errors maintained in the population register data.
The residential establishments and collective living quarters were divided into
two groups namely, sensitive and non-sensitive facilities. Non-sensitive facilities
included dormitories, boarding schools, and care homes and all individual residents
were interviewed.

However, sensitive facilities comprised of places where the exposure of individual
information may create social discrimination against them. These places included
prison homes, shelter homes, and psychiatric facilities. The information of occupants
across sensitive facilities was provided by the manager or supervisor of the facility
through face-to-face interviews or online questionnaires [Off23-ole].

The decentralization of population register data across the country stimulates multi-
ple registration errors where an individual is registered in more than one municipal
population register data. Such errors were corrected by interviewing such individuals
and thus corrected information was obtained [Off23-ola].

2.2 Census 2011 Results

The census results were published on [Zen23-ol]. Due to data privacy policies nationwide,
individual data points are publicly unavailable. The census results are published in an
aggregated grid format.

Table 2-1: Attributes of a grid cell in INSPIRE format

Grid Cell Attribute Description
id Identifier for a grid cell
x_sw X-Coordinate of the southwest corner
y_sw Y-Coordinate of the southwest corner
x_mp X-coordinate of the centre of the cell
y_mp Y-coordinate of the centre of the cell
f_staat State area of Germany in the grid cell
f_land Land area of Germany in grid cell
f_wasser Water area of Germany in grid cell
p_staat Share of Germany in the area of grid cell
p_land Share of the German land area in the grid cell
p_wasser Share of the German water area in the grid cell
ags Municipality key

The use of grid cells for population representation is a widely used approach in statistics
primarily because employing the use of a grid enables the distribution of the population
counts to smaller units. Grids are uniformly sized squared or rectangles covering the area
of interest. This leads to uniform distribution of information independent of administrative
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boundaries [Eur23-ol] [CG16-ol]. The uniform and equal distribution of grid sizes enable
a better understanding of the population distribution over areas of interest.

The census results are published in INSPIRE grid format. INSPIRE is a European initiative
for establishing a spatial data infrastructure. The main idea behind INSPIRE format was to
enable Europe wide uniform geographical grid representation system. The census results
use Equal Area Grids – based on the European Terrestrial Reference System (ETRS89)
Lambert Azimuthal Equal Area(LAEA)(EPSG:3035) projection Coordinate Reference
System (CRS)([CG16-ol]. The resolution of grid cells is 1m, 10m, 100m, 1km, 10km, and
100km. In this study, we use grid cells of (100m×100m ) resolution since data for grids
with higher resolution(1m & 10m )is unavailable for research purposes.

A grid cell in INSPIRE format is called a cell code. The attributes of a grid cell are
as shown in Table 2-1 [CG16-ol]. In this study, we utilise the grid cell id and x and y
coordinate data for analysis with Buildings 3D models.

Figure 2-2 illustrates one of the results of the census 2011, Since we are focused on
Buildings and their types across Germany. Other buildings with residential spaces include
scenarios where a floor of the building is used for residential purposes while the other
part is used for industrial purposes. It is evident from the results that residential buildings
occupy the majority of buildings fraction in the country and thereby making residential
buildings an important class of study for this thesis.

96.5%

3.5%

Residential Buildings
Other Buildings with Residential Space

Figure 2-2: Census 2011 Results for Residential Buildings in Germany

2.3 Buildings 3D CityGML Models

Today numerous companies and cities are focused on the development of 3D city models. A
wide range of advantages have been identified for building virtual 3D city models including
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urban planning, adopting disaster management and energy management strategies, mobile
telecommunication and tourism. However, topological and semantic considerations were
not taken into account when developing 3D models in the past, limiting their utility to
purely visual applications. CityGML was designed to enable the use of 3D models across
several sectors [Hea21-ol].

Figure 2-3: CityGML 3.0 module overview. The vertical boxes show the different thematic
modules. Horizontal modules depict the concepts that are applicable to all
thematic modules [Hea21-ol] .

CityGML is a common semantic information model developed with the aim of storing and
exchanging virtual 3D city models. It is defined through a Unified Modeling Language
(UML)-ISO Technical Committee 211 (TC211) conceptual model standards for spatial
and temporal data [Hea21-ol].

As shown in figure 2-3, a CityGML model is thematically decomposed into a Core module
followed by different thematic modules. The five concept modules are utilized over
all the thematic modules. These concepts define the generic characteristics and object
relationships, geometry and time-series data linked to sensors for providing the provision
of including real-time data in the 3D city models.

The Conceptual model of CityGML utilizes the conceptual schema of ISO 19107 which
enables the usage of recursive aggregation of composite objects. For example, a building
geometry(Composite Solid) can be composed of a house geometry (Composite Solid) and
the garage geometry (Solid), while the house’s geometry is further decomposed into the
roof geometry (Solid) and the geometry of the house body (Solid) as shown in Figure 2-4
[Hea21-ol].

A CityGML conceptual model defines level-of-detail (LOD) standards to represent build-
ing information (LOD0-3). A building information model is a comprehensive digital
representation of a built facility [ANM+08]. Figure 2-5 illustrates different representations
of the same real-world building object in different LOD levels. LOD1 contains blocks(i.e.
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Figure 2-4: Using Conceptual schema allows recursive aggregation of geometries and
objects in CityGML [Hea21-ol] .

extruded footprints). LOD2 describes volumes with generalized roof shapes. LOD3
specifies volumetric models with greater architectural details, including windows (as well
as other openings), roof overhangs, and more details. Finally, LOD4 extends LOD3 with
additional indoor features like rooms or furniture.

This study utilises buildings 3D models for Niedersachsen (Oldenburg), which is open-
source [GS23-ol]. We have used CityGML-LOD2 models without LOD3 and LOD4 levels,
and the LOD1 level is abstract to the level of detail required for this study. The building
data are available in .shp (shape file) format and consist of many geometric attributes such
as the area of the building and many more. The visualization of shape files is possible on
Geographic Information Systems (GIS, explained in detail in chapter 4). In this study, we
use Quantum Geographic Information System (QGIS) for building data visualizations.
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Figure 2-5: The four different LODs for building models in CityGML [BLS16] [Hea21-ol]
.

2.4 Case Study

The study site Oldenburg is located in the Federal State of Lower Saxony in Northwestern
Germany as shown in Figure 2-6.

With almost 170,000 inhabitants. There has been radial urban growth in the city over the
past decades. The city has a spatial structure that is predominantly centred around a single
core, with a historic city centre at its centre.

The urban extensions surrounding the city core have been developed over the past few
decades, resulting in a diverse mix of building types within the city’s morphology such as
single-family houses, multi-family houses and other types. For instance, the central area
of the city is characterized by block development, while the suburbs consist primarily of
free-standing or residential houses. Additionally, large industrial sites or non-residential
buildings are situated at the periphery of the city, occupying substantial areas of land. In
total, the study area covers 102.96 square meters [WDS+21].

The primary reason for choosing Oldenburg is the availability of resources and datasets,
some of which were provided by local project partners at DLR. The source information
about the building models of Oldenburg is available on the data portal of Lower Saxony
[GL23-ol].

A total of 56,749 building models were exported for the city of Oldenburg. About 75% (42
875) of them are residential buildings. The other 25% are distributed among industrial,
commercial, agricultural and educational buildings. Nevertheless, the database is incom-
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Oldenburg (Oldb) City
Street-infrastructure
Buildings 3D Models
Germany

.

Figure 2-6: Illustration of Oldenburg City, Germany, the study area for this thesis
.

plete, and errors in such classifications are expected, which will be explained in detail in
the next section 4.1.
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Figure 2-7: Census 2011 Results for the percentages of buildings in Oldenburg, Germany,
based on Household Size

Bar plots in figure 2-8 and figure 2-7 are some of the published census results. The results
are available at [Zen23-ol] and users can customize based on parameters and regions across
Germany.
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Figure 2-8: Census 2011 Results for the percentages of buildings in Oldenburg, Germany,
based on Construction Type

2.5 Derivation of Requirements

This section explores the requirements for this thesis study and provides an overview of
how they will be satisfied. The requirements for this study are as follows:

1) R1 – Unified census data management to access different census datasets at
once: The thesis aims to build a databank integrating three different datasets of the
census namely, population, buildings and household census across Germany and
define the structure of the database such that each grid cell id is uniquely identifiable.

2) R2 – Data integration for analysis: This involves gathering data from multiple
sources and ensuring that collected data is accurate and reliable. For any classifica-
tion problem, in order for it to function properly and give results with good accuracy.
A low-quality dataset will produce a low-quality machine learning model [AP22].
Data cleaning and preparation are also included in this step. In this thesis, census
data and buildings 3D models for Oldenburg are the primary datasets.

3) R3 – Grid-based building analysis: This requirement involves the integration of
Buildings 3D dataset and Census datasets using a spatial join for analysis. It also
highlights the inconsistencies present in both datasets and are explained in detail
in section 4.1. This combined dataset will be as a basis for further analysis and
requirements.

4) R4 – Population estimation for individual buildings using ML methods: This
involves studying different machine learning algorithms and analysing their per-
formances. This study utilises unsupervised clustering K-Means algorithm and a
supervised XGBoost algorithm.
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5) R5 – Supervised ML analysis & prediction: In this thesis, a supervised machine
learning model called XGBoost is utilized. In the absence of training data for the
machine learning model due to data privacy regulations, the thesis attempts to create
a synthetic training dataset for the model, which will later be explained in detail in
Chapter 4.

6) R6 – The model should be optimized for better performance and accuracy:
Once a machine learning model is built, it is necessary to perform hyper-parameter
optimization such that the model is fit to the best possible parameter combinations
as explained in detail in chapter 4. This type of optimization technique improves
the accuracy and overall performance of the model. In this study, it is necessary to
employ such model-tuning techniques to select the best parameter combinations in
XGBoost algorithm and thereby improve overall model classification results.

7) R7 – The model should be evaluated for accuracy and performance measure-
ments: The developed machine learning model must be evaluated on some defined
metrics of evaluations and analysis. In this thesis, we are measuring the accuracy
of the model using the grid-based population census to the predicted individual
occupants in each building of a grid cell.
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3 State of the Art

This chapter elaborates on the related work utilizing the importance of Census data and
how various heterogeneous Census collection methods can be assessed using a common
framework. The significance of estimating the population distribution of individual build-
ings and the evaluation based on the derived requirements from the problem the analysis
section is also discussed.

3.1 Introduction to Data Analysis

This section studies the core concepts used in this master thesis. The first section highlights
the importance of data analysis. The second section gives a short introduction to machine
learning and the classification of data. The last section lists the tools and software used in
this study.

In the information era, data is available in abundance, but it is scattered in different formats
and across various sources. This gives rise to the necessity to find ways to handle vast
amounts of unstructured data and transform it into information. Data analysis provides
a framework for the complete exploitation of data, making it available in a consistent
form and this data can then be used to generate information. Once the data is cleaned and
transformed, it can then be studied to uncover hidden patterns and details which would be
otherwise ignored or which were not expected when initiating the analysis [Tuk62].

Data analysis finds its place in the field of research and statistics to present accurate
and reliable data [Bla22]. It provides efficient solutions to problems which occur when
handling huge amounts of data such as statistical errors in data, outliers and missing data.
Data analysis also provides researchers with different tools such as statistical analysis and
quantitative analysis. It is because of all these methodologies associated with data analysis;
it has now become an integral part of every research project [Bla22].

Data Analysis Foundations

The word data is derived from the Latin word datum meaning plain facts or which is used
as a basis of any calculation [Tha23-ol]. Fundamentally, information and knowledge are
represented by symbols and hence no difference occurs between them. However, Figure
3-1 explains the difference between different levels of data. Data levels and complexity are
arranged in the pyramid. With the widespread use of the internet generating huge amounts
of data for one’s disposal [Aga13], extracting useful information from huge datasets has
silently emerged as a new challenge for researchers. Without processing, this data serves
no purpose and therefore the need for data analysis strives.

The main idea of performing data analysis is to have a better understanding of the data
present to us. This data before undergoing analysis is called raw data. Raw data is a
collection of facts that rarely provides meaningful insights into the data [Bla22]. This
type of data could possess the potential to transform into information after it is cleaned,
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Figure 3-1: The Knowledge pyramid [KB09]

analyzed and transformed which could be as simple as taking an average of the data points
or as complex as applying complex algorithms to the data such as regression algorithms.

In the next section, the different processes and methods for data analysis tasks are discussed.
For applying those approaches, numerous tools and libraries exist to perform data analysis
tasks, which will also be covered in this section.

Data Analysis Process

Data analysis defines the process to bring meaning to the gathered data. It is important
to prepare the data before it can be used in the data analysis process [Tah22]. Figure
3-2, illustrates the life cycle of data from data acquisition, transforming it to meaningful
information and extracting knowledge using a model.

Figure 3-2: Data Analysis steps [OS13]

Data preparation involves four stages as mentioned below. All these stages are necessary
to prepare the data and later use it as a feed for machine learning algorithms.
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Initial Data Analysis Stage

Data analysis defines the process to bring meaning to the gathered data. However, it is
important to prepare the data before it can be used in the data analysis process [Tah22].
Data preparation involves four steps as mentioned below. All these steps are necessary to
prepare the data and later use it as a feed for machine learning algorithms.

1) Data Preparation: It is the initial step for data analysis and involves cleaning
and transforming data before it can be processed and analysed. Raw data gathered
from different sources might exist in different formats. Data Preparation ensures
combining data in different formats into a single format ensuring its consistency
[Bla22].

2) Data Gathering: This step involves finding relevant data sources based on the
problem scenario. Acquisition of data is possible from numerous sources such
as the web, articles, project work etc [Gau21]. In this thesis work, there are two
main data sources namely, Census 2011 and Buildings 3D models datasets. The
Census of households, buildings and population datasets along with Buildings 3D
models which describe the geometry of buildings such as height, perimeter, roof
type and many more characteristics which are necessary to categorize the number of
inhabitants in each building were utilized in this study.

3) Discover and Assess Data: This step involves developing an understanding of
the data and how can the available data be transformed and analysed based on the
problem scenario [Bla22]. This thesis work focuses on classifying the number
of residents in each building of the grid cell, therefore buildings, households and
population census 2011 were used along with Buildings 3D model.

4) Data Cleaning: The discovered data must be cleaned before it can be used for
further processing. Data cleaning focuses on removing noise, and inconsistent and
incomplete datasets. This step involves removing faulty data and filling gaps. For
example, removing outliers from the dataset, and filling in null values or missing
values [Bla22].

After the above-described phases of data analysis, it is important to verify the data quality.
Data dimensions are the concept established to measure the overall quality of data [CR19].
It is imperative that a prepared dataset adheres to the below-mentioned data standards to
qualify as a high-quality dataset. Figure 3-3 illustrates the five main data dimensions which
contribute to the data quality metrics.

The data dimensions are as follows:

1) Completeness: It means whether or not we have all the data available. Data
completeness reflects if the available data is adequate for the task [CR19].

2) Accuracy: Data accuracy highlights whether the available data is reliable and
correct in real-time [BBK+14].

3) Consistency: Data consistency identifies whether or not the data kept at different
databases, systems and applications same and any changes made to the data at one
source would reflect in all other sources[Sol23-ol].
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4) Timeliness: Data timeliness defines whether or not the data is up-to-date. If there
exists any new information related to the data making previously available data
useless must be updated.

5) Accessibility: This metric defines the ease of data availability and data retrievability
[CR19].

Data Dimensions

Completeness Accuracy Consistency Timeliness Accessibility

Figure 3-3: The different data dimensions contribute to the data quality metrics.

Data Analysis Stage

After the data is cleaned and adheres to the quality standards, it can be used for analysis
based on the problem scenarios. Analysing the data can be categorized broadly into four
main categories as explained below and as seen in figure 3-4,

Figure 3-4: The different Data Analysis techniques based on their value and effort estima-
tions [Sar20]

1) Descriptive Analysis: It defines data distributions and characteristics of the data.
This type of analysis deals with interpreting the available data using statistical
approaches. For example, the Mean, median and mode of the data measures central
[HAK+17].
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2) Diagnostic Analysis: This type of analysis answers the question of why an occur-
rence or anomaly occurred in the data. For example, exploratory analysis is a type
of diagnostic analysis used to investigate and examine datasets [Tea23-ol].

3) Predictive Analysis: It identifies what is likely to happen in the near future based
on the historical dataset. For example, predicting future energy trends based on
current energy consumption data. Methods such as clustering, regression and many
more ML algorithms can be used for prediction analysis [AS19].

4) Prescriptive Analysis: This type of analysis defines the steps to be taken to achieve
the desired result or mitigate risk in the near future. It utilizes optimization al-
gorithms to identify the best case among different available cases. For example,
simulation optimization [CCK+19].

Data Analysis Techniques

Once data is pre-processed, it is free from inconsistencies and noise distributions. A dataset
adhering to the high data quality standards as discussed above can then be used for further
processing and analysis tasks. There are a number of different data analysis techniques to
extract meaningful information from pre-processed data. The usage and selection of data
analysis technique depends on the use-case and desired form of result such as [Ste23-ol],

1) Regression Analysis: In this analysis technique the aim is to discover how a number
of variables impact a dependent variable. This approach highlights the relationship
between a set of different variables. Regression can be applied to study a dependent
variable and any number of independent variables as shown in Figure 3-5. While
identifying variables dependencies this technique does not provide information and
details on the identified variable relationships. This technique finds its use scenarios
involving in making predictions and identifying trends, and patterns.

There are numerous types of regression techniques available and their use depends
on the type of data being experimented. For example, regression techniques for
continuous dependent variables such as linear regression and non-linear regression.
Another type of regression is for categorical values, these are values which can
be grouped into a finite number of classes or categories. Logistic regression and
binary logistic regression are a few examples which belong to categorical regression
techniques.

The paper [SSR16] compares linear regression and support vector regression tech-
niques on time-series data for prediction and modelling. Extending the use of
regression models in model checking, authors in the paper [YDR09] have presented
a regression model checking(RMC) technique that can be applied to models after
regression analysis. This RMC ensures performance optimizations such as model
tuning and therefore contributes to improving the regression results.

2) Monte Carlo Simulation: The Monte Carlo method helps study and analysis all
different possible outcome sets and their probabilities as shown in Figure 3-6. This
technique helps the user to identify the effect of unpredictable variables on a specific
output variable and thereby making it an ideal choice for requirements involving
risk analysis. Thus, enabling the making of better decisions and risk management
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Figure 3-5: Linear Regression used for modelling relationship between a dependent vari-
able with a given set of independent variables. [Sar20]

strategies for the future.

Figure 3-6: An example employing the Monte Carlo technique and highlighting the benefit
of increased accuracy with the number of samples drawn. [Bro16]

In the paper [ASH+21], authors propose a new algorithm for energy management
algorithm and study its performance on varying energy systems. Using the Monte
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Carlo method, different characteristics of the energy system, and the different
scenarios are defined according to a morphological analysis are analysed.

In an effort to utilize this method in the buildings energy domain, authors in the paper
[Sim19] have used a Sequential Monte Carlo method to train a lumped building
energy model (RC model), and estimate a heat loss coefficient.

3) Cluster Analysis: Cluster Analysis is used to identify structures or patterns within
the dataset of our interest. The individual data points are sorted into groups. How-
ever, clustering does not provide insights into how and why the data points are
grouped together or do not exist in the same group.

In the paper [SPP+21], to minimize the operational costs the authors study and
analyse a cluster of educational buildings, equipped with photovoltaic installations
and hybrid systems. Another such study in the field of building energy management
was done by Chicco et al. [CBP+15]. The authors designed a framework for
performance assessment employing clustering for thermal energy management in
buildings. The clustering technique is discussed in detail in section 3.2.

4) Time Series Analysis: statistical technique to uncover patterns and cycles over
a time period. This technique uses data points to study the same variable over a
time frame thereby helping to identify and forecast how the variable of interest may
change in the future.

In the paper, [ZPH+13] a data-driven time-series-based model is proposed for
building energy consumption prediction and applies it to two actual commercial
buildings. This model is used to predict energy consumption based on monthly
actual energy consumption data. Another research study proposed a framework
for utilizing learning-based modelling. This model will be used for the prediction
of relevant time series to support comfort satisfaction and resource efficiency in
building energy management [SPK18].

3.2 Machine Learning

Using machine learning and data analysis techniques possesses the potential to transform
raw data into very valuable assets which is one of the key reasons why machine learning
techniques are widely used around the globe [CPC19].

The idea of teaching a computer to acquire human-like intelligence roots back to the 1950s
when Alan Turning’s experiment demonstrated that a computer can trick a human into
thinking it is a human [Mar16-ol]. In this century, with the availability of an abundance
of heterogeneous data and computational power, machine learning systems’ predictive
performances have shown significant improvement over the years [NAM+17]. These
systems have made their home in a diverse range of domains, products and services. For
example, personal voice assistants, and movie recommendation systems. Machine learning
has established its way into our day-to-day lives. There has also been an increasing trend
in using ML across healthcare systems, criminal justice, environment monitoring, etc
[PRM21].

Machine learning is a branch of Artificial Intelligence (AI) which is used to predict
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Figure 3-7: Classification of Machine Learning Techniques Based on Learning Problems

outcomes of applications without being explicitly programmed to do so. Machine learning
methods learn from historical data for prediction and detection tasks [Bur-ol].

Figure 3-8: Supervised machine learning algorithmic approach [GFL18]
.

When presented with new data, these machine learning applications learn, grow and adapt
to develop by themselves to uncover meaningful information and perform the predefined
task without being told where to look from. This becomes possible due to the availability
of numerous ML algorithms that learn from data in iterative processes. Data Scientists and
Data Analysts can utilise these algorithms based on their problem scenario and expected
results [Pri23-ol]. One such example of using machine learning in research is in the paper,
[SDA+22] the authors have proposed a machine learning model for statistical analysis of
datasets. The new model GPT3 can be used for the prediction of data insights from the
calculated statistics of the large dataset. Utilizing deep neural networks GPT3 ensures
performance and reliability with huge datasets. This framework will efficiently remove the
dependencies on traditional data analysis methods such as correlation matrices, p-values
and many more such methods.
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A typical ML algorithm consists of three components [IBM-ol]:

1) A Decision Process: Generally, ML is used for classification and prediction tasks.
After performing a sequence of calculations on the input data which may be labelled
or unlabelled, the ML algorithm provides results based on the knowledge it has
acquired from the pattern present in the input data.

2) An Error Function: An error function defines the model’s accuracy. In scenarios
where the original output is available, the error function can be used to make a
comparison and calculate the accuracy of the model.

3) An Optimization Process: Based on the calculated error function, the model tries
to fit itself better and tries to avoid making the same mistakes as done in previous
iterations. This can be done by updating the necessary parameters of the algorithm.
The optimization process can run iteratively, updating the parameters autonomously
until the desired accuracy is reached by the model.

Figure 3-7, depicts the classification of ML algorithms based on the nature of the informa-
tion made available during the learning process [Bur-ol], [Pri23-ol], [Raj22-ol].

1) Supervised Learning: This learning algorithm uses labelled datasets to train the
model. The input and output of the algorithm are specified in this case.

2) Reinforcement Learning: This type of learning consists of three main components
namely, the agent, environment and actions. The agent is responsible for making
action by interacting with the environment. The algorithm works when the agent
chooses actions that maximise the reward for a given time period as shown in figure
3-10.

Figure 3-9: Semi-Supervised machine learning algorithmic approach [Alt22-ol]
.

3) Semi-supervised Learning: This set of learning algorithms is based on supervised
and unsupervised machine learning algorithms. This learning helps to solve the
problem where there is an unavailability of sufficient training datasets as shown in
figure 3-9.

4) Unsupervised Learning: In an unsupervised learning algorithm, the training data
is not dependent on labelled training data. The algorithm learns from the structure
of the input data pattern and gives the output.
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Figure 3-10:Reinforcement machine learning approach [Bha18-ol]
.

Clustering

The word clusters come from an old English word clysters, meaning a bunch. Clustering is
the method of grouping similar things together. Data points residing within one cluster have
similar properties. Machine learning makes use of this characteristic for data segregation
[Mar21-ol], [Tea22-ol].

Clustering belongs to a class of unsupervised machine learning algorithms which uses
unlabelled datasets to train the model. The aim of developing this technique was to, try to
build human-like cognitive abilities in machines.

Machines, unlike humans, find it challenging to group data together when the input is
unlabelled data sets, therefore techniques like clustering offered by ML are of great
importance and find their applications in many domains for example, anomaly detection,
spam detection, social-network analysis etc. [Mar21-ol], [Tea22-ol].

This technique exploits the idea that data points in a group have similar properties and data
points belonging to different groups exhibit different characteristics. In the absence of
labelled data, this technique interprets the data by finding patterns and observing different
attributes of the data set. In Clustering, new data points are mapped to already identified
clusters based on their characteristics.

Figure 3-11 depicts the output of a clustering algorithm. Here, different colours represent
different clusters and data points belonging to the same cluster exhibit similar properties
while data points in different clusters possess dis-similar characteristics.

Every analysis of clusters follows a series of steps,

1) Extracting and selecting features: this is the first step in any cluster analysis. Here,
features are extracted from the input to interpret the unlabelled data set.

2) Selecting clustering algorithm: ML offers a range of clustering algorithms to
choose from based on the problem scenario.

3) Evaluation and interpretation of result: This step involves the evaluation of
the obtained clusters and an explanation of how the clusters were formed by the
algorithm, and which features were considered.



State of the Art Page 33

Figure 3-11:The application of clustering algorithm on an unlabelled dataset [GFL18]
.

K-Means Clustering Algorithm

K-means belongs to the class of partition-based clustering algorithms. As the name
suggests, the data is divided into k number of clusters and any new data point is fed to
already identified clusters based on their features and properties.

This algorithm forms clusters between data points based on their spatial distances and
hence provides a range of distance calculation algorithms to choose from, for example, the
Manhattan distance, and Euclidean distance. It is the most popular clustering algorithm
and easy to understand. Its applications are spread across many fields image detection,
sensor measurements etc.,

In this algorithm, the number of clusters k, can be chosen randomly or defined at input
using cluster optimization techniques like the elbow method. Once the number of clusters is
defined, respective cluster centroids are chosen and data points are grouped into subsequent
clusters based on spatial distances to the centroids of the clusters. This process of choosing
the cluster centroid and assigning data points to a cluster is an iterative process until the
metric of the data points to their nearest cluster centre is minimized [Mar21-ol].

Cluster Optimization

In clustering algorithms, the number of clusters k can be defined in input or one can use
optimal clustering techniques like elbow method [CMM21].

The elbow method works in iterations as, for a range of k for example, from k =1 to 10.
Each iteration, Within- Sum of Clusters (WCSS) is calculated for each cluster. WCSS
defines the difference between the sum of squares of data points and the centroids. As
the number of cluster increases, the WCSS values begins to drop, this point where there
is a sharp change in WCSS value is identified as the elbow point and marks the optimal
number of clusters for clustering algorithms.
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This thesis utilises the K-Means clustering algorithm for the classification of the number
of residents in each building of a grid cell. The study determines the optimal number
of clusters using the elbow method. The output and details are explained in the results
section.

XgBoost Algorithm

Gradient Boosting algorithms have received a lot of attention from researchers around the
globe in recent years. This is mainly due to the improved performances of decision tree
algorithms as compared to other machine learning approaches.

In the Gradient Boosting approach, the model’s performance in terms of accuracy, effi-
ciency, and interpretability is improved using an ensemble of weak learners. These models
are an extension of decision tree algorithms and the output is a combined result of all
decision trees. The main idea is to use the error residuals of the previous model to fit
the next model as shown in figure 3-12 thereby improving the performance of a single
weak model by combining it with multiple weak models and generating a collective strong
model [Nvi23-ol] as shown in figure 3-12.

One of the most popular Gradient boosting approaches is the Xgboost algorithm which
focuses on computational speed and performance [Sah23-ol]. This algorithm can be
utilized for regression and classification problems and possesses the capability to handle
structured and tabular data efficiently. It is integrated with machine learning tools available
in Scikit learn package in Python and caret in R [Nvi23-ol]. Other highlighting features are
parallel processing support is enabled, cache optimization is included and efficient memory
management for large datasets exceeding RAM. The main advantages of employing
Xgboost algorithm are as follows [Jai23-ol],

1) Provision for Regularization: Standard GBM methods lack regularization and
hence suffer from overfitting issues. However, Xgboost prevents overfitting by
adding additional constraint penalties. It includes regularization terms in the objec-
tive function to be optimized during the training process and hence is also known as
the ’regularized boosting’ technique.

2) Parallel Processing: Traditional gradient boosting methods build sequential de-
cision trees and each tree tries to correct the mistakes of the previous one in a
sequential manner thereby limiting performance adversely. Xgboost is empowered
to support parallel processing and hence it utilizes available computational resources
such as multiple threads, organized cache access and even support Hadoop and
distributed computing frameworks. This significantly reduces training time and the
overall performance of the model improves.

3) High Flexibility: Xgboost provides users with the ability to customize to define
custom objective functions and evaluation metrics. The objective function is the loss
function which is to be minimized by the algorithm. This helps the user to define
evaluation metrics for requirements which are not dealt with by the standard Xgboost
algorithm. Additionally, users can define custom evaluation metrics to study the
model’s performance if the already available ones do not suit their requirement
definitions. Hence, Xgboost allows custom tuning of the model parameters. This
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helps to cater to specific problem scenarios which are not addressed by the algorithm.

4) Tree Pruning: Tree pruning refers to the process of collapsing decision trees to
reduce the complexity and overfitting of the model. Xgboost uses post-pruning
using maximum depth and minimum loss reduction parameters. The maximum
depth parameter establishes a value for the maximum permissible depth of a tree.
A tree exceeding this parameter is then stopped splitting further and converted to
a leaf node which helps combat overfitting and complexity. Similarly, a leaf node
is formed when a value below the minimum loss reduction parameter threshold is
reached. These parameters ensure only meaningful splits are made.

5) Built-in Cross Validation check: In traditional gradient boosting (GBM) a grid
search over a predefined set of values for the number of iterations is required.
However, Xgboost algorithm has an in-built early stopping functionality which
efficiently determines the optimal number of boosting iterations during the training
process thereby enables to obtain the best model performance while saving time and
computational effort.

Xgboost algorithm has been employed successfully in the field of building energy manage-
ment.

Figure 3-12: Boosting approach using the error residuals of the previous model to fit the
next model [Sah23-ol] .

In the paper, [AGA+19] authors propose an ensemble learning approach for reducing load
while maintaining occupants’ comfort in residential buildings. Xgboost has been employed
in their work to avoid overfitting problems and build an efficient and robust prediction
model.

Another research involving Xgboost is discussed in the paper [CWA+22]. The authors
propose a building energy prediction algorithm (AM-GBDT) that combines the gradient-
boosted decision tree (GBDT) to improve the accuracy of the building energy prediction
model. Simulation results highlight that the proposed building energy prediction algorithm
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improved the predicted building energy performance metrics and also reduced the training
time of the model.

3.3 Tools and Software

Python

There is mounting evidence of Python’s growing popularity from various surveys [NG19],[Pyt21-
ol] which suggests that Python is the most studied and used language for data engineering
and machine learning. This section covers fundamental elements of the language which
were the main reasons for choosing Python for the majority of the implementation in this
thesis work.

Python came into existence in the late 1990s [NG19], [PNS19] is an object-oriented, high-
level language and is built on top of abstract data types which enables faster application
development. Being an interpreter-based language eliminates the need to compile the code
before executing it. This makes the debugging easy and in turn, reduces the development
time effectively.

The availability of a wide range of libraries leads to fewer lines of code, helping the
programmer to focus more on the logic and testing and spend less time on the syntax. To
implement the same logic, Python uses 1/5th of code as compared to other OOPs languages
[NG19].

Data analysis and data science involve working with a huge amount of data. Python’s
ability to support large and robust standard libraries makes it easier and a popular choice
for data analysis and visualization [BRS19]. The popularity of Python in the ML domain
is also due to the enormous online community which provides help in various stages of the
data analysis process. While ML involves complex algorithms, python offers simple and
readable code enabling the developers to put all their efforts into solving the ML problem
instead of focusing on the technical issues of the language. Besides supporting a rich
technology stack with several libraries for the machine learning domains, namely NumPy,
Pandas and many more. Python’s platform-independent feature has led to Python’s wide
usage.

Numerous operating systems are supported such as Linux, Windows, and macOS. Python,
which is widely used for data analysis tasks, also appears to provide efficient interfaces to
all major commercial and open-source databases like MySQL. Python’s efficient interface
support and open-source availability are the key reasons for using it in this thesis study.

GIS

A geographical information system (GIS) is a system that maps and analyzes spatial data.
There are numerous features and applications of GIS namely:

1) GIS supports computer cartography which is map making.

2) GIS allows associating information (non-geographical data) with places (geographi-
cal).
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3) Spatial analysis: GIS is used for spatial and statistical analysis. One of the methods
includes adding layers to a map which creates a separate view of the original map
using some attributes.

4) The result of the analysis via GIS can be derivative information, interpolated infor-
mation, or prioritized information.

In this thesis, the software QGIS is used to visualize GIS data in both vector and raster
formats. The key reasons for choosing QGIS were that it’s open-source software and
provides support to various operating systems Windows, MacOS and Unix platforms
[KSS+18] making it platform independent. The well-documented tutorials along with
well-explained examples and popular online community support of QGIS developers
also contribute to choosing this software for the thesis work. This study uses QGIS for
visualization of the 3D Buildings models along with census databanks.

QGIS helped to identify the scenarios where a building is present in two grid cells concur-
rently and therefore centroid algorithms (built-in QGIS) were used such that each building
exists only in one grid cell. In this thesis, QGIS has also been used for result verifications
using its attribute tables feature which made it possible to verify the output of spatial join
produced from Python code to the output of spatial join done on QGIS.

SQL

The popularity of SQL is highlighted due to its high-level syntax which requires very less
programming for most of the queries. Its platform-independent nature makes it possible to
be implemented in many kinds of DBMS( Database Management Systems), from desktops
to open sources such as MySQL to commercial types such as Oracle, Microsoft SQL
Servers and more [FS15]. The First SQL standard was published in the late 1980s and
since then it has gone through various updates.

ML and data analytics developers acquire data from heterogeneous data sources and
formats ( .gpkg, .csv, etc.). To analyse and extract meaningful information from the data, it
must be imported and transformed. SQL is capable of extracting data from huge database
systems based on relational algebra with very low run-time complexity.

The core of SQL resides in its SELECT which can be manipulated for filtering of records,
columns, grouping and data processing tasks (GROUP BY and HAVING clauses). More-
over, the result of these queries can not only be stored inside a database or a view but also
be exported in many different formats such as text files, CSV files, pickle files, etc.

In this thesis work, SQLite has been used for data management [BP15]. SQLite is an
open-source advanced database system. Besides storing vast amounts of data, it also
enables to perform data processing using SQL. SQLite’s serverless interface (inbuilt server
in Python), zero-configuration, and freely available and easy-to-be-established connection
with Python were the main reasons behind choosing it for this thesis work.
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GitHub

Git serves as the repository on GitHub. Git is a distributed version control system for
software development that was first made available in 2005 [RA12]. It has made it
simpler to contribute to open-source projects by providing support for version control,
issue tracking (bugs and feature requests), documentation, notifications, diffs, and status
dashboards.

Before GitHub, a developer who wanted to contribute to a project had to download the
source code, make changes, and then email the patch for review. Using GitHub, you can
"fork" the source code, make your modifications, and then submit a "pull" request for
review. In GitHub, the project’s collaborators can review and contribute to documentation
files. The thesis work chooses to make the implementation (code) open-source thereby
making GitHub a perfect choice

3.4 Related Work for Census and Census Quality

Census collection is a crucial process for any country. It estimates the country’s population
by age, sex, and region. It serves as of great importance for municipal infrastructure project
planning. Additionally, it is the census data which helps the government to make public
funds distribution decisions among states and regions.

A study by Michaela and Rembrandt [SK16] highlight the importance of Census collection
and also explains in detail the history of the census in Germany. They also discuss the
census collection method used i.e., the register-based approach for the first time in the
country in 2011.

In the study [Pre13], authors Prewitt and Kenneth explain the importance of the United
States Census and how this collected data significantly contribute to research. Besides
being a demographic measure, the census data serves to understand the social and economic
characteristics of the population and thereby impacting the policies in the country. The
authors also discuss the challenges involved in maintaining the privacy and accuracy of the
collected and published census data.

Census affects policy-making at the local and international levels. Countries like the
United States and European Union host census after every ten years, but the data collection
method varies. The census results, besides being used by the statistical department as a
benchmark are also used for facilitating international comparisons such as Millennium
Development Goals thereby making census quality measurement an important attribute.
Census quality measure is important to maintain the integrity and utility of the information
produced. However, errors are inevitable in the census data collection process which makes
it a more challenging task to measure its quality. Another reason measuring census data
quality is difficult is the absence of a standard method that applies to all the different census
collection strategies and processes used by different countries. In the paper [BV12], the
authors introduce a common census quality assessment framework and assess the quality
of different census methodologies. According to the paper, the census is defined as a
multi-dimensional representation of information with six characteristics namely,

1) Relevance: The relevance of the collected census data measures whether the needs
of the stakeholder, users and population are met. The degree of the ’value for money’
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obtained from the census results defines its relevance measure.

2) Accuracy: Accuracy measure in terms of the census is related to the accuracy and
the errors afflicted during various stages of census design, collection and processing
procedures. This metric is closely linked to coherence and timeliness as the decisions
to improve accuracy impact the delivery time span of the census results.

3) Timeliness: This metric measures the time taken for the entire census process from
census design till the availability of results. If this time is very long then it affects
the validity and relevance of the results thereby highlighting a significant trade-off
between the accuracy metric.

4) Accessibility: The metric includes not only the availability of census results but also
includes the confidentiality of sensitive data sets without comprising the data quality.
The results of the census are utilized by government, private agencies, researchers
and various businesses and hence this data must be accessible, interpretable and
coherent.

5) Interpretability: This metric defines the degree to which the census results are easy
to understand and easy to find. It also includes the availability of supplementary
data or metadata which brings meaning to the census results for users and how
well-defined the metadata is in terms of definitions, terminologies, classifications
and references.

6) Coherence: Coherence measures how well the census results can be used together
with other statistical results. It also focuses on the integrity of data which can be
checked using administrative data, older survey results and validation checks on the
census data explaining any deviations of the data trends.

3.5 Designing Energy-Efficient Buildings

Energy-efficient buildings can help reduce the energy demands of cities [ÜEG+12]. This
has inspired intensive research in the field of estimating the energy consumption of
buildings and infrastructure for planning and evaluating energy-saving strategies but
the availability of high-quality and complete data for this type of research has proven to be
challenging. Additionally, the availability of building stock data including information on
building height, and floor area is limited. To address these research limitations, WURM et
al. [WDS+21]; leveraged crowd-generated databases, such as Open Street Map Projects
(OSM), and employed automated image analysis of remotely sensed images to obtain
superior quality building stock information.

The authors have used a convolutional neural network (CNN) to build a stock model from
aerial images and used the attributes of construction type and building age of the census
dataset to develop a random forest model. Figure 3-13 provides an overview of the different
methods used to model a building stock.

The importance of employing CNN for not only high-quality images but also increased per-
formance when compared to traditional methods of land surveying and manually digitized
building footprint generations making CNN a valuable tool for large-scale building stock
generation is also discussed. However, their work was limited to a few cities in the country
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Figure 3-13:Workflow of methods and datasets utilized by WURM et al. [WDS+21] to
build a building stock using CNN

and focused on building age predominantly. This thesis aims to develop a general building
stock of the country using the census 2011 dataset, integrating not just the building age but
characteristics like heating type, ownership, and number of inhabitants per building.

Another eminent contribution to the field of building energy-efficient buildings is high-
lighted in the work of Garbasevschi et al. [ASV+21]. Their work develops a machine
learning model for the classification and prediction of building age in many cities of the
North-Rhine Westphalia state of Germany. The authors propose a random forest model
which incorporates street and block metrics along with building attributes as classification
features. They also discuss the adverse impacts of building age misclassification on build-
ing heat estimation. The thesis focuses on the classification of the number of residents per
building in a city of Lower Saxony State i.e., Oldenburg. However, due to the unavailability
of training data for the number of residents per building in Oldenburg. This thesis study
attempts to develop a training data set and then utilize it for building classifications which
will be explained in detail in the next chapter.

The designing of energy-efficient buildings is affected by many factors and conditions. One
such parameter is the number of occupants residing in individual buildings. For designing
energy-efficient buildings, the estimation of the distribution of population for individual
buildings is a significant factor due to the below factors,

1) Estimating Load Profiles of Occupants: energy needs of individual buildings
depend on resident activities and patterns. Estimating the population distribution in
individual buildings help researchers and designers to design accurate and consistent
load profiles which reflect occupant energy requirements and thereby help in making
energy management strategies and decisions such as renovation plan, and heating
and cooling systems [CLA+19].

2) Effective Peak Load Management: Peak load predictions and their efficient
management can be accomplished by estimating the population distribution in
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individual buildings. Peak Loads occur when there is a high demand an ideal
scenario would be a building with the maximum number of residents. Studying the
residents per building can help in predicting such peak load patterns and reduce the
need for oversized and inefficient building energy systems [DDG+22].

3) Enhanced Building Occupants’ Comfort: By understanding building resident
distributions can help designers to ensure the indoor air quality, thermal comfort
and lighting conditions are maintained in areas with high occupant density. This
leads to occupant comfort and satisfaction, productivity and overall physical and
mental well-being of the residents [DDG+22].

Understanding the significance of population estimation for building energy management,
SCHUG et.al [SFL+21] propose a population mapping across Germany using weighting
layer from building characteristics using Earth Observation Data and census disaggregation.
In their study, they found that using building density, type and volume along with the
information on living floor area is suitable to produce accurate large-area bottom-up
population estimates.

Highlighting the importance of using high-resolution aerial images to map urban complexi-
ties and map features at a fine scale is explained in the paper [UHS11]. The obtained images
along with surface models (GIS models) and digital terrains were utilized to determine
building footprints. Additionally, city zoning maps were used for further classification
of buildings to identify residential and non-residential buildings. To further classify resi-
dential buildings and identify houses and apartments, ancillary geographical data such as
topographical data, climate data and infrastructural details were used as shown in Figure
3-14.

Figure 3-14: Workflow of methods and datasets utilized by URAL et al. [UHS11] to
estimate population mapping in areas of West Lafayette, Lafayette, and Wea
Township, all in the state of Indiana, USA.
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Results of the individual buildings were evaluated per census block with reference to the
known U.S census records as shown in Figure 3-15.

Figure 3-15:Estimated population distribution by URAL et al. [UHS11] using weighting
layers.

Another study in the domain of estimating population distributions at a fine scale was
done by CHEN et al. The authors found that integrating LiDAR data along with nighttime
light data (NTL) for studying building infrastructures improves the quality of population
estimation results. A random forest model was built on the integrated training data to
estimate the population for individual buildings, followed by a validation test performed
using the data from Huangpu District in Shanghai, China, [CWY+21].

3.6 Evaluation Based on the Requirements Specified

Figure 3-16 illustrates the evaluation overview of related work of Census and building
energy management methodologies according to the previously defined requirements in
the problem analysis chapter 2.
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Figure 3-16: Evaluation overview of the State of the Art approaches according to the
previously defined requirements.

1) R1 - Unified census data management to access different census datasets at
once: In the paper [BV12], the authors focus on building a census quality assessment
framework and the idea of accessing multiple census datasets is not explored. The
significance of combining different census datasets is highlighted in the work of
[WDS+21], [SFL+21] and [UHS11]. However, the authors explore different data
sources such as high-resolution images or CNN with the census of buildings and
housing. The population census population is not explored in any of these studies
and hence requirements are fulfilled partially.

2) R2 - Data integration for analysis: As seen in Figure 3-16, most of the require-
ments are satisfied by the research studies discussed above. All the studies except
for [BV12], discuss data preparation and data analysis concepts. However, data
integration processes are not explored and hence requirements are fulfilled partially.

3) R3 - Grid-based building analysis: In the previous studies examined, there is a
lack of research addressing the use of grid-based building analysis. However, a few
authors mention the significance of data distribution from a developer’s perspective.
In the paper[SFL+21] authors have used a census dataset (published in a grid format)
and combined it with high-resolution aerial images for their results. Another study
[CWY+21] utilises the grid-based building population for their model validations.

4) R4 - Population estimation for individual buildings using ML methods: Out of
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all the research discussed, only three studies [WDS+21], [SFL+21] and [UHS11]
discuss the estimation of the population to individual buildings to ensure energy
management strategies and decisions. However, the discussions are brief and no
results for occupant prediction are discussed and hence requirements are fulfilled
partially.

5) R5 - Supervised ML analysis & prediction: More than fifty per cent of the studies
discussed here have employed supervised learning techniques. It is mainly due to
the reason that employing supervised machine learning results in better classifica-
tions than unsupervised techniques. Hence, this study also utilizes supervised ML
techniques. However, supervised ML is the studies are used in combination with
other techniques such as CNN and hence requirements are fulfilled partially.

6) R6 - The model should be optimized for better performance and accuracy:
Once a machine learning model is built, its optimization becomes a crucial step to
obtain best-case results. This involves utilizing methods such as hyperparameter
tuning to make the model efficient and have a better prediction accuracy. Most of
the papers use such model optimization methods to have better results however the
optimization techniques vary and hence requirements are fulfilled partially.

7) R7 - The model should be evaluated for accuracy and performance measure-
ments: This requirement is satisfied by all the research papers mentioned relating to
model development. Model evaluation is a crucial and mandatory requirement for
any such study project and helps to determine the quality of the trained model. Most
of the papers use such model evaluation methods to have better results however the
techniques vary and hence requirements are fulfilled partially.

None of the listed approaches completely meet all of the requirements. However, all of
the mentioned methods contribute to at least two to three requirements, which aids in
achieving success to some extent; therefore, a new solution needs to be developed, which
will be further described in the upcoming chapter 4.
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4 Solution Concept

This chapter is the core of the present work. It describes the solution approach for the
development of a classification model for the building population estimation using Census
data and Building 3D models of the city of Oldenburg. The proposed solution must meet
the requirements derived from the problem analysis in section 2 and satisfy the call for the
actions defined in chapter 3.

Section 4.1 describes the inconsistencies in the utilized datasets and section 4.2, section
4.3, section 4.4 and section 4.3 describe the methodology of the solution approach used in
this study. These sections highlight databank preparation, preparation of training datasets,
development of a classification model and optimization of the developed model.

4.1 Inconsistencies between Census 2011 and Building 3D Models

The primary datasets used in this study are not complete and are inconsistent. In this
section, the different inconsistencies among the datasets are explored and a solution concept
is defined.

The Buildings 3D Models and the Census present several inconsistencies therefore the
need for a careful treatment of the data to ensure reliability and accuracy of the developed
model. It is imperative to handle such data inconsistencies. Failing to address these issues
can significantly affect the study’s outcome.

It is important, in particular, to resolve the data inconsistencies such that the integrity and
reliability of the findings are preserved. Inaccurate and inconsistent data can adversely
affect the conclusions of the study, potentially leading to erroneous interpretations and
misleading insights. By addressing these discrepancies, this thesis seeks to enhance the
overall quality and reliability of its results.

Furthermore, to achieve a comprehensive and holistic understanding of the problem under
investigation, it becomes necessary to address data inconsistencies. Data inconsistencies
can lead to the creation of biases and gaps in the information available for analysis thereby
hindering important findings. By addressing these discrepancies, this thesis aims to fill
these gaps and mitigate any potential biases, thus ensuring a robust and comprehensive
analysis.

For accurate classification and characterization of buildings, the resolution of the dis-
crepancies existing among the datasets of the Buildings model and Census is important.
Without addressing these issues, could lead to misclassification errors and lead to incorrect
inferences about the building type and characteristics. By maintaining consistent data, the
study can improve the accuracy of building classifications thereby enhancing the reliability
of subsequent analyses.

The subsequent section delves into the inconsistencies identified within the datasets and
attempts to propose suitable resolutions for each,

1) Addressing the unavailability of training data constitutes a significant challenge
addressed in this study. Owing to data protection and privacy regulations, individual
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building population data is solely accessible in an aggregated INSPIRE 100 m grid
format.

To overcome this challenge, synthetic training data was specifically tailored for
this study. This involved utilizing heterogeneous grid cells representing different
building types. Subsequently, this training data was used to train our model, enabling
us to predict the classification of buildings’ occupant population. This approach
allows us to work around the limitations imposed by the unavailability of test
and training data, ensuring the feasibility of our analysis and the accuracy of our
predictions.

2) The unavailability of combined census data of buildings, households and popula-
tion poses a challenge for this study. Inconsistencies arising from the absence of
combined census data hinder the study’s ability to comprehensively understand
and analyze the complex dynamics between the housing, buildings and population
census.

To accurately capture and comprehend the inter-dependencies of the datasets, a
comprehensive database is proposed. Thereby, multiple census results can now be
investigated simultaneously. This study can then overcome these inconsistencies
and enable insightful analyses.

LAEA Europe 

Buildings lying in two -
 Grid cells

Building Classifications
Single Family Houses
Multi-Family Houses
Other Type Houses

100m x 100m Grids

Figure 4-1: Buildings overlapping on multiple grid cells simultaneously

3) Addressing inconsistencies such as building-to-grid assignment is crucial for accu-
rate spatial analysis. Scenarios where a building is positioned in between two grid
cells, uncertainties arise regarding the appropriate grid cell assignment according to
the census records as can be seen in figure 4-1. This highlights the ambiguity and
lack of resolution in the published census and is one of the causes of misclassifica-
tions in this study. Failure to resolve this issue can result in inaccurate spatial and
analytical outputs.

An attempt to resolve such scenarios by using the centroid-based assignments as
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shown in figure 4-2. This method reduces the polygon of a building to a point and
this point can then be assigned to a single census grid cell. Utilizing a centroid-based
assignment, resolution of ambiguity and enhancing the accuracy of building-to-grid
assignments, leading to more reliable spatial analyses is our focus. However, the
problem still persists as the centroid method employed is our proposed approach but
the results may differ from building-to-grid assignments as published by the census
results dataset.

Centroids
LAEA Europe 
100m  100m Grids 

Building Classifications
Single Family Houses

Other Type Houses
Multi-Family Houses

x

Figure 4-2: Centroid-based assignment of buildings to grid cells

4) Another source of inconsistency in the classification stems from the mismatch
between the rate of building construction and model development which leads to
discrepancies in the representation of the built environment. This has led to a major
inconsistency in the data of the census and buildings model. Figure 4-3, shows one
of the many scenarios where for a grid, the building models are not present.

Our study addresses the population estimation of each grid by utilizing census data
and assigning residents to buildings for which models are available. Consequently,
in the future, with the availability of consistent building models, the census re-
sults utilized in our study can be employed to accurately assign residents to each
individual building.

5) Misclassifications are anticipated because the 3D CityGML models include all
of the buildings within the study area (including the non-residential ones like
administrative buildings, commercial, trade and other types). In contrast, the census
database specifically focuses only on residential buildings. Even after filtering the
buildings, substantial misclassification still persists. This can be attributed to the fact
that the 3D building models comprise only geometry information while potentially
lacking other relevant parameters beyond just the building’s geometry.

By resolving these inconsistencies, the thesis aims to enhance classification accuracy,
enable precise spatial analyses, capture inter-dependencies between variables, reflect
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Unavailable Buildings Model

 Building Classifications for Available 
 Buildings Model

Single Family Houses
Multi-Family Houses
Other Type Houses

Figure 4-3: Unavailability of Buildings 3D models

current scenarios accurately, and prevent misleading or biased conclusions thereby
improving the overall performance of the study.

4.2 Databank Preparation

Databank integrating Census datasets for Germany. This step involves the development of
a comprehensive databank consolidating various census datasets across Germany. It aims
to organize data and have unified access to census information of households, buildings
and population datasets as shown in figure 4-4.

Census Buildings

Census Databank for
Germany

Databank for
Oldenburg city

Census Population Census Households Buildings 3D Models

Merge Spatial
Join

Figure 4-4: Overview of Databank Preparation step

Databank integrating Buildings 3D models and Census datasets for Oldenburg city, Ger-
many. This step involves the development of a specialized databank comprising of Build-
ing’s 3D models and previously mentioned Census datasets thereby facilitating a holistic
analysis by integrating the spatial representation of buildings with demographic information
as shown in figure 4-4.
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To build a databank integrating various census datasets for Germany, census buildings,
households and population datasets were used. The structures of these datasets are defined
in table 4-2, table 4-1 and table 4-3.

Table 4-1: Data structure of published census household dataset

Grid Id Features Specification
Text

Quantity

100mN26912E43412 Size of private
household

1 Person house-
hold

2

100mN26912E43412 Size of private
household

2 Person house-
hold

11

The databank is designed with a specific structure to ensure efficient data traversal and
retrieval. Each grid ID within the databank is assigned a unique identifier, acting as a
primary key for accessing the associated data. This unique identifier allows for easy
navigation within the databank.

Table 4-2: Data structure of published census buildings dataset

Grid Id Features Specification
Text

Quantity

100mN26912E43412 Heating Type Central Heating 2
100mN26912E43412 Heating Type No Heating 11

The structure and organization of the databank are discussed in chapter 5.

Table 4-3: Data structure of published census population dataset

Grid Id Residents
100mN26912E43412 -1
100mN26912E41388 12

To build a specialized databank integrating various census datasets and buildings 3D
models for Oldenburg, census buildings, households, population datasets and buildings
3D models using a spatial join. To extract coordinates of census datasets, shape files for
Oldenburg city were used. The census coordinates were then joined with buildings models
coordinates such that buildings in grids can be identified for spatial and demographic
analysis.

4.3 Creation of Training Datasets

Initially, due to the unavailability of training and test datasets, experimentation with
unsupervised learning methods was performed. Specifically, the K-means clustering
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algorithm to cluster the buildings into different types, such as single-family houses (SFH),
multi-family houses (MFH), trade buildings, commercial buildings, service buildings, and
others was used. The optimal number of clusters was determined using the elbow method,
and scatter plots were used to study the distribution range of residents within each building
type, as depicted in Figure 4-5

1.0 1.2 1.4 1.6 1.8 2.0

4

6

8

10

12

14

Re
sid

en
ts

 p
er

 g
rid

 c
el

l

Distribution of residents

2.5 5.0 7.5 10.0 12.5 15.0 17.5
0

50

100

150

200

250

300

350

Re
sid

en
ts

 p
er

 g
rid

 c
el

l

Distribution of residents

1 2 3 4 5 6
0

10

20

30

40

50

60

70

80

Re
sid

en
ts

 p
er

 g
rid

 c
el

l

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
0

10

20

30

40

50

60

Re
sid

en
ts

 p
er

 g
rid

 c
el

l

(B)

(C) (D)

(A)

Figure 4-5: Scatter plots illustrating the distribution of residents per grid in Oldenburg
across different building types: A - Trade, B - Residential, C - Industrial, and
D - Service.

To assign residents to each cluster, a brute force approach within the identified ranges of
residents for each building type was used.

The study aimed to find the best solution that minimized the error between the assigned
cluster and the actual number of residents. However, this method resulted in significant
errors, rendering it unsuitable for further building classifications. Therefore, our focus
shifted towards supervised learning techniques.

Training datasets were generated for each building type class, specifically Single-Family
Houses (SFH), Multi-Family House (MFH), and other building types.

Figure 4-7 and the geographical representation as shown in figure 4-6 shows the distribution
of SFH, MFH and other building types across Oldenburg.

Homogeneous grid cells of the census data with the same building types were selected in
order to equally distribute the number of residents to each one of the buildings within that
grid cell according to the relative volume proportion of the building (footprint area and
number of storeys).
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Building Classifications

Single Family Houses
Multi-Family Houses
Other Type Houses

LAEA Europe 100m x 100m Grid cells

Figure 4-6: Different building types in Oldenburg City

It is important to note that census data contains a lot of private or secured data labelled as
-1, these were not included in the models. These grid cells are considered sensitive due to
potential discrimination and confidentiality concerns. Examples of sensitive areas include
prisons and rehabilitation centres. The exclusion of these grid cells ensures the protection
of an individual’s privacy and prevents any discriminatory impact.
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Single Family Houses
Multi Family Houses
Others

55.4%
40.8%

3.8%

Based on Buildings 3D Models
Single Family Houses
Multi Family Houses
Others

Figure 4-7: Pie plots illustrating building type classification based on Census 2011 and
Buildings 3D Models dataset

4.4 Performance Optimization

To enhance the model performance and accuracy, model tuning is performed on the
prepared classification model. Model tuning involves adjusting various parameters and
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fine-tuning to enhance the model’s predictive capabilities.

Model tuning was carried out by using hyperparameter optimization techniques offered
in Xgboost algorithm. The XGBRegressor class offers several hyperparameters that can
be tuned to optimize the model’s performance. GridCV search was implemented for the
model tuning. The hyperparameters tuned in this study are discussed in detail in the
Appendix chapter 7 section 7.2.

4.5 Classification Model

In search of an effective approach, supervised learning techniques were explored. Initially,
logistic regression was used to classify individual building occupants. However, the results
obtained from logistic regression did not meet our expectations in terms of accuracy and
performance.

As a result, other supervised machine learning algorithms, specifically logistic regression
and Xgboost were explored. For the evaluation of both the algorithms, mean-squared error
metrics were used and Xgboost showed better performance as shown in figure 4-8 and
hence it was utilized.
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Figure 4-8: MSE on Logistic regression And XGboost algorithms

Xgboost is explained in detail in the section 3.2. Xgboost is an ensemble learning method
that combines the power of multiple decision trees to make more accurate predictions.
Three separate models were developed and trained each pertaining to each building type
(SFH, MFH and Other building types) and their training datasets as shown in figure 4-9,
figure 4-10 and figure 4-11.

The model’s objective was to allocate residents per grid cell to the buildings within the
heterogeneous grid cells, considering the proportional building area and a number of
storeys.

The model takes into consideration the number of buildings within each grid cell and their
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Buildings 3D

Model

SFH Homogeneous

Grids cells

Figure 4-9: SFH Homogeneous grids used as training dataset

geometric characteristics (3D CityGML LoD2 models), the number of stories of each
building within each grid cell (assuming that each floor is approximately 3.0 m and the
number of residents at the grid cell level.

Buildings 3D 
Model

MFH Homogeneous 
Grids cells

Figure 4-10:MFH Homogeneous grids used as training dataset

The selection of Xgboost as our preferred algorithm was based on the comparison of its
results and metrics with those of other models.

Model’s accuracy can be evaluated at the grid cell level, providing a measure of the
precision in predicting the number of residents for each building within the respective grid
cell. Model evaluation using various metrics is discussed in detail in the results chapter
5.
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Figure 4-11:Other Building Type Homogeneous grids

4.5.1 Summary

The proposed approach is further explained through a flowchart, which provides a vi-
sual representation of the detailed steps involved in the implementation of the approach.
This flowchart as shown in figure 4-12 serves as a roadmap, guiding through the sequen-
tial and interconnected stages of data integration, preparation of training dataset, model
development, and tuning.

Overall, the combination of these key components and the outlined steps in the flowchart
form a comprehensive and systematic approach to address the objectives of the study,
enabling the accurate classification of building population estimation based on integrated
Census and Buildings 3D models data.



Solution Concept Page 55

Bu
ild

in
gs

 m
od

el
 &

C
en

su
s 

da
ta

ba
se

Bu
ild

in
g 

ty
pe

s

H
om

og
en

ou
s

SF
H

 g
rid

s
H

om
og

en
ou

s
M

FH
 g

rid
s

H
om

og
en

ou
s

ot
he

r g
rid

s

 T
ra

in
in

g 
da

ta
SF

H
 T

ra
in

in
g 

da
ta

M
FH

H
et

er
og

en
ou

s
gr

id
s 

ar
e

as
si

gn
ed

 0

D
is

tri
bu

te
 re

si
de

nt
s

ba
se

d 
on

 (N
um

be
r o

f S
to

re
ys

)

D
is

tri
bu

te
 re

si
de

nt
s

ba
se

d 
on

(A
re

a 
* N

um
be

r o
f S

to
re

ys
)

D
is

tri
bu

te
 re

si
de

nt
s

ba
se

d 
on

(A
re

a 
* N

um
be

r o
f S

to
re

ys
)

Si
ng

le
 F

am
ily

 H
ou

se
s 

(S
FH

)

M
ul

ti 
Fa

m
ily

 H
ou

se
s 

(M
FH

)

O
th

er
 B

ui
ld

in
g 

Ty
pe

s

Xg
Bo

os
t

Al
go

rit
hm

Xg
Bo

os
t

Al
go

rit
hm

M
od

el
 b

ui
ld

in
g

M
od

el
 b

ui
ld

in
g

Tu
ne

 m
od

el
Tu

ne
 m

od
el

Pr
ed

ic
t f

or
SF

H
 in

he
te

ro
ge

no
us

gr
id

s

Pr
ed

ic
t f

or
M

FH
 in

he
te

ro
ge

no
us

gr
id

s

M
er

ge
Bu

ild
in

g
cl

as
si

fic
at

io
ns

Figure 4-12:Workflow of methods and datasets used in this study





Results Page 57

5 Results

In this section, the results obtained for each section are discussed in the methodology
chapter 4. Section 5.1 discusses the final databank structures. Section 5.2 defines the main
results for the synthetic training datasets by illustrating comparisons with the primary
dataset. Lastly, section 5.3 and section 5.4 discuss the results obtained from the developed
and tuned model.

5.1 Databank Preparation

As discussed in section 4.2 in this study, two databanks have been prepared, databank 1
integrating census population, housing and buildings and the other specialized databank 2
integrating the previously mentioned census datasets and Buildings 3D models.

The databank 1 has 1783987 records and 74 columns with Grid id serving as a unique
identifier. A detailed overview of the structure of the final databanks is given in Appendix
7 table 7-1 and table 7-2. It consists of characteristics of all three census datasets thereby
providing details information about the buildings in the grid, heating types (e.g., central
heating, floor heating ) used across the grid, type of households per grid (e.g., 1-Person
Household, 2-Person Household ), the number of different building types (e.g., SFH, MFH,
Other) across the grid and lastly the number of residents per grid.

The databank 2 has 56750 records and 46 columns containing grid cell level building
geometric information such as height, area, surface area, number of storeys along with the
number of people living on a grid.

These databanks were created using Sqlite in Python which provides serverless storage
and faster retrieval of large datasets as discussed in section 3.3 and section 3.3.

The creation of a databank helps faster extract, load and transformation of information
and can also be used for further analysis tasks related to census datasets. Additionally,
it facilitates data management and enhances data processing efficiency thereby opening
possibilities for deeper analysis.

5.2 Creation of Training Datasets

As discussed in section 4.3 in the absence of training data due to data privacy laws.
Synthetic training datasets for the classes SFH, MFH and other building types were
prepared. The training data for SFH was prepared by distributing the residents per grid
considering the proportion of the building area.

Consequently, the training data for MFH and other building types were prepared by
distributing the residents per grid considering the proportion of building area and the
number of storeys as shown in section 4.5.1 and figure 4-12.

Figure 5-1 illustrates the comparison of the training dataset and the original dataset for
SFH. The histogram in blue shows the distribution of residents per grid based on the
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Figure 5-1: Resident distribution in original and assigned grids for SFH training data

assigned residents(as of building area proportion). The histogram in salmon pink shows
the distribution of residents per grid based on the original residents (as of census data).
It can be seen that the distribution of assigned residents is concentrated between 0 to 20
residents per grid. On the other hand, the distribution of assigned residents per grid cell
is concentrated between 0 to 40 residents per grid. This highlights that for the training
dataset most of the grids have between 0 to 20 residents although the distribution based on
the census data, is still concentrated towards the lower end but there are grids that have a
larger number of residents as compared to the training dataset.
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Figure 5-2: Resident distribution in original and assigned grids for MFH training data

Figure 5-2 illustrates the comparison of the training dataset and the original dataset for
MFH. The histogram in blue shows the distribution of residents per grid based on the
assigned residents(as of building area and the number of storeys proportion). The histogram



Results Page 59

in salmon pink shows the distribution of residents per grid based on the original residents
(as of census data). It can be seen that the distribution of residents in both cases is
concentrated between 0 to 100 residents per grid. This indicates that the maximum number
of residents per grid is consistent in both cases.
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Figure 5-3: Resident distribution in original and assigned grids for other building types
training data

Figure 5-3 illustrates the comparison of the training dataset and the original dataset for
other building types including trade, commercial and service buildings. The histogram
in blue shows the distribution of residents per grid based on the assigned residents(as of
building area and the number of storeys proportion). The histogram in salmon pink shows
the distribution of residents per grid based on the original residents (as of census data). It
can be seen that the distribution of assigned residents closely follows the original resident’s
distribution. However, the maximum number of residents per grid varies i.e., for training
dataset and original dataset are 20 and 40.

Overall, it is evident from the three histograms that the majority of grids in the training
dataset have a relatively low number of residents. However, for grids between 0 to 20
residents, the training dataset is able to capture the distribution of the original dataset. This
is important because according to the original dataset the average number of residents
per grid is 30. Hence, the trained models follow the average distribution for the original
residents’ dataset.

5.3 Performance Optimization

In this study, the model is fine-tuned with a grid search method. The details of each hyper-
parameter used are discussed in section 4.4. The tuned values of these hyperparameters
are discussed in Appendix 7 Table 7-3.

To compare the optimization results, the R2 score and Mean Squared Error(MSE) metrics
were used. The R2 score defines how well the developed model fits the dataset. It ranges
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between 0 to 1 and a R2 score closer to 1 indicates a better fit. Figure 5-4 highlights the
values of the R2 score before and after performing the model tuning.
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Figure 5-4: XGBoost R2 score before and after hyperparameter optimization

Additionally, MSE measures the average squared difference between the predicted values
and the actual values. A lower MSE value indicates a better fit. Figure 5-5 shows a drastic
drop in the MSE value after tuning the model. Therefore, it is evident that the model is
better fit after tuning.
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Figure 5-5: Bar plot illustrating the XGBoost MSE before and after hyperparameter opti-
mization
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5.4 Classification Model

The model’s accuracy can be evaluated at the grid cell level as defined in equation 5-1,
providing a measure of the precision in predicting the number of residents for each building
within the respective grid cell.

Accuracy per grid =

(
100 –

∣∣∣∣∣ΣRpredicted –ΣRoriginal

ΣRoriginal

∣∣∣∣∣
)

(5-1)

where,
Rpredicted represents the predicted building residents per grid
Roriginal represents the original residents per grid
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Figure 5-6: Bar plot illustrating the average prediction accuracy over different building
types

Figure 5-6 highlights the average accuracy percentage for SFH, MFH and other building
types. The overall accuracy is observed to be higher than 50% in all the building types
with the highest accuracy observed in the case of SFH. This is important as SFH occupy
the highest share of building types in Oldenburg which is evident from figure 4-7.

Figure 5-7 illustrates the comparison of predicted and the original residents per grid across
Oldenburg. The histogram in blue shows the distribution of predicted residents while the
histogram in salmon pink shows the distribution of original residents per grid cell.

It can be seen that the distribution of predicted residents is concentrated between 0 to
25 residents. However, the original dataset covers larger distribution, with the maximum
number of residents per grid at 100. The inconsistencies in the datasets as discussed in
section 4.1 and irregular distribution of building types in the Census and Buildings 3D
models mainly due to building type misclassifications as can be seen from 4-7 are the
major causes of such variation in distributions.

It was observed that the performance of the synthetic training dataset closely followed
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Figure 5-7: Plot illustrating the distribution of original and predicted residents per grid
cell across Oldenburg

the distribution of primary datasets with minor deviations( due to already discussed
inconsistencies) from the distribution curve. The main reason for the good performance of
the synthetic training sets is as they were based on the calculating proportion of resident
grids and distributing them among the buildings of the grid as can be seen in figure 4-12.
However, when the final model was built integrating the training sets which comprised
minor deviations, it resulted in high deviations from the original distribution.

Additionally, it was observed that the performance of the model is tied to the accuracy of
the building type classification. A better building type classification will lead to a better
prediction of the number of residents. Overall, the accuracy of grid cells spans from 10%
to 100%, with an average of 62.4%. Approximately, 25% of all buildings were classified
with an accuracy of 80% or higher.

In conclusion, census data provides useful information that can be used to parameterize
building energy models. This study shows the possibilities of using statistical, machine
learning and GIS-based models in order to classify buildings and generate a detailed
national building stock while still complying with data privacy laws. The results obtained
can be enhanced by developing a larger machine-learning model that incorporates and
learns from more parameters.
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6 Summary and Outlook

This section summarizes the primary findings and conclusions of the study and outlines
the potential directions for future research and development.

6.1 Conclusion

This study plays a significant role in providing relevant information for the development of
the energy map for Germany, which is crucial considering the ongoing energy crisis in the
country. Focusing on the understanding of residents per building provides valuable insights
into the trends and patterns of individual energy needs. This knowledge is essential for
making informed energy management decisions and strategies, thereby leading to effective
and efficient energy usage.

Two primary datasets, Census 2011 and Buildings 3D models, were used. The Census
2011 databank consists of three main datasets: Population, Households, and Buildings.
The Census 2011 collection process and quality checks for the gathered data were also
discussed. This data is published in the INSPIRE-compliant 100m grid format with the
highest resolution of 100m× 100m grid cells. The aim of the study is to utilise this
100m×100m information of grids and build a classification model for Oldenburg.

In the beginning to obtain a classification model, unsupervised learning techniques such as
clustering using K-means were explored. In this method, an optimal number of clusters
were identified for the dataset under consideration using elbow methods, and scatter plots
of different building types helped to analyse the distribution of residents per grid. However,
the results were not satisfactory, and therefore, a new approach was chosen for further
analysis.

This study used a supervised machine learning algorithm and a GIS-based model for
individual building population estimations. In the absence of training data due to data
regulation policies, synthetic training datasets were prepared for different building types
(SFH, MFH and other building types). For the number of residents, a gradient-boosted
decision tree model was developed and tuned. The model shows an average accuracy
of 62%, where the models are closely related to the building form classification. It is
important to note that census data containing private or secured data labelled as -1, were
not included in the models. These grids include areas such as prisons, rehabilitation centres,
asylums and many others which are considered sensitive due to potential discrimination
and confidentiality concerns.

A general visualization of the classification results for all of the models is found in figure
6-1, where for a specific area of Oldenburg, all buildings are classified into the respective
parameters. In conclusion, this study shows that census data offers valuable insights that
can be used to parameterize building energy models.

This study highlights the potential of utilizing statistical, machine learning, and GIS-based
models to classify buildings and create a comprehensive national building stock, all while
adhering to data privacy regulations. The findings of the study can be further improved by
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Figure 6-1: Building occupant classification results

developing a more extensive machine learning model that incorporates and learns from a
wider range of parameters. By expanding the model’s scope and incorporating additional
relevant features, a more accurate and detailed classification of buildings can be achieved,
leading to enhanced insights and a deeper understanding of the building stock.

6.2 Future Work

This study makes a significant contribution to the development of the energy map for
Germany, which is of utmost importance given the current energy crisis in the country. A
key aspect of this study involves understanding the number of residents per building, as it
provides valuable insights into individual trends and patterns. This understanding, in turn,
enables better decision-making and strategies for energy management.

The availability of comprehensive training datasets plays a crucial role in training the
model and improving its performance. In this study, the importance of obtaining high-
quality training data to enhance the accuracy of the model’s predictions is recognized.
By incorporating a wide range of building samples with different characteristics, the
model becomes more robust and capable of accurately classifying buildings in various
scenarios.

The inclusion of a training dataset ensures that the model learns from a wide spectrum of
building types, architectural styles, and geographical variations and thereby making the
model generalize better and make accurate predictions on unseen data.

By emphasizing the significance of training datasets and their impact on the model’s
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performance, this study highlights the need for ongoing efforts to collect and curate high-
quality data. A continuous focus on improving the training datasets will ultimately lead
to more reliable and accurate building classifications, thereby facilitating better energy
management decisions and strategies.

In this study, the performance of the developed model relies heavily on the accurate
classification of building types. A more precise classification leads to improved model
performance. Utilizing Census 2022, datasets instead of Census 2011 have been estimated
to produce better results than the former census. The main reason for this is while both
censuses use register-based data to estimate the population of the country. However, the
difference comes in the way the inaccuracies in the register data are dealt with. In Census
2022, it was found that the need for adjustments in smaller municipalities was greater than
in larger municipalities therefore random sampling in municipalities of all sizes, both large
and small is to be used to correct any inaccuracies introduced during the upcoming census
[Off20-ol]. This new approach could lead to better and more precise classifications than
Census 2011.

Another approach to obtain a more precise classification can be of using high-resolution
aerial images introduced by Würm [WDS+21] and this methodology can be extended by
integrating these images with the primary datasets. Thereby one of the main inconsistencies
in the classification of buildings can be addressed. This integration will result in better
performance of the model and improved classification accuracy.

In summary, this study not only contributes to the energy map development for Germany
but also emphasizes the significance of accurate building classification. By leveraging high-
resolution images and integrating them with primary datasets, the model’s performance
is enhanced, leading to improved building classification and consequently, more reliable
energy management strategies.
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7 Appendix

7.1 Final Databank Structures

This section elaborates on the data integration results of this study. The different parameters
are shown, followed by their descriptions and labels. Table 7-1 describes the databank
structure for Germany comprising different census datasets joined based on grid id acting
as a unique identifier. In the table 7-2, Building coordinates in table 7-2, (N,S,E,W) refer
to the North, South, East and West coordinates. The final databank for Oldenburg consists
of Table 7-1 and Table 7-2 as its structure. The results presented here are to give an
intuition of how the databanks and their components are structured.

Table 7-1: Databank structure for Germany comprising census buildings, households
and population

Census type Parameter Description Pred. Label

Buildings
census

Grid Id Unique identifier -

Building type Buildings with living
space

1

Residential buildings 2
Residential buildings
(excluding dormito-
ries)

3

Dormitory 4
Other buildings with
living space

5

Building age Before 1919 1
1919–1948 2
1949–1978 3
1979–1986 4
1987–1990 5
1991–1995 6
1996–2000 7
2001–2004 8
2005–2008 9
2009 and later 10

Type of Owner-
ship

Community of apart-
ment owners

1

Private person 2
Housing cooperative 3
Municipality or mu-
nicipal housing com-
pany

4

Continued on next page
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Table 7-1 – Continued
Census type Parameter Description Pred. Label

Private housing com-
pany

5

Other private com-
pany

6

Federal or state gov-
ernment

7

NGO 8

Building
form

Detached
SFHSemi-detached

Terraced house
Detached

MFH

Semi-detached
Terraced house
3–6 apt.
7–12 apt.
> 13 apt.
Other building types

Number of
rooms

1 Room 1

2 Rooms 2
3 Rooms 3
4 Rooms 4
5 Rooms 5
6 Rooms 6
7 Rooms or more 7

Total buildings Number of buildings > 0

Households
census

Type of private
household (by
family)

Single person house-
holds

1

Couples without
child

2

Couple with child 3
Single parent house-
holds

4

Type of private
household
(living arrange-
ment)

Single person house-
holds

1

Married couples 2
Registered partner-
ships

3

Single mothers 4
Single fathers 5

Size of private
household

1 Person 1

Continued on next page
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Table 7-1 – Continued
Census type Parameter Description Pred. Label

2 Person 2
3 Person 3
4 Person 4
5 Person 5
6 Person or more 6

Total house-
holds

Number of house-
holds

> 0

Population
census

Number of resi-
dents

Number of people > 0

Uninhabited or secret –1

Table 7-2: Databank Structure for Oldenburg comprising different census datasets and
buildings 3D models

Parameter Description Pred. Label
Building Id Unique identifier -
Area Area of the building > 0
Height Height of the building > 0

Category

Residential buildings 1
Service buildings 2
Industrial buildings 3
Trade buildings 4
Other buildings 5

Type
SFH 1
MFH 2
Others 3

Storeys Number of storeys (0 – 5)
Volume Volume of the building > 0
Perimeter Perimeter of the building > 0
Surface Area Surface area of the building > 0
Geometry Building coordinates (N, S, E, W)
Centroid Building centroid coordinates (x,y)

7.2 Model Optimization Parameters

In this section, the hyperparameters tuned during model tuning are discussed. Table 7-3
illustrates the parameter values used in this study. The results presented here are to give an
intuition of the configuration setting. The following are the hyperparameters used in the
study:

1) Maximum depth: This parameter is used to define the maximum depth of the tree
in the algorithm. The higher the maximum depth value, the higher the probability of
capturing complex relationships, but it also increases the risk of model overfitting.



Page 70 Appendix

2) Minimum loss reduction: This parameter defines the minimum loss reduction
(gamma) required to do a further split in the tree. This parameter defines the
minimum threshold for creating new tree nodes. A higher value results in fewer
splits, leading to a more conservative model. At the same time, lower values make
the model more complex by allowing more splits.

3) Training instances: This parameter refers to the fraction of training instances
(subsample) that are randomly sampled to train each tree in the XGBoost ensemble.
It helps prevent overfitting by controlling the sampling of the training data.

4) Number of estimators: This parameter determines the number of trees (or estima-
tors) to be created in the model. Each tree contributes to the final prediction, and
increasing the number of trees can improve model performance. However, a higher
number of estimators also increases the computational complexity and the training
time.

5) Evaluation metrics: This metric is used for data validation and consists of a variety
of different parameters such as root mean squared error (RMSE), mean absolute
error (MAE) and many more. In this study, we have used RMSE with an objective
function of squared error for validation.

Table 7-3: Hyperparameters of XgbRegressors used in this study

Hyperparameters of XgbRegressor Values
Maximum Depth 7
Learning Rate 0.3
Number of Estimators 300
Gamma 1
Subsample 0.8
Objective Function squared error
Evaluation Metrics RMSE
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Acronyms

AI Artificial Intelligence

CNN Convolutional Neural Network

CRS Coordinate Reference System

ETRS European Terrestrial Reference System

GBDT Gradient-Boosted Decision Tree

GBM Gradient Boosting Method

GML Geography Markup Language

IEA International Energy Agency

ISO International Organization for Standardization

LAEA Lambert Azimuthal Equal Area

LOD Level-Of-Detail

MFH Multi-Family Houses

ML Machine Learning

OSM Open Street Map Projects

QGIS Quantum Geographical Information System

RMC Regression Model Checking

SFH Single Family Houses

SQL Structured Query Language

UML Unified Modeling Language

WCSS Within-Sum of Clusters
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