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Abstract: Within the search for alternative sustainable materials for future transport applications,
wood veneer laminates are promising, cost-effective candidates. Finite element simulations of
progressive damage are needed to ensure the safe and reliable use of wood veneers while exploring
their full potential. In this study, highly efficient finite element models simulate the mechanical
response of quasi-isotropic [90/45/0/− 45]s beech veneer laminates subjected to compact tension and
a range of open-hole tension tests. Genetic algorithms (GA) were coupled with these simulations to
calibrate the optimal input parameters and to account for the inherent uncertainties in the mechanical
properties of wooden materials. The results show that the continuum damage mechanistic simulations
can efficiently estimate progressive damage both qualitatively and quantitatively with errors of less
than 4%.Variability can be assessedthrough the relatively limited number of 400 finite element
simulations as compared to more data-intensive algorithms utilised for uncertainty quantification.

Keywords: wood; finite element analysis; genetic algorithms; progressive damage; open-hole tests;
continuum damage mechanics

1. Introduction

To advance the aim of mitigating greenhouse gas emissions, the utilisation of wood-
based materials will contribute significantly due to wood’s ability to store carbon. In the
context of transportation, particularly electromobility, sustainability has become increas-
ingly important in the last decade [1]. To minimise the CO2 footprint of electromobility
structures over their entire life cycle, attention is being directed towards sustainable mate-
rials such as wood. Opposed to state-of-the-art lightweight materials such as aluminium
or fibre reinforced plastics, wood has a significantly lower carbon footprint. This re-
duces greenhouse gas emissions on the material level prior to production. Furthermore,
lightweight construction holds significant importance in cutting down on in-service energy
requirements. Wood, with its favourable combination of low density and good mechanical
properties, presents a promising candidate for the use as a sustainable lightweight material
in vehicle construction. Given the present reliance on simulation in the development of
vehicle structures, it is essential to establish efficient simulation techniques for the safe
and reliable design of thin wooden structures as a sustainable alternative in transport
applications [1].

Over the past three decades, various engineered wood products, such as glue-laminated
timber and cross-laminated timber, have gained widespread acceptance. Since these prod-
ucts require up to 45 mm thick boards, thinner alternatives in the form of laminated veneer
lumber have been explored [2]. Recently, the integration of thin wooden panels into au-
tomotive door panels has been studied. Kaese et al. [3] and Heyner et al. [4] studied
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veneers in multi-material systems for future vehicle structures in the publicly funded
project “For(s)tschritt” by the German federal ministry of economic affairs [1]. The study
contained the development of a hybrid wood-steel structural component subjected to crash
loads. A laminated veneer lumber beam, hybridised with thin steel strips, was shown to
compensate the low elongation at fracture and ensure the structural integrity. Although
the wood–steel hybrid beams showed high energy absorption and stable failure in the
wooden component, they were not able to achieve the maximum deformation and exceeded
the target weight as opposed to conventional steel beams used in current vehicle doors.
Therefore, further optimisation is required to make wood-based materials a viable option
for sustainable vehicle structures. This motivates the work presented in this paper, aiming
to explore highly efficient simulations to design and certify future sustainable structures
made from wood.

It has been found that well-established mechanical tests developed for fibre-reinforced
polymers (FRPs) can also be applied to thin wood veneer laminates [5], particularly when
subjected to tensile loads [6]. The results of standard tensile, compact tension, and open-hole
tension tests indicate that it is possible to characterise the elastic and strength properties, as
well as the damage resistance, of these materials. As the mechanical behaviours of FRPs and
wood veneer laminates under tensile loads are comparable, these experimental findings
motivate the present study to adopt efficient finite element (FE) simulation methods from
FRPs to thin wooden materials.

Finite element analysis (FEA) of progressive damage can be broadly categorised into
discrete or continuous methods. Discrete approaches directly integrate fracture into the FE
formulation. The cohesive zone model (CZM), a fracture energy-based approach, is the
most commonly utilised discrete tool in FEA and is typically available in most commercial
FE software packages. To eliminate the need for prior knowledge of crack paths in CZM,
more advanced enrichment techniques based on the partition of unity have been developed
for mesh-independent modelling of arbitrary fractures [7,8]. Although discrete techniques
enable the precise modelling of cracks, they also lead to increased computational cost and
complexity.

Continuum damage models preserve the FE mesh continuity by decreasing local
stiffness to account for damage in a distributed manner. Continuum damage mechanics
(CDM) takes into account progressive degradation, where the loss of stiffness can be
attributed to a series of microcracks. Early CDM-based simulations of FRPs were conducted
in the 1990s [9,10]. Due to its ease of implementation and computational efficiency, CDM
has become a popular framework for simulating progressive damage in FRPs, such as in
axial crushing [11], impact analysis [12], compression after impact tests [13], bi-axial load
cases [14], and the prediction of fibre kinking [15].

Compared to studies on FRPs, research on wood and wood-based materials using
numerical methods is relatively scarce. Although several 3D constitutive CDM-based
material models have been developed (e.g. [16–20]), many of these models are implemented
in user-defined subroutines, which limits their general use. In addition, 3D material
models typically require a large number of input parameters, and hence a comprehensive
calibration procedure is needed [16]. Rahman et al. [21] investigated built-in CDM-based
material models in the commercial FE software LS-DYNA and found that most FRP models
are applicable to wood when considering ply-based input parameters.

Irrespective of the applied material model, it is important to consider how to obtain
the corresponding FE input data, particularly when simulating progressive damage where
some parameters cannot be measured in isolated experimental tests. When computation-
ally efficient FE models are considered, data-driven calibration techniques have shown
significant potential in providing a transparent and objective means of determining optimal
input parameters. Examples include the use of machine learning methods [22,23] and the
application of genetic algorithms (GA) [24,25].

This paper presents a ply-based material model in combination with a GA-based
calibration procedure for the efficient FE simulation of progressive damage in thin wood
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laminates, including the consideration of uncertainty. Section 2 describes the material
model and its incorporation into an efficient FEA in the commercial software LS-DYNA.
The input parameters are calibrated in Section 3 by means of a data-driven calibration
algorithm. Section 4 validates the FE framework against experimental results obtained from
a range of open-hole tension tests. The benefits and limitations are discussed in Section 6
before concluding remarks in Section 7.

2. Material and Modelling
2.1. Material

Sliced European beech (Fagus sylvatica) veneers (supplied by Metz & Co, Stuttgart,
Germany) with a thickness of 0.6 mm and density of 720 kg/m3 are stacked up in a quasi-
isotropic [90/45/0/ − 45]s layup resulting in a laminate thickness of approximately 3.8 mm
due to compaction, see Figure 1a. Details about the manufacturing process can be found
in [6]. In short, the beech veneers were adhesively bonded with PURBOND HB S309.
After stacking up the veneers, a uniform pressure of 1 MPa for 20 h was applied to the
stack. Mechanical tensile tests of the quasi-isotropic laminates resulted in a measurement
of the laminate modulus E of 5.5 GPa (7.3% cv) and a laminate strength X of 70.90 MPa
(7.3% cv) [6].

(a) (b)

Figure 1. (a) Illustration of considered quasi-isotropic [90/45/0/ − 45]s laminates and (b) ply-based
stress-strain relationship as input into CODAM2 finite element model to simulate progressive damage
in wood veneer laminates.

2.2. Material Model: CODAM2

To describe the mechanical behaviour of the [90/45/0/ − 45]s beech veneer laminates,
the strain-based COMposite DAMage Model (CODAM2) was applied, which is incorpo-
rated as MAT219 in the commercial FE software LS-DYNA [26]. In the following, the
governing equations of this material model are presented. More details can be found in
related literature [27–29].

Figure 1b illustrates a general stress–strain curve to describe progressive damage in the
two principal axes in the grain direction (α = 1) and perpendicular (α = 2) to it. Strains are
evaluated in each ply of the laminate. Hence, ply-based damage is formulated in terms of
equivalent strain functions. The longitudinal (associated with the fibre or grain) equivalent
strain ε

eq
1 is taken to be equal to the magnitude of the longitudinal normal strain ε11

ε
eq
1 = |ε11|. (1)
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The transverse (matrix) equivalent strain ε
eq
2 considers transverse tensile ε22 and shear

strains γ12 such that

ε
eq
2 = sign(ε22)

√
(ε22)

2 +
(γ12

2

)2
. (2)

The sign of the transverse normal strain ε22 is used to determine compressive (negative)
or tensile (positive) loadings in the transverse direction. Here, only tensile load cases are
considered.

The damage variables ωα in the longitudinal (α = 1) and transverse (α = 2) directions
are defined in terms of damage initiation strain εi

α and damage saturation strain εs
α such that

ωα =


∣∣∣εeq

α

∣∣∣− εi
α

εs
α − εi

α

(
εs

α

ε
eq
α

)
for

(∣∣∣εeq
α

∣∣∣− εi
α

)
> 0. (3)

A damage variable 0 < ωα < 1 indicates partial damage while ωα = 1 denotes fully
saturated damage.

The parameters for the damage initiation and saturation strains, εi
α and εs

α, are crucial
in modelling progressive fracture. The fracture energy of each ply G f

α can be related to the
damage saturation strains εs

α and ply strength Xα by

εs
α =

2G f
α

Xαl∗
. (4)

Note that the fracture energy G f
α in CDM is typically distributed over the volume of a

finite element by considering a characteristic element length l∗ according to Bazant’s crack
band scaling law [30]. This characteristic length plays an important role when different
element sizes are considered.

CODAM2 is capable of describing laminate behaviour using only one through-thickness
integration point, which is particularly advantageous when dealing with [90/45/0/ − 45]s
beech laminates. This feature makes CODAM2 a much more efficient material model
compared to other CDM-based models that require assigning ply-based material properties
to multiple integration points through the thickness to describe laminates with various ply
angles. The enhanced efficiency of CODAM2 also allows for its integration with data-driven
calibration methods, such as genetic algorithms, as discussed in Section 3.

2.3. Finite Element Modelling

The CODAM2 material model presented in previous section is applied to simulate
progressive damage in compact tension (CT) and open-hole tension (OHT) tests shown
in Figures 2 and 3, respectively. The FE simulation of the CT tests serves as calibration
to determine an optimal set of material input parameters where details are presented in
Section 3. Furthermore, the simulation of OHT tests in Figure 3 will validate the calibrated
properties in Section 4.

Each FE model features a mesh that incorporates only one shell element through its
thickness. In the expected fracture process zone of CT and OHT models, the in-plane
element size measures 1 mm × 1 mm. In cases where alternative element sizes are utilised,
Bazant’s crack-band scaling [30], as detailed in Equation (4), can be used to adjust the
damage properties to ensure that the fracture energy of the material remains constant,
regardless of the finite element size.

For the simulation of CT tests, a displacement is prescribed to the rigid loading pins
(grey) in opposite vertical directions shown in Figure 2. The simulation of OHT tests
uses fully constrained nodes at one edge of the test sample in Figure 3 while a prescribed
displacement is applied to the opposite edge. Multiple OHT geometries with varying hole
diameters D will be virtually assessed as part of the validation in Section 4.
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The modelling of the quasi-isotropic [90/45/0/ − 45]s beech veneer laminates consist-
ing of only one through-thickness shell element leads to highly efficient computation times.
The simulations of the CT and OHT tests only take 2–3 min and 1–2 min, respectively, on
a conventional computer with four CPUs. Note that this is faster than the corresponding
physical tests.

Figure 2. Dimensions, finite element mesh, and boundary conditions of double-tapered compact
tension test sample.

Figure 3. Dimensions, finite element mesh, and boundary conditions of open-hole tension test sample.

3. Calibration: Compact Tension Testing

Identifying the damage input parameters in CODAM2 to simulate progressive damage
in the quasi-isotropic [90/45/0/ − 45]s wood veneer laminates is among the objectives
previously outlined. The elastic properties are not subject to calibration. Instead, these
values were extracted from literature [1] as listed in Table 1.

Table 1. Elastic properties of uni-directional beech veneers [1].

Modulus Along the
Grain E1 (MPa)

Modulus
Perpendicular to the
Grain E2 (MPa)

Shear Modulus G12
(MPa) Poisson’s Ratio ν12 (-)

14,000 2280 1080 0.073

3.1. Genetic Algorithm

The objective here is to identify a specific set of input parameters for simulations that
can accurately replicate the results observed in corresponding physical experiments. In a
simulation model, the input parameters affecting numerical results are denoted as design
variables x = [x1, x2, · · · , xn]T where x is the vector of n design variables, x1, x2, · · · , xn.
The mean squared error (MSE) between the experimental and simulation outcomes can be
used to determine the extent to which simulations can replicate experimental measurements
accurately. The ordinate-based MSE given by

fMSE(x) =
1
P

P

∑
p=1

[
f num
p (x)− Gexp

p

]2
(5)
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evaluates P number of points to compare numerical results f num
p (x) with target experimen-

tal measurements Gexp
p .

In order to identify the most suitable input parameters, the following optimisation
problem is formulated aiming at minimising the MSE value related to Equation (5). The
general optimisation problem with (in)equality constraints is expressed by

min fMSE(x)

subject to

L ≤ x ≤ U
gm(x) = 0, m ∈ Ξ

gm(x) ≥ 0, m ∈ ζ

(6)

where L and U are the lower and upper bounds of the design variables x, respectively; Ξ
and ζ are sets of indices for equality and inequality constraints, respectively; and gm(x)
represent constraint functions.

The optimisation software LS-OPT [31] is employed to perform data-driven calibra-
tion of the CODAM2 material parameters. The direct coupling of LS-OPT to CODAM2
simulations enables the determination of the most suitable design variables (input parame-
ters) by solving the optimisation problem described in Equation (6) in conjunction with
experimentally measured load vs. displacement data obtained from CT tests [6]. To solve
the optimisation problem, a genetic algorithm (GA) is selected, a metaheuristic inspired
by the process of natural selection [31]. In GA, selection, crossover, and mutation are the
primary genetic operators utilised to achieve optimisation. For more specific details about
GA parameters and implementation, please refer to [24].

As visualised in the stress–strain curve in Figure 1, the CODAM2 material model
requires a total of four input parameters related to damage initiation and progression
in the two principal directions: two damage initiation strains εi

1 and εi
2 and two damage

saturation strains εs
1 and εs

2 in the direction of the grains and perpendicular to it, respectively.
Therefore, the design variables [x1, x2, x3, x4]

T in GA are defined as x = [εi
1, εi

2, εs
1, εs

2]
T.

The lower L and upper bounds U are set as follows:

• 0.0001 ≤ εi
1 ≤ 0.15,

• 0.0001 ≤ εi
2 ≤ 0.15,

• 0.001 ≤ εs
1 ≤ 0.3,

• 0.001 ≤ εs
2 ≤ 0.3,

enforcing that εs
α > εi

α for α = 1, 2.
The constraint functions gm(x) can ensure that the optimisation process yields physi-

cally meaningful parameters [25]. Here, the two following constraint functions are applied:

• g1(x) > 0 with g1(x) = 200 − E1εi
1 so that the strength in grain direction is less than

200 MPa based on experimentally measured strength of 100 MPa [1].
• g2(x) > 0 with g2(x) = 20 − E2εi

2 to ensure that the maximum strength perpendicular
to the grain is 20 MPa. Experiments yield equivalent strength values of 8 MPa [1].

3.2. Calibration Results

Figure 4 shows the evolution of the MSE (errors in load vs. displacement graphs be-
tween experiments and simulations) according to Equation (5). The optimisation algorithm
converges after 17 generations. Considering the evaluation of 24 FE simulations in each
generation, the optimisation process results in a total of 17× 24 = 408 FE simulations. Note
that the simulations within one generation can be computed in parallel.

To further illustrate the optimisation process, Figure 5 compares the force vs. dis-
placement data from experiments [6] to the best simulation results obtained from different
generations during the execution of the GA optimisation. It can be seen that the simulation
results successively approach the target curves from experiments, minimising the MSE
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until convergence is achieved in the 17th generation. The input parameters associated with
the optimal results in the last generation are listed in Table 2.

Figure 4. Evolution of mean squared error during GA optimisation to find suitable FE input parame-
ters to simulate progressive damage in wood veneer laminates.

Figure 5. Force vs. displacement results from GA-based optimisation of damage input parameters
compared to target curves obtained from experiments [6] on quasi-isotropic [90/45/0/ − 45]s beech
veneer laminates subjected to compact tension tests.

Table 2. Optimal damage input parameters found by GA-based calibration to simulate progressive
damage in beech veneer laminates.

εi
1 (-) εi

2 (-) εs
1 (-) εs

2 (-)

0.0059 0.0065 0.084 0.081

In order to ensure that the parameters yield physically meaningful results, it is impor-
tant to compare the simulated damage evolution with experimental measurements. Figure 6
compares measurements of the crack length ∆a from the initial notch at approximately
1.5 mm displacement during simulated CT tests with the corresponding experimental
data [6]. The FE simulation shows damage in the 0◦ ply of the [90/45/0/ − 45]s laminates
in vertical loading direction, indicated by the white lines in the top right corner of the FE
contour plot. It can be seen that FE simulation with the optimal damage input parameters
can reproduce the extent of damage observed in experiments. Note that Figure 6 shows
that damage grows along a single row of elements. This is typically seen in local CDM
analyses and will be discussed in detail in later sections.
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Figure 6. Comparison of crack length measurements at approximate displacement of 1.5 mm in
compact tension tests between experimental observations [6] and simulation using optimal input
parameters shown in Table 2.

With confidence in the FE modelling and the associated optimal damage input param-
eters obtained from GA, a range of OHT tests will be simulated to investigate how these
parameters can predict tension tests other than CT.

4. Validation I: Simulation of Open-Hole Tension Tests with Optimal GA Solution

The FE model of the OHT test samples is shown in Figure 3 with details described in
Section 2.3. The following section investigates mesh-size sensitivities and the simulation of
size effects and compares virtually obtained damage patterns to experimental observations.

4.1. Mesh-Size Sensitivity

The FE mesh size of the CT geometry used for the calibration of damage input parame-
ters in previous section is 1 mm × 1 mm. The investigation of different mesh sizes requires
the application of Bazant’s crack band scaling approach outlined in Equation (4) where the
characteristic length l∗ is adjusted based on a given fracture energy G f and ply strength
X. With the optimal damage input parameters shown in Table 2, the ply strength values
X1 = E1εi

1 = 82.6 MPa and X2 = E2εi
2 = 14.8 MPa can be calculated. Similarly, the fracture

energy can be considered as the area of each stress–strain curve (see Figure 1), therefore
G f

1 = 0.5X1εs
1 = 3.5 kJ/m2 and G f

2 = 0.5X2εs
2 = 0.6 kJ/m2. With the aim to dissipate the

same amount of energy for a given strength, regardless of the underlying FE mesh size,
Equation (4) suggests scaling the damage saturation strains along the grain direction εs

1
and perpendicular to it εs

2 with respect to the characteristic length l∗. Here, three different
mesh sizes are compared in OHT test samples with hole diameter of 8 mm. Table 3 lists
these mesh sizes with the adjusted damage saturation strains.

The quantitative and qualitative simulation results using different mesh sizes are
shown in Table 4 and Figure 7, respectively. OHT testing of composites typically yields
linear mechanical behaviour up to brittle failure [32,33]. Therefore, only strength data
are calculated by considering the maximum measured force and the cross-section of the
OHT test sample. Note that the net cross-section (without accounting for the open hole)
is used to calculate the OHT strength. Table 4 shows that there are only minor changes
to the open-hole strength with maximum differences of less than 1%, implying that mesh
convergence has been achieved. It can be concluded that the coarse mesh (1 mm × 1 mm)
is sufficiently fine to simulate progressive damage of the wood veneer laminates. This is
consistent with previous findings on carbon fibre-reinforced laminates [34] where such a
coarse mesh achieved mesh-insensitive damage simulations. The qualitative comparison of
the damage patterns in Figure 7 further shows that the mesh size does not alter the damage
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path. The three simulations with different mesh sizes predict a similar damage path that is
aligned in a perpendicular direction to the tensile loading. The observed damage refers to
the 0◦ plies of the [90/45/0/ − 45]s beech veneer laminates as indicated by the white in
the bottom right corner of each contour plot. The obvious qualitative difference between
the simulation results is the damage height since damage localises in one row of elements
in typical CDM approaches [34]. This highlights the need for Bazant’s crack band scaling
in Equation (4) and the adjustment of the damage saturation strains shown in Table 3 so
that an equal amount of energy is dissipated regardless of the underlying mesh size.

Table 3. Summary of investigated mesh sizes in combination with adjusted damage saturation strains
according to Bazant’s crack band scaling in Equation (4).

Mesh Size Characteristic Length l∗
Damage Saturation Strains

εs
1 (-) εs

2 (-)

1 mm × 1 mm 1.0 0.084 0.081
0.5 mm × 0.5 mm 0.5 0.168 0.162

0.25 mm × 0.25 mm 0.25 0.336 0.324

Table 4. Simulated open-hole strength in [90/45/0/ − 45]s beech veneer laminates with 8 mm hole
diameter using different element sizes.

1 mm × 1 mm 0.5 mm × 0.5 mm 0.25 mm × 0.25 mm
26.40 MPa 26.42 MPa 26.47 MPa

Figure 7. Comparison of damage in 0◦ ply after simulated open-hole tension tests of [90/45/0/ − 45]s
beech veneer laminates using different element sizes.

4.2. Simulation of Size Effects

With confidence in the mesh-insensitive damage simulations, different hole sizes can
be investigated to further assess the prediction capabilities of the GA-derived CODAM2
material model using a coarse mesh of 1 mm × 1 mm. Table 5 shows the three different
OHT test configurations where the hole diameter D varies from 8 mm to 16 mm with
constant specimen width W and length L. This results in varying hole-to-width ratios D/W
from 0.4 to 0.8.

Table 6 compares the simulated OHT strength to experimental mean values for each of
the three OHT test geometries. It shows that the OHT strength can be predicted with errors
of less than 8%. Note that simulations complete in 1–2 min on a conventional computer
using four CPUs.
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Table 5. Dimensions of open-hole tension (OHT) test specimens [6].

Naming Hole Diameter D Gauge Width W Gauge Length L D/W

OHT8 8 mm 20 mm 110 mm 0.4
OHT12 12 mm 20 mm 110 mm 0.6
OHT16 16 mm 20 mm 110 mm 0.8

Table 6. Quantitative comparison of open-hole strength between experiments [6] and simulations
with optimal CODAM2 input parameters shown in Table 2.

OHT8 * OHT12 * OHT16 **

Simulation 26.40 17.69 8.81
Experiments (CoV [%]) 25.53 (6.5) 17.30 (6.9) 9.18 (10.7)

Difference +3.4% +2.2% −4.0%
* based on 20 experiments, ** based on 3 experiments.

Figure 8 further compares the simulated and experimental results of the size effect
study to theoretical bounds. The ratio between the simulated/measured OHT notch
strength σn from Table 6 to the experimentally measured un-notched strength σun = 70.0
MPa [6] decreases with increasing hole-to-width ratio D/W. The theoretical bounds are
given by ideally ductile behaviour (1 − D/W) and ideally brittle fracture

(
1−D/W

Kt

)
where

the stress concentration factor Kt is given by [35]

Kt = 3 − 3.14
(

D
W

)
+ 3.667

(
D
W

)2
− 1.527

(
D
W

)3
. (7)

with hole diameter D and sample width W = 20 mm.
The results in Figure 8 show that it is possible to find reasonable lower and upper

bounds by analytical models shown in Equation (7). However, it can also be seen that the
presented FE simulation method on progressive damage analysis significantly improves
the prediction of the OHT strength where the simulated strength ratios are much closer
to experimental results compared to the theoretical bounds. The computation time of
the presented FE models with less than 2 min for the simulation of one OHT test on a
conventional computer is certainly larger than the evaluation of these analytical models.
In contrast, the analysis of FE results offers more details, in particular the analysis of
qualitative results as discussed in the following.

Figure 8. Simulation results of size effect study in open-hole tension tests compared to experiments
and theoretical upper and lower bounds [6].

4.3. Qualitative Damage Analysis

Figure 9 shows a qualitative comparison of the strain fields in vertical y direction
obtained from FE simulation (using element size of 1 mm × 1 mm) and Digital Image
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Correlation (DIC) [6] for the OHT8 specimen geometry at 90% of the maximum simu-
lated/measured OHT strength. Both strain fields show similar concentrations in magnitude
and shape around the hole in the normal direction to the applied load. Minor differences
can be explained by the natural inhomogeneity of wood where microscopic imperfections
can alter the load path leading to a slightly asymmetric DIC strain field shown in Figure 9.
Nonetheless, the good qualitative match of the strain fields in Figure 9 and the reasonable
quantitative comparison of OHT strength data show that the presented FE methodology
can yield fast and accurate results for the simulation of progressive damage in wood veneer
laminates.

Figure 9. Comparison of simulated and experimental strain fields in open-hole tension test (OHT8)
at 90% of maximum strength.

Apart from the strain field, it is important to compare the simulated damage zones
with experimentally observed fracture. Figure 10 shows the predicted damage zones for
each OHT test geometry next to a corresponding photo of a post-mortem OHT sample
from experiments. Again, the simulations using the coarse mesh of 1 mm × 1 mm are able
to accurately estimate the location and extent of damage which is concentrated around the
hole and in normal direction to the applied loads. Similar to the observation of simulated
CT tests shown in Figure 6, the virtual damage bands in OHT tests grow along one row
of elements. As mentioned before, this motivates the application of Bazant’s crack band
scaling to ensure physically meaningful damage simulations.

Figure 10. Qualitative comparison of damage between simulations and experiments in open-hole
tension tests with varying hole diameter.
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5. Validation II: Simulation of Open-Hole Tension Tests with GA-Based Uncertainty

The previous section validated the computational framework against the mean values
from experiments. Now, the calibration results obtained from GA in Section 3 are used to
account for uncertainty in simulating progressive damage in the wood veneer laminates.
The numerical results are compared to statistical measurements from experiments that
capture the inherent variation of damage properties in the wood veneer laminates.

5.1. Information from Last GA Generation of CT Simulations

Figure 5 presented the best FE simulation within the 17 generations of the GA algo-
rithm to replicate the load vs. displacement curves from experiments. The optimal input
settings were validated in Section 4.

In addition to this optimal set of FE input parameters, all of the 24 sets of input
parameters obtained from the last generation of the GA algorithm are considered. Figure 11
shows the load vs. displacement graphs (in blue colour) from these 24 FE simulations
of the last GA generation. It can be seen that the FE simulations cover the range of
experimental results, motivating the consideration of all sets of input parameters to account
for the inherent uncertainty of the wood veneer laminates subjected to progressive damage.
Table 7 demonstrates that the previously determined optimal input data lie well within the
resulting ranges of the four FE input parameters.

Figure 11. Force vs. displacement results from the last generation within the GA-based optimisation of
damage input parameters compared to target curves obtained from experiments [6] on quasi-isotropic
[90/45/0/ − 45]s beech veneer laminates subjected to compact tension tests.

Table 7. Range of damage input parameters found by GA within last generation of calibration
compared to optimal FE input parameters.

εi
1 (-) εi

2 (-) εs
1 (-) εs

2 (-)

Optimal results 0.0059 0.0065 0.084 0.081
Last GA generation 0.0049–0.0096 0.0032–0.0082 0.077–0.102 0.075–0.127

5.2. Statistical Comparison of OHT Tests and FE Simulations

To validate the ranges of FE input parameters listed in Table 7, the OHT8 and OHT12
tests are considered, as 20 test results are available, which ensures statistically meaningful
experimental data. The 24 sets of FE input parameters obtained from the last GA generation
are applied to the OHT8 and OHT12 models using element sizes of 1 mm × 1 mm.
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Figure 12a,b show the distribution of the resulting open-hole strength from the 20 ex-
periments and 24 FE simulations for the OHT8 and OHT12 tests, respectively. The dashed
lines represent a best fit normal distribution from each test case. The statistical simulation
results agree well with the experimental counterparts for both open-hole tension tests.
Table 8 compares the mean values and the coefficients of variation between experiments
and FE simulation. It can be seen that the mean values are accurately predicted with
errors of less than 2%. However, the coefficients of variation from simulations are nearly
double those of their experimental counterparts. Overall, the results demonstrate that the
GA-based calibration of input parameters cannot only accurately determine the optimal
FE parameters, but it can also elegantly account for uncertainty without the need for an
excessive number of FE model evaluations.

(a) OHT8 (b) OHT12

Figure 12. Comparison of open-hole strength in OHT8 and OHT12 between the 24 FE simulations
within the last GA generation and 20 experiments.

Table 8. Statistical comparison of mean values and coefficients of variation from experiments and FE
simulations shown in Figure 12.

OHT8 OHT12

Simulations (CoV [%]) 25.30 (12.2) 17.00 (12.5)
Experiments (CoV [%]) 25.53 (6.5) 17.30 (6.9)

6. Discussion

The results of the validation in Section 4 show that the efficient FE simulation and GA-
based calibration technique can be successfully applied to wood veneer laminates. While
the simulation results correlate well qualitatively and quantitatively with experimental
measurements, it is important to highlight other benefits and fundamental limitations of
the presented computational strategy. Every FE simulation is completed within 2 min on
a conventional computer with four CPUs. The use of high-performance computing will
further reduce computation times significantly.

6.1. GA-Based Uncertainties

The fast computation enables the application of statistical analyses [23,36], probabilis-
tic approaches, and data-driven machine learning techniques [22]. This is particularly
beneficial for the consideration of inherent material uncertainties which is an important
aspect when analysing natural materials such as wood veneers. The results in Section 5
demonstrate that the GA-based calibration of FE input ranges present an efficient and sim-
ple way to successfully include uncertainty into the simulation of wood veneer laminates
subjected to progressive damage.

A total number of 408 FE simulations were required to reach convergence within
the GA-based calibration procedure. Uncertainty is incorporated by considering 24 FE
simulations from the last GA generation with varying input parameters. In comparison, a
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similar study on progressive damage analyses in FRP composites applied a Markov Chain
Monte Carlo (MCMC) method to include uncertainty [23]. The algorithms required the eval-
uation of 260,000 FE models, and approximately 5000 simulations used after convergence
to represent uncertainty. This comparison shows that the GA-based calibration shown in
Section 3 requires significantly less FE results. It should be noted that the GA-based uncer-
tainty quantification failed to accurately predict the variability (measured by coefficients of
variation in Table 8 in the two OHT tests. To more effectively predict variability, a more
rigorous method, such as MCMC, is recommended, although this will result in a significant
increase in computational cost.

6.2. Capabilities

The short computation times of around 2 min can enable additional analyses beyond
typical deterministic simulations at the coupon-level. The efficient nature of the presented
computational method will enable the simulation of large-scale wooden components
before costly and time-consuming prototyping, for example in the automotive sector [1].
It also allows for exploring other applications virtually where wooden structures can
be introduced for more sustainable material solutions. The efficient incorporation of
uncertainty allows the consideration of inherent material variations with large-scale wood
veneer structures.

Another positive aspect of the presented progressive damage model is that it is easy
to calibrate and to use. As outlined in Section 3, only four damage input parameters need
to be calibrated through GA-based simulations of CT tests. Thanks to the limited number
of input parameters and the proposed objective and automated calibration using GA, this
damage model is easy to use which makes it accessible to non-expert users.

6.3. Limitations

The results in the qualitative damage analyses of CT tests in Figure 6 and OHT tests in
Figure 10 show that damage localises in one row of elements. This is a typical shortcoming
of local CDM-based material models such as the one used here and presented in Section 2.2.
Damage is expected to be more distributed irrespective of the element height. The scaling
of the damage saturation strains according to Bazant’s crack band scaling in Equation (4)
provides a reasonable solution while maintaining computational efficiency. Non-local
damage analyses [34] or gradient-based phased field methods [37,38] offer more mesh-
independent solutions resulting in more realistic qualitative representations of damage.
Note that the calibration of such non-local methods becomes more challenging and the
computational cost is increased.

If delamination becomes a dominant failure mode, higher fidelity models are needed
to capture progressive damage within the interfaces of the laminates. The individual plies
with different fibre/grain orientation can be stacked up with embedded cohesive interfaces
between them [12]. Similar to the remark about the incorporation of non-local CDM, the
computational cost of such higher fidelity models increases significantly, hence limiting
their coupling with data-driven calibration methods. With regards to the investigated
mechanical tests here, both CT and OHT analyses revealed that delamination can be
considered as negligible [6].

Since the presented study investigates laminates subjected to tensile loads, it remains
to be seen whether the simulation of compressive damage in wood veneer laminates can be
equally adopted from FRPs. The densification capabilities of wood and its accompanied
plastic behaviour in compression may necessitate a more comprehensive calibration process
for a compressive damage–plasticity model as opposed to veneers subjected to tensile loads.

6.4. Future Research

The limitations outlined in Section 6.3 motivate the definition of immediate future
research. Non-local FE models [34] will be calibrated and applied to wood veneer laminates
to enable the simulation of mesh-independent damage growth.
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It is important to investigate other relevant load cases such as compression, bending,
transverse impact, and crushing of wood veneer laminates. With the help of such experi-
mental studies, the presented FE simulations can be enhanced to incorporate compressive
damage evolution. These tests would also expand the validation cases to clearly map out
benefits and limitations with respect to real-world applications.

In finding thin-walled sustainable materials, the sole use of wood veneers might
not satisfy certain stiffness or strength requirements. This motivates research towards
hybrid materials consisting of wood veneers and sustainable fibre-reinforced materials.
The findings presented here will help in the virtual design and optimisation of such
hybrid materials by combining progressive damage modelling of wood veneers with
well-established concepts on fibre-reinforced materials.

7. Conclusions

This study employs a progressive damage model for the efficient finite element simula-
tion of damage resistance and open-hole strength in quasi-isotropic [90/45/0/ − 45]s beech
veneer laminates. All input parameters can be estimated and calibrated using experimental
measurements and genetic algorithms in compact tension tests. The analysis of different
open-hole test geometries shows that open-hole strength values can be efficiently simulated
with errors of less than 4%. The simulation results are further validated qualitatively
against full-field strain fields from digital image correlation and post-mortem test samples.
Furthermore, the uncertainty in the simulation of progressive damage can be incorporated
elegantly based on calibration results obtained from the genetic algorithm. The presented
methodology, combining efficient finite element analysis with genetic algorithms, can be di-
rectly transferred to other wood materials to determine the in-plane mechanical properties
and their uncertainties. With fast computation times of less than two minutes on conven-
tional computers, the presented simulation strategy paves the way towards the analysis of
large-scale sustainable wooden structures ensuring their safe and reliable application.
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