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A B S T R A C T   

Expanding and modernizing District Heating (DH) systems in cities is a concrete way to foster the decarbon
ization of the heating sector. Therefore, methods that allow for faster and accurate simulations when limited 
information about the network is available are required. This paper proposes a method for employing a steady- 
state model with relatively low computational effort, enabling the creation of a rather coarse model of a heating 
network. This model is parameterised by making assumptions about the network’s topology and pipe charac
teristics. Later, the model is calibrated using a heuristic approach, in which the combination of the heat transfer 
coefficient and the length parameters of each pipe in the network are selected as the calibration target vector, 
meaning that these initial assumptions of the network are no longer required. The approach is validated using 
measured data from a specific case study and compares the results of the uncalibrated model with those of a 
calibrated one. After calibration, the model was found to obtain a mean absolute temperature error below 0.5 ◦C.   

1. Introduction 

According to the International Energy Agency’s (IEA) 2023 heating 
report, space and water heating accounted for about half of the world’s 
energy demand for buildings in 2021 [1]. Furthermore, 60 % of this 
heating demand is met by the combustion of fossil fuels [1]. In Germany, 
the space heating and hot water demand alone consumed 34 % of the 
country’s total final energy consumption, with a total of 770 TWh in 
2020 [2,p. 11]. In contrast to the liberalised electricity sector, the 
heating demand belongs to the least decarbonised sectors, with only 14 
% supplied by renewable energies (RE) [3,4,5]. Local governments and 
states are looking for solutions for this sector, and district energy net
works, which refers to connecting local resources to local needs, can be 
one of them [6]. 

District heating (DH) systems are widely used to meet heating, hot 
water and cooling demands through a network of insulated pipes [7]. 
Expanding and modernising DH systems in cities is a concrete way to 
drastically reduce fossil fuels consumption and foster the acceleration of 
the decarbonisation in the heating sector [6,8], as they are suited to feed 
in locally available, renewable and low-carbon energy sources, such as 
solar thermal and geothermal heat and waste heat from industry and 
commercial buildings. 

DH systems are categorised by Lund et al. based on the heat carrier, i. 
e. the temperature delivered and the pressure level, dividing them into 
the so-called generations of DH systems [9,10]. The first two generations 
used steam and pressurised hot water as the main heat carriers. In the 
third generation, pressurised water is still the heat carrier, but the flow 
temperatures are often below 120 ◦C. Typical features of these systems 
are underground insulated pipes and are still widely used [9]. A clear 
trend towards lower distribution temperatures has triggered the fourth 
and fifth generations of DH system. These new generations are focused 
on energy efficiency, smart integrated energy systems, the use of locally 
available renewable energy sources, and operating temperatures closer 
to the temperature of the actual heat demand in order to minimise 
thermodynamic losses. Furthermore, the later one triggers a step for
ward to the combination of heating and cooling [10]. These latter two 
generations have the overarching aim of decarbonisation in common. 

Despite the efforts to introduce the new generations of DH systems, 
the sector is still dominated by the third generation. For instance, Ger
many’s dominant technology for the DH provision is combined heat and 
power (CHP), plants with a share of 86 % and only 14 % for other 
technologies [5,11]. In these systems, heat is usually delivered at tem
peratures between 70 ◦C and 120 ◦C. The substitution of heat supply 
technologies with renewable heat supply systems, such as solar thermal 
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or heat pumps, is accompanied by a reduction in temperature. While this 
reduces heat losses in the heating network, it also has a direct impact on 
the final delivery to the consumer, requiring adjustments to the domestic 
heating system. In order to select appropriate heating supply technolo
gies, simulating the response of DH networks to potential changes in 
operating conditions is a crucial task. Therefore, methods that allow 
faster and accurate simulations when limited information of the network 
is available, are required to help to modernize these systems. 

1.1. Modelling heat networks 

Network modelling is fundamental for simulating the response of DH 
systems to changes in operating conditions [7,12]. Transient and steady- 
state simulations are two common approaches to modelling physical 
heat networks. Transient simulations, also known as dynamic simula
tions, are used to model heating networks under varying conditions and 
consider thermal inertia of the system. In contrast, steady-state simu
lations are used to model heating networks under relatively constant 
thermal conditions over time. The selection of an appropriate modelling 
approach depends on the generation of the system, the availability of 
data and the purpose of the analysis. 

Since the development of cheaper and faster computers, dynamic 
simulations for the operation of DH systems have often been performed 
e.g., Benonysson [13], Bohm [14], Larsen et al. [15,16], Gabrielaitiene 
[17], Stevanovic [18], Van der Heijde et al. [19] among others. One of 
the main differences between the two simulation approaches is that 
dynamic simulations are able to represent the thermal inertia of the DH 
system by differential equations. Guelpa [12] analysed the importance 
of including the thermal behaviour of the network (e.g., thermal losses, 
thermal transients and delay time) in the analysis of DH operations. The 
analysis highlights, that the thermal transients should be considered in 
the following two main cases: 1) large networks i.e., distances from 1000 
to 2000 m to the consumers and diameters from 200 to 800 mm. 2) 
significant fluid cooling in some parts of the network, triggered by 
changes in mass flow (e.g., night shutdown or setback). Similar results 
were found by Sartor & Dewakef [20] and described by Brown et al. [7], 
whereby the thermal inertia of the pipe has a significant effect on the 
pipe’s outlet temperature response, particularly when rapid temperature 
changes occur, such as the morning boost of the network. However, the 
fluid dynamic problem of DH pipelines is non-linear and this is usually 
solved by numerical methods which are often computationally expen
sive [7]. Therefore, in order to reduce the efforts of dynamic simula
tions, steady-state simulations and simplifications of the network 
structure are used to simulate the network at considerably reasonable 
levels of accuracy [21]. 

Steady-state analysis are described by Benonysson [13], Wallentén 
[22], Duquette [23] among others. Van der Heijde et al. [24], presented 
the mathematical derivations for the steady-state heat losses in double 
pipes, whereby the total heat losses calculated with the developed model 
were found to be in accordance with the nominal values provided by the 
manufacturer. It was also found that under certain operating conditions, 
e.g., relatively high mass flows and temperatures below 100 ◦C [24], 
steady-state models are suitable for the analysis, which includes the 
simplification of the energy and continuity equation by deleting the 
negligible terms such as axial heat diffusion, pressure difference energy 
and wall friction dissipation. Wang et al. [25] presented a matrix steady- 
state simulation model based on a DH system configuration simplified to 
two basic elements (branches and nodes). Due to the uncertainty of some 
model parameters, the differences between predicted and observed 
temperature required calibration before obtaining useful results from 
the simulation. A non-aggregated steady-state model is proposed by 
Wang [21] to estimate on-site heat losses of a typical pipe network with 
hourly measurements of heat sources and several substations. A detailed 
heat loss profile along each pipe can be obtained by the proposed model, 
which can significantly improve the accuracy of locating damaged 
insulation. 

To date, there are many tools available to analyse DH networks using 
a steady-state approach. Some of them are designed for specific cases, 
such as the creation and optimisation of new DH networks presented by 
DHNx [26,27], the analysis of double thermal networks by DiGriPy [28] 
or the analysis of new district heating and cooling systems (5th gener
ation) by nPro [29]. There are some others that are more flexible in 
terms of system coupling and design such as TESPy [30] and Pandapipes 
[31]. All of these tools require information on pipe characteristics, to
pology and thermal behaviour. However, the question arises how to 
model systems in case not all the information normally required is 
available. 

Therefore, the aim of this work is to present a methodology for 
modelling and calibrating a steady-state DH network when limited in
formation about the network is available. The method proposes that 
employing a steady-state model with relatively low computational 
effort, enables the creation of a rather coarse model of a heating 
network, which describes the topology, and parameterise it using a 
heuristic approach. The method is validated using measured data from a 
specific case study and comparing the results of an uncalibrated model 
with a calibrated one. The uncalibrated model makes assumptions about 
the network topology and the pipes’ characteristics, such as distance and 
heat transfer coefficients. For the calibrated model, measurement data 
for temperature and heat demand are used to modify the assumptions 
made in the uncalibrated model in order to minimise the difference 
between the measurements and the model’s prediction. 

Based on such model, it will be possible to conduct a variety of an
alyses in future research, for example, to investigate the effect of 
reduced supply temperature or decentralised heat production on the 
network. The following are the main contributions of this paper:  

1. A method for building a steady-state DH model using a multi- 
objective function to parameterise and calibrate it. Compared to a 
normal calibration based on manufacturer’s values, the proposed 
calibrated model’s prediction of the thermal behaviour of the 
network is improved.  

2. By considering the length, heat transfer coefficient and diameter of 
each pipe as a single term for heat losses calculations, the proposed 
calibration proves its effectiveness as a method to be used when 
limited information on pipe characteristics is available. 

The remaining part of this paper is organized as follows. In Section 2, 
the governing equations of the thermodynamic model are described. 
Next, a method for calibrating the thermodynamic model representing 
an existing district heating network is developed in Section 3, using 
various technical parameters and measured data of this system. The 
proposed method is tested using a case study of the Lampoldshausen 
district heating network. In Section 5, the main findings are presented, 
including the results and validation of the thermodynamic model. 
Finally, the conclusions and outlook of the research are presented in 
Section 6. 

2. Thermodynamic model 

As presented in Section 1.1, there are several models and methods for 
representing the thermal behaviour of a DH network. Typically, mass 
balance and energy balance equations are used to model the steady-state 
operation of a DH system. Optionally, the hydraulic state can be deter
mined, but it is not the first priority for thermal network modelling. 
Therefore, the hydraulic state of the system is neglected in this study. 

For each component of the network, the total mass flow entering 
must be equal to the total mass flow leaving as seen in Eq. (1). The 
energy balance of all components can be derived from the stationary 
energy balance of open systems with multiple inlets and outlets (Eq. (2)). 
The rate of heat Q̇ and power Ẇ transferred, depend on the properties of 
the individual components: for example, the pipes of the system and the 
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heat demand representation do not transfer power, thus the value of Ẇ is 
equal to zero. A control valve or a merge point transfers neither power 
nor heat, therefore both Q̇ and Ẇ are equal to zero. 

0 =
∑

i
ṁin,i −

∑

i
ṁout,i (1)  

0 =
∑

i
ṁout,i⋅hout,i −

∑

i
ṁin,i⋅hin,i − Ẇ − Q̇ (2)  

For junctions that separate branches, the energy balance equation alone 
is not sufficient because the temperature of all of their outlets must be 
equal to the inlet temperature value (Eq. (3). 

0 = Tin − Tout,k ∀ k ∈ outlets (3)  

Different branches in a district heating system can be decoupled hy
draulically by using heat exchangers. A heat exchanger that transfers 
heat from one medium to a different medium is often considered to be 
adiabatic to the ambient, thus all the heat delivered from the hot side is 
provided to the cold side of the heat exchanger, resulting in the energy 
balance equation, depicted in Eq. (4). 

0 = ṁout,hot⋅
(
hout,hot − hin,hot

)
+ ṁout,cold⋅

(
hout,cold − hin,cold

)
(4)  

The rate of heat transferred Q̇ can also be expressed as a function of the 
inlet and outlet temperatures by the logarithmic temperature difference 
ΔTlog (in K) and the heat exchangers’ properties, i.e. the heat transfer 
coefficient U (in W/m2 K) and the effective heat transfer area A (in m2) 
in Eq. (5). The heat transfer coefficient generally depends on the flow 
regimes on both sides as well as the materials used. The logarithmic 
temperature difference is defined, for example for a counter-current heat 
exchanger in Eq. (6). 

Q̇ = U⋅A⋅ΔTlog (5)  

ΔTlog =
Tout,hot − Tin,cold −

(
Tin,hot − Tout,cold

)

ln Tout,hot − Tin,cold
Tin,hot − Tout,cold

(6)  

This relation can be transferred to the modelling of the network’s pipes 
in order to calculate their heat loss during operation: the pipes are the 
hot side of the heat exchanger, the surrounding subsurface is the cold 
side of the heat exchanger. Pipe parameters are typically obtained 
through physical measurements and supplemented with technical 
specifications provided by the manufacturer or network designer. Also, 
literature (e.g. Nussbaumer [32]) provides methods to calculate the U 
value of pipes buried in the subsurface. However, these methods require 
technical details about the pipes, for example the material of the pipe, 
insulation, distance between feed and return flow pipes and the size of 
each layer. Information on the surrounding medium (e.g. soil or air) and 
the flow regime is also required [32]. Especially for existing systems, this 
information is not necessarily available. 

Therefore, a more simplified approach is suggested instead: the term 
K = U⋅A (the product of heat transfer coefficient and heat transfer area) 
is introduced. The K value of the relevant pipes can be adjusted in a 
model in a way that the model accurately predicts measurement data, e. 
g. the temperature at the outlet of a pipe based on a known inlet tem
perature and mass flow. For that, an assumption regarding the soil 
temperature is required to calculate the logarithmic temperature dif
ference between the pipe and the soil. If the fluid temperature inside the 
pipe does not change significantly (e.g. in short pipe sections or with low 
temperature difference between fluid and soil temperature), the soil 
temperature can be assumed constant along the length of the pipe. 

With this approach Eq. (6) can be simplified to Eq. (7) and the heat 
losses of the pipe are calculated according to Eq. (8). 

ΔTlog,pipe =
Tin − Tout

ln Tin − Tsoil
Tout − Tsoil

(7)  

Q̇pipe = K⋅ΔTlog,pipe (8)  

3. Methodology 

This section describes the approach taken to collect the necessary 
data from the DH network, build the thermodynamic model, calibrate it 
with a subset of measured data and finally validate it. These three steps 
are explained in detail in sections 3.1, 3.2 and 3.3 respectively. 

3.1. Model parameterisation 

Collecting accurate data is fundamental to building an effective heat 
network simulation. Without comprehensive and reliable data on the 
characteristics of the network, the simulation model may not accurately 
represent the behaviour of the system. Three main inputs need to be 
considered to characterise the behaviour of the heat network: the 
network layout, the characteristics of the network’s components, and 
measurement data of thermodynamic properties during the operation of 
the network. 

The network layout or topology helps to identify the number and 
physical location of the various components, such as pipes, valves, 
pumps, heat sources and loads. This is used as the basis for the simula
tion to provide a visual representation of the main components. In 
general, a DH network model can be divided into sources, pipes and 
consumers, in the context of a theoretical representation. To simplify the 
complexity of the model, in this study the producers and consumers are 
considered as sources and sinks connected to supply and return pipes. 

The next step is to collect information on the characteristics of the 
network’s components and the measured data of thermodynamic 
properties during the network’s operation. The former pertains to the 
properties of the pipes, which remain constant, while the latter corre
sponds to the time-varying parameters of the consumers, e.g. heat 
consumption. Table 1 presents such data. 

For the purpose of this analysis, the soil temperature is assumed to be 
constant over time and for all pipes due to the network’s location and 
structure. Furthermore, all the time-varying parameters are defined at 
the consumers and at the start of all hydraulically coupled networks (see 
Section 3.2). One extra parameter is required in order to be use for 
calibration purposes. In this particular case the supply temperature is 
selected (Section 3.3), but the return temperature could also be used. 

3.2. Simulation tool 

There are several frameworks to model a DH network, and the choice 
depends largely on the purpose of the analysis. In the present work, the 
Thermal Engineering Systems in Python (TESPy, version 0.7.2 [33]) 
software is selected to create the underlying network model and run the 
thermodynamic calculations. 

TESPy is an open source framework that provides a powerful simu
lation toolkit for thermal process engineering, e.g., power plants, district 
heating systems or heat pumps [30]. With TESPy, it is possible to design 
plants and simulate stationary operation. The system of equations is 
solved numerically with an inbuilt solver using the multi-dimensional 
Newton-Raphson method. To achieve this, the software implements 
energy and mass balance equations as described in Section 2. In 

Table 1 
Model parameterisation and calibration information.  

Location Parameter Symbol 

All pipes aggregated heat transfer coefficient K  
surrounding temperature Tsoil 

All consumers mass flow ṁ(t)
heat demand Q̇(t)
supply temperature (for calibration) T(t)

Feed-in points and decoupling Supply flow temperature T(t)
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addition, the component-based structure combined with the solution 
method provides a high degree of flexibility regarding topology and 
parameterisation. 

To build the heat network model, the TESPy documentation [34] 
provides a list of components which can simulate the real behaviour of 
the system. The components used for the purpose of this research are 
described in Table 2. 

The construction of the network is the first step to consider when 
creating a model in TESPy. A general DH network can be divided into 
three main sections. First, the start and end of the network, represented 
by the source and sink (Fig. 1-a). Second, a series of repeated connec
tions of pipes and junctions are placed to represent the branches and 
consumers of the real network topology, as shown in Fig. 1-b/d. Third, 
the thermal connection to available hydraulically decoupled branches 
(Fig. 1-c). 

Once all components are imported and connected, the system is 
parameterised at specific locations by using the constant and time- 
varying physical parameters described in Table 1, which allows to 
solve the system of equations described in Section 2. 

3.3. Model calibration and validation 

The effectiveness of mathematical models in analysing existing DH 
systems largely depends on their ability to accurately replicate observed 
field conditions [25]. Model calibration for thermal conditions is the 
procedure of selecting model parameters in order to reduce the devia
tion between the model’s and the observed parameters, e.g., the supply 
or return temperatures at different points of the network [25]. 

According to literature [25,28,32], in steady-state thermal modelling 
of heat networks, the heat transfer coefficient (U in W/m2 K, see Eq. (5)) 
is commonly used as a calibration parameter, which provides a bench
mark for estimating the deviation of the target parameter and the cor
responding calibration. However, the proposed approach considers K, 
the product of the heat transfer coefficient and the heat transfer area of 
each pipe, as the calibration parameter in order to deal with the un
certainty of the information of both parameters, previously depicted in 
Eq. (8). 

The present work proposes a calibration method by coupling a multi- 
objective optimisation technique with a steady-state thermal simulation 
model. The aim is to find the most suitable values for the aggregated 
heat transfer coefficient of each pipe in the network (K), thereby mini
mising the difference between measured and simulated temperatures in 
each building. This approach has been found to be useful when limited 
information about the pipes is available. A similar approach was pro
posed in [25] by applying genetic algorithms to find an appropriate 
generic heat transfer coefficient for the whole system, but not for each 
pipe individually. It is worth noting that other methods could have been 
used without the use of heuristics, such as deterministic minimisation 
per building, or simply using single-objective optimisation. However, in 
DH networks, changing the characteristics of a pipe in the model may 
lead to lower temperature deviations in one building but higher de
viations in an adjacent one; therefore, a suitable compromise must be 
found. 

By employing an optimisation approach, the calibration problem is 
formulated as a nonlinear objective function. Consequently, to reduce 

the computational effort, this approach can be applied to one branch of 
the network at a time. This branch-oriented calibration considers the 
following criteria:  

• A decision variable vector K→ containing the aggregated heat transfer 
coefficient of each available pipe within that branch, and a x→ con
taining the thermal properties of the network, are passed into the 
simulation model together.  

• The bound constraints are used to set limits on the decision variables 
of the calibration problem. Since this method assumes that limited 
information about the pipes is available, a lower bound of 1 W/K and 
an upper bound of 300 W/K are defined for each element of K→.  

• The objective function is defined by Eq. (9), wherein the Root Mean 
Squared Error formula is employed to minimise the differences be
tween the measured supply temperature and the simulated values of 
the buildings within the selected branch. 

• The simulation period is 12 continuous hours of high demand con
sumption, whereby assumptions of steady-state conditions is very 
likely suitable [12]. 

f
(

K→
)
= RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
n

⋅
∑tn

t=t1

(
Tmeas,b,t − Tsim,b,t

)2

√
√
√
√ (9)  

Fig. 2 depicts the overall branch-oriented calibration method used for 
this study. In (a), the first branch closer to the starting point of the 
network is selected (highlighted in light blue). In (b), the proposed 
thermodynamic model is coupled with the multi-objective optimisation 
problem. For this, a Non-dominated Sorting GA (NSGA2) algorithm is 
implemented using the PyGMO scientific optimisation library [35]. The 
procedure begins by utilizing a random population defined by the de
cision variable vector K→ and the thermal properties x→, which are 
imposed on the thermal model. Subsequently, the model solves the 
system of equations to allow for the calculation of the objective function 
based on the selected criteria. Next, a new population is generated with 
the aim of minimising the previously obtained objective function values. 
These steps are iterated until the stopping criteria is satisfied. And 
finally, in (c), the selection of the next branch to be optimised begins, 
considering the already found optimal calibration values of the previous 
branch (highlighted in grey). 

To validate the model, the root mean square error (RMSE) described 
in Eq. (9) is calculated for all available data of a given time frame. 

4. Case study: Heat network of DLR site in Lampoldshausen 

The “Zero Emission – Hydrogen Site Lampoldshausen” project [36], 
funded by the Ministry of Economic Affairs, Labour and Tourism of 
Baden-Württemberg, aims to bring the German Aerospace Center (DLR) 
test and research site Lampoldshausen closer to becoming a “CO2- 
neutral site”. In this sense, the heat network used to supply the in
stitute’s heat demand has been used as a case study. 

4.1. System description 

First, the components comprising the heat network are identified and 
characterized. Two CHP plants serve as the heat source of the network, 
and their connection to the network (via a heat exchanger) is considered 
the starting point of the analysed system. In total, 30 buildings are 
connected to the heat network, of which four are disregarded from the 
analysis due to their extremely low heat demand and/or infrequent use 
of the network. 

To get a visual representation of the system, all 26 buildings 
considered are mapped in order to create a network layout. For this 
purpose, the open licence map OpenStreetMap (OSM) [37] and the 
folium library [38] are used. As it was not possible to access the original 

Table 2 
TESPy’s representation of real heat network components.  

Component TESPy component 

Feed-in point Source and Sink 

Consumer SimpleHeatExchanger 

Junctions Splitter and Merge 

Heat exchanger HeatExchanger 

Pipe Pipe 

Pumps Pump 

Valves Valve  
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planning documents of the heat network, some assumptions are made to 
suggest a piping arrangement and to subsequently determine the length 
of each pipe. The resulting layout is shown in Fig. 3, where the feed-in 
point of the network is depicted at the bottom centre of the figure and 

marked as a red dot. Similarly, the piping arrangement and all the 
buildings are portrayed. Based on their specific location and distance 
from the network’s starting point, four branches are identified (Fig. 4). 
The first three branches are hydraulically connected, while the fourth 

Fig. 1. TESPy components’ interconnection for a concrete model representation: a) feed-in point of the network, b) use of a 1-to-n splitter and n-to-1 merger to 
simulate junctions, c) hydraulic decoupling and d) generic consumer’s interconnection. 

Fig. 2. Abstract representation of the branch-oriented multi-objective calibration method: a) selection of a branch within the system (light blue). b) Multi-objective 
calibration method. c) selection of the next branch to be calibrated (light blue) considering the previously calibrated valued (grey). (For interpretation of the ref
erences to colour in this figure legend, the reader is referred to the web version of this article.) 
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branch is decoupled by the use of a heat exchanger as depicted in both 
figures. 

A total of 53 pipes are presented in Fig. 3. Information on the di
mensions of the pipes (i.e., diameters and type of material) is assumed 
based on the network’s topology and internal documentation. The heat 
transfer coefficient U is obtained from literature review [32]. Table 3 
(Supplementary material) summarises all the pipe characteristics used 
for the uncalibrated model. The soil temperature is assumed to remain 
constant at a value of 12 ◦C due to its location. Information provided by 
site technicians indicates that the heat network is partially installed in 
large basements and underground areas. The calibration of the network 
considering a correction of these assumptions is made by using an 
aggregated heat transfer coefficient K (Section 3.3). 

The time-dependent thermal behaviour described in Table 1 was 
collected through meters installed in all buildings with a 15 min time 
resolution. This dataset is publicly available. This dataset is publicly 
available under [39]. During the data analysis, it was found that some 
buildings have multiple meters installed, monitoring different areas of 
the building. A total of 36 m were identified, continuously recording 
thermal data i.e. heat demand, mass flow, and supply and return tem
peratures. To reduce the number of consumers per building and thus 
reduce the complexity of the model two strategies are used: (i) if the 
meters installed in the same building have similar temperature readings, 
they are merged. This is the case for buildings B1, B5, B10, B13 and B15. 
(ii) if the temperature difference between two meters in the same 
building is higher than 3 ◦C, they are treated as an independent con
sumer. This is the case for B18 and B22 (Fig. 4). Therefore, a total of 29 
consumers are considered for the purpose of this model. 

Differences in the supply temperature higher than 3 ◦C between 
meters installed at the same physical location or closer are caused by the 
installation of mixing valves before the meters’ locations. As a general 
rule, the meters were installed upstream of mixing junctions as depicted 
in Fig. 5-a. However, for four specific consumers (B14, B18_B, B22_B and 
B22_C), the data was recorded after the mixing Fig. 5-b, where the 
supply temperature is significantly lower. 

To resolve the inconsistency and avoid increasing the complexity of 
the model, an analytical calculation of adiabatic mixing is used to 
calculate the pre-mixing temperature and mass flow values and then 
consider them as the new input parameters. This analytical calculation is 
based on calculating the incoming mass flow, using the available in
formation after the mixing and assuming that the supply temperature of 
the consumer is similar to that of the nearest non-mixing consumer. 
Therefore, by applying Eq. (2) the desired values are obtained. 

Additionally, the following steps are carried out for cleaning and 
preparing of the large dataset used for the analysis:  

1. The data was homogenised by setting a common timeindex (in steps 
of 15 min) for the dataset timeframe: January 2022 for all buildings 
and interpolating the corresponding values linearly.  

2. Due to the limitations of the TESPy simulation tool, a minimum mass 
flow value was set to avoid convergence problems. The minimum 
mass flow is 0.01 kg/s.  

3. The temperature at the start of the network is assumed based on the 
temperature of the nearest building (B1) with an additional offset of 
0.1 ◦C. This was assumed due to the lack of a meter installed at the 
supply temperature delivered by the CHP plants. 

The thermal behaviour is plotted to assess the consistency of the data 
analysis. At the top of Fig. 6, one week of January 2022 is shown to 
observe temperature variations across the network. It can be observed 
that the temperature is highest at the consumer closest to the start of the 
network. Subsequently, a steady decrease is observed depending on the 
distance and whether the building has a mixing valve or belongs to a 
hydraulically decoupled branch. This trend highlights the qualitative 
validation of the measured data. For completeness, the mass flow of the 
same buildings is presented at the bottom of Fig. 6. The sudden 

Fig. 3. Lampoldshausen’s heating network layout using OpenSteetMap.  

Fig. 4. Lampoldshausen’s piping arrangement and identified branches repre
sentation (not to scale). 

D. Maldonado et al.                                                                                                                                                                                                                            



Applied Thermal Engineering 248 (2024) 123267

7

Fig. 5. Mixing valves used at the consumer side: a) Consumer recording thermal behaviour before mixing valve. b) recording thermal behaviour after the mixing.  

Fig. 6. Variation of temperature and mass flow across the network for multiple buildings: one week of measured data with a 15 min time resolution. In both graphs, 
it is possible to distinguish the temperature and mass flow of the closest building to the network and observe the effect of temperature drop due to the presence of a 
hydraulically decoupled branch or the presence of a mixing valve. 
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temperature drop in B21 can be explained by examining the mass flow 
behaviour: when there is no mass flow, the temperature will cool down 
during shutdowns until it reaches an equilibrium with the surrounding 
temperature or until demand is restored. It is worth noting that shut
downs do not occur for all buildings, and therefore there is continuous 
heat demand. 

5. Results and discussion 

A calibrated and validated thermal simulation model for a real DH 
system was established by using the proposed method. The main results 
are described in the following section. 

5.1. Model validation 

The uncalibrated model was compared with the calibrated one using 
the information from the case study presented in Section 4.1. Results are 
shown in Fig. 7, depicting the error analysis performed for the month of 
January 2022, in terms of mean absolute error and RMSE values. 

All points below the dotted division line in Fig. 7 indicate the 
buildings where the calibration of the model decreased the error be
tween the measured data and the simulation, for both the mean absolute 
error and RMSE. Points above the dotted line indicate an increase of the 
error in the calibrated model. Results show that for the uncalibrated 
model, 24.1 % of the measurement points have a mean absolute tem
perature error less than or equal to 0.5 ◦C. In contrast, the calibrated 
model showed that 96.6 % of the points have a mean absolute temper
ature error less than or equal to 0.5 ◦C (highlighted area in grey). Due to 
the use of data from externally installed measuring instruments, the 
cases of high error values observed after the model’s calibration can be 
attributed to meter-calibration issues. The accuracy of commercial 
temperature meters varies from ± 0.5 to ± 2.6 ◦C depending on the 
brand. In addition, the use of extension wires for distributed control 
systems (DCS) or programmable logic controllers (PLC) is another 
source of measurement error [40]. 

Similar results were found by Wang et al. [25], an absolute tem
perature error of 0.5 ◦C to 3 ◦C for the uncalibrated model and absolute 
temperature error below 0.6 ◦C for the calibrated one. It should be noted 
that in this study the comparison of the measured and simulated data 
was carried out for only three different thermal conditions compared to 

the 15 min time resolution dataset used for the present case study. 
Similarly, [21] presented an absolute temperature error below 1 ◦C, for a 
24 h onsite measurement. 

Furthermore, the particular cases where the building’s mean abso
lute temperature error and/or RMSE are significantly high are discussed 
below:  

1. Building B4 was found to have the second lowest mean absolute error 
before the calibration, but a higher value of 0.43 ◦C after the cali
bration. Throughout the data analysis, building B4′s temperature 
level was constantly only slightly lower than the temperature at the 
starting point of the network and higher than the temperature of the 
previous building (B3 − Fig. 4). With a higher distance it is likely to 
observe higher losses in the network. Therefore, with the lower 
supply temperature, it can be assumed that the values obtained for 
this particular building could be erroneous. However, it has been 
decided to keep this consumer in the model for the sake of trans
parency and analysis of the measured data.  

2. Similarly, building B19 was found to have a lower temperature of 
approximately 3 ◦C than the following buildings, e.g., B20, B21 and 
B22, despite being closer to the starting point of the system.  

3. building B21′s RMSE of 1.00 ◦C after the calibration can be explained 
by the frequent shutdown of the building at the weekends, also 
observed in Fig. 6.  

4. Finally, it was also found that the high uncalibrated values of B11 
can be attributed solely to inaccurate initial assumptions. 

5.2. Effect of mass flow regimes 

Fig. 8 depicts, on a logarithmic scale, the counts of supply temper
ature errors for all buildings under different mass flow regimes for the 
month of January, with data recorded at 15 minutes time resolution. 

During the analysis, it was found that the majority of the mass flow 
data points are between 0.01 kg/s to 2.0 kg/s, and that the total count of 
temperature error lower than ± 2 ◦C correspond to 97 % of the data 
points; proving the effectiveness of the method. This means that once a 
suitable value for K has been determined using the respective model 
together with calibration from measurement data, heat losses can also 
be predicted under different operational conditions, such as lowered 
supply flow temperature levels in the system and different mass flow 

Fig. 7. Comparison of uncalibrated and calibrated model mean absolute error and RMSE for the month of January. The grey area indicates a mean absolute error and 
RMSE below 0.5 ◦C in the calibrated model. To facilitate analysis, only certain buildings are labelled. 
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regimes. It should be noted, that the heat transfer between a pipe and its 
surroundings depends on the flow regime inside the pipe and the con
vection of heat through the pipe and insulation into the soil. One can 
safely assume that the characteristics of the heat convection do not 
change if operating conditions change. However, in case the flow regime 
changes drastically inside the pipes, the approach taken might be 
erroneous. 

Despite the high counts of lower difference between simulated and 
measured supply temperatures in all flow regimes, it can be observed 
that with higher mass flows, fewer instances of errors higher than 5 ◦C 
occur. This indicated that better predictions of the model are observed. 
Therefore, in lower the mass flow regimes, it is more likely that 
neglecting thermal inertia during the calculating the heat losses (Eq. (5)) 
and the effect of axial heat transfer on the temperature distribution 
become relevant for the heat losses analysis, as found in [19]. 

One example of system divergence is presented in Fig. 9, where a 
sudden reduction of nearly zero mass (B21) flow in the system causes the 
model to abort calculations after reaching maximum number of itera
tions, resulting in a high temperature error. Between point A and B, 
there is a clear sudden drop of the mass flow at building B21, 

representing a typical demand shutdown over the weekend starting on 
January 15 and resuming operations on January 17. During this time, 
the simulated temperature also drops suddenly to its minimum feasible 
value. This is consistent with the steady-state simulation approach 
chosen, which disregards the thermal decay processes for the pipe fluid. 
It is worth mentioning that the reduction of demand in one building does 
not necessarily affect another building within the same system. As 
observed in Fig. 9, building B26 continues with a rather steady demand 
over the same period of time, and the simulated supply temperatures 
continue to predict its behaviour. 

Further development for the presented method is required, such as 
the option to temporarily disconnect branches of the system when 
minimal heat demand exists to improve the stability of the model. 
Additionally, as discussed in this chapter, an adjustment of the K factor 
could be implemented in variable mass flow regimes. This is because the 
heat transfer coefficient, among other factors, depends on the flow 
regime inside the pipes, which may change significantly when mass flow 
varies by two magnitudes (e.g. from 1 kg/s to 0.01 kg/s). 

Fig. 8. Logarithmic distribution of the difference between simulated and measured supply temperature at different mass flow regimes for the month of January at 15 
minutes time resolution. 

Fig. 9. Uncalibrated and calibrated temperature and mass flow behaviour in buildings B21 and B26. Points (A) and (B) represent the start and end of a shutdown 
event, respectively. 
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6. Conclusion and outlook 

The present study proposes a method for modelling and calibrating a 
steady-state heat network using an open-source tool (TESPy) to describe 
its topology and parameterise it with rather coarse assumptions. Due to 
the uncertainty associated with such assumptions, the model is cali
brated using a heuristic approach (PYGMO), which targets the combi
nation of the heat transfer coefficient and the length of each pipe for 
calibration. To validate and analyse the method, a heat network in 
southern Germany with available measured data on the network’s 
thermal behaviour but limited information about the topology and pipe 
characteristics is utilised. 

Results show that after calibration, the mean absolute temperature 
error between the simulated and measured flow temperatures at all 
consumers is below 0.5 ◦C, except in cases of high data uncertainty. 
These findings clearly indicate the effectiveness and accuracy of the 
proposed method. Furthermore, it is observed that the model performs 
better predictions at relatively high mass flow conditions (between 2.0 
kg/s to 4.2 kg/s) of individual pipes, but this accuracy decreases at low 
mass flow conditions (between 0.01 kg/s to 1 kg/s). Consequently, in 
situations involving changes in network operations (e.g., night shut
downs or setbacks), thermal inertia cannot be reliably predicted. 

The obtained results underscore the importance of analysing the 
operating conditions of the heating network before selecting a suitable 
modelling approach to assess its performance. While steady-state 
simulation of a district heating system with highly variable mass flows 
may lead to deviations in estimating thermal behaviour, it remains as a 
robust, accurate, and efficient modelling technique for district heating 
systems operating under relatively constant and design mass flow 
conditions. 

For future work, the thermal inertia component of the thermal 
analysis could be included whilst keeping the steady-state approach. 
This could be achieved by implementing a variable heat transfer coef
ficient depending on the range of the mass flow. Additionally, intro
ducing the possibility of disconnecting buildings from the network 
topology that are not operational or have minimal heat demand could 
enhance the stability of the developed system and mitigate convergence 
problems. 
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