# Optimal Single-Shot Decoding of Quantum Codes 

Aldo Cumitini®, Stefano Tinelli®, Balázs Matuz@, Francisco Lázaro®, Luca Barletta®


#### Abstract

We discuss single-shot decoding of quantum Calderbank-Shor-Steane codes with faulty syndrome measurements. We state the problem as a joint source-channel coding problem. By adding redundant rows to the code's parity-check matrix, we obtain an additional syndrome error correcting code which addresses faulty syndrome measurements. Thereby, the redundant rows are chosen to obtain good syndrome error correction capabilities while keeping the stabilizer weights low. Optimal joint decoding rules are derived which, though too complex for general codes, can be evaluated for short quantum codes.
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## I. Introduction

Recently, quantum information technologies have attracted great interest, since for certain applications they promise significant advantages compared to conventional technologies. One prominent example is Shor's algorithm for finding the prime factors of an integer [1], which provides an exponential speed-up compared to the best known classical algorithm. A major challenge for quantum computers is decoherence, i.e., the unintended interaction of qubits with their environment that leads to a loss of quantum information. This calls for powerful quantum error correction schemes. Although the noisy codeword cannot be observed directly, syndrome measurements can be performed using ancilla qubits to extract information about errors that affect a quantum system [2]. However, the quantum circuits used to extract these syndrome measurements are themselves faulty. Thus, one has to deal with both qubit and syndrome measurement errors.

A straightforward approach to combat syndrome errors is to repeat the syndrome measurements multiple times [3], a process known as Shor's syndrome extraction. In Shor's syndrome extraction, the number of measurement repetitions has to scale linearly with the code distance in order to achieve fault tolerance. An alternative is to rely on so-called single shot error correction [4], which implies carrying out redundant syndrome measurements, which are not necessarily repetitions of previously carried out measurements, but rather linear combinations thereof [5].

[^0]Such linear combinations might be subject to higher measurement uncertainty, but when employing them, it is sometimes possible to achieve fault tolerance using only a constant number of measurement rounds [4].

This work focuses on single-shot decoding of quantum error-correcting codes. In particular, by stating the problem as a joint source-channel coding problem, we gain further insight into the construction of the syndrome error-correcting code. We derive the optimal joint decoding rule (for the qubit and syndrome codes) as well as a relaxation thereof that ignores error degeneracy. The evaluation of the resulting expressions is, in general, complex, albeit feasible for small codes. Finally, the experimental results illustrate the performance of different syndrome error-correcting code constructions.

## II. Quantum Error Correction

We consider $\left[\left[n_{q}, k_{q}\right]\right.$ ] CSS codes [6]. The code constraints can be represented by a binary $\left(n_{q}-k_{q}\right) \times 2 n_{q}$ parity-check matrix of form

$$
\boldsymbol{H}_{q}=\left[\begin{array}{cc}
\boldsymbol{H}_{X} & \mathbf{0}  \tag{1}\\
\mathbf{0} & \boldsymbol{H}_{Z}
\end{array}\right]
$$

The $\left(n_{q}-k_{x}\right) \times n_{q}$ and $\left(n_{q}-k_{z}\right) \times n_{q}$ sub-matrices $\boldsymbol{H}_{X}$ and $\boldsymbol{H}_{Z}$ (with $k_{q}=k_{x}+k_{z}-n_{q}$ ) must fulfill $\boldsymbol{H}_{X} \boldsymbol{H}_{Z}^{\top}=\mathbf{0}$ to comply with the commutation requirement of the stabilizers.

In quantum systems, it is not possible to measure the qubits without perturbing the state. Instead, quantum error correction is performed relying on so-called (quantum) syndrome measurements that yield a syndrome vector $s_{q}$. This vector can be expressed as

$$
\begin{equation*}
\boldsymbol{s}_{q}^{\top}=\boldsymbol{H}_{q} \boldsymbol{e}_{q}^{\top} \tag{2}
\end{equation*}
$$

where $\boldsymbol{e}_{q}=\left[\boldsymbol{e}_{Z} \mid \boldsymbol{e}_{X}\right]$ is a binary vector of length $2 n_{q}$ uniquely associated with a Pauli error. The $X$ and $Z$ components of the error vector are swapped in (2) in order to implement the symplectic product [7]. In particular, when the $i$-th qubit is subject to a Pauli $X$ error, the $i$-th element in $\boldsymbol{e}_{X}$ is set to one, whereas when it is subject to a Pauli $Z$ error, the $i$-th element of $e_{Z}$ is set to one.

## III. System Model

As in [7], we model the channel error vector $\boldsymbol{e}_{q}=\left[\boldsymbol{e}_{Z} \mid \boldsymbol{e}_{X}\right]$ as the output of a binary symmetric channel (BSC) which introduces independent $Z$ and $X$ errors with the same probability $\epsilon$. Due to the independence of $X$ and $Z$ errors, we can decode them independently using the matrices $\boldsymbol{H}_{Z}$ and $\boldsymbol{H}_{X}$, respectively. To simplify notation, in the following, we drop the subscripts $X$ and $Z$. Thus, we denote by $\boldsymbol{H}$ the $(n-k) \times n$ binary parity-check matrix of an $(n, k)$ linear block code $\mathcal{C}$. The error vector is denoted by $e$. The (error-free) syndrome $s$ is computed as $\boldsymbol{s}=\boldsymbol{e} \boldsymbol{H}^{\top}$.

In quantum systems, not only the qubits are subject to errors, but also the syndrome measurements can be faulty. In this work, we model errors in syndrome measurements as the transmission of the syndrome over a BSC with error probability $\delta$. To provide resilience against syndrome errors, $\boldsymbol{s}$ is encoded using an $(m, n-k)$ binary linear code $\mathcal{C}_{s}$ with an $(n-k) \times m$ generator matrix $\boldsymbol{G}_{s}$. This yields a redundant (or encoded) syndrome $\boldsymbol{z}$. Figure 1 illustrates the abstracted model of our transmission system.

## A. Syndrome Error Probability

The rows of matrix $\boldsymbol{H}$ are denoted as $\boldsymbol{h}_{1}, \ldots, \boldsymbol{h}_{n-k}$. In the field of quantum error correction, these rows are also known as stabilizers of the code. Each stabilizer is connected to a syndrome measurement. In order to perform the syndrome measurement associated with the $i$-th stabilizer $\boldsymbol{h}_{i}$, typically an ancilla-qubit is injected, and it needs to interact with $\mathrm{w}\left(\boldsymbol{h}_{i}\right)$ data qubits, where $\mathrm{w}\left(\boldsymbol{h}_{i}\right)$ denotes the Hamming weight of $\boldsymbol{h}_{i}$. A simple error model for syndrome measurement errors is obtained assuming that each of these interactions fails with a given probability $q$ [5], yielding the following syndrome measurement error probability

$$
\begin{equation*}
\operatorname{Pr}\left(z_{j} \neq \tilde{z}_{j}\right)=\sum_{i \text { is odd }}\binom{\mathrm{w}\left(\boldsymbol{h}_{j}\right)}{i} q^{i}(1-q)^{\mathrm{w}\left(\boldsymbol{h}_{j}\right)-i} \tag{3}
\end{equation*}
$$

Observe that the probability in (3) increases with the Hamming weight of $\boldsymbol{h}_{j}$.

Since $\boldsymbol{h}_{j}$ for $j \in\{1, \ldots, m\}$ may not have constant weights, it is convenient to define the average error probability $\delta$ as

$$
\begin{equation*}
\delta=\frac{\sum_{j=1}^{m} \operatorname{Pr}\left(z_{j} \neq \tilde{z}_{j}\right)}{m} \tag{4}
\end{equation*}
$$

which is the syndrome error probability assumed throughout this work.

## IV. Syndrome Error Correcting Code

Elaborating on the redundant syndrome $\boldsymbol{z}$, we obtain

$$
\begin{equation*}
z=s \boldsymbol{G}_{s}=e \boldsymbol{H}^{\top} \boldsymbol{G}_{s}=e \boldsymbol{H}_{\mathrm{o}}^{\top} \tag{5}
\end{equation*}
$$

By definition, we have $\operatorname{rank}\left(\boldsymbol{G}_{s}\right)=n-k$ and $\operatorname{rank}(\boldsymbol{H})=n-$ $k$. Exploiting well-known results from linear algebra, it follows that matrix $\boldsymbol{H}_{\mathrm{o}}=\boldsymbol{G}_{s}{ }^{\top} \boldsymbol{H}$ has size $m \times n$ and $\operatorname{rank}\left(\boldsymbol{H}_{\mathrm{o}}\right)=$ $n-k$, since

$$
\begin{aligned}
& \operatorname{rank}\left(\boldsymbol{H}_{\mathrm{o}}\right) \leq \min \left(\operatorname{rank}\left(\boldsymbol{G}_{s}\right), \operatorname{rank}(\boldsymbol{H})\right) \\
& \operatorname{rank}\left(\boldsymbol{H}_{\mathrm{o}}\right) \geq \operatorname{rank}\left(\boldsymbol{G}_{s}\right)+\operatorname{rank}(\boldsymbol{H})-(n-k),
\end{aligned}
$$

where the lower bound on the rank of $\boldsymbol{H}_{\mathrm{o}}$ is also known as Sylvester's inequality.

We make the following observations. First, the $m \times n$ matrix $\boldsymbol{H}_{\mathrm{o}}, m>n-k$, is overcomplete, i.e., it contains linearly dependent rows. These linearly dependent rows enable correction of syndrome errors. Second, (5) describes a joint sourcechannel coding problem [8], where $e$ is first compressed with the help of $\boldsymbol{H}$ and then $\boldsymbol{s}$ is encoded to $\boldsymbol{z}$.

## A. Code Construction

Let

$$
\begin{equation*}
\boldsymbol{H}_{\mathrm{o}}=\left[\frac{\boldsymbol{H}}{\boldsymbol{P}}\right] \tag{6}
\end{equation*}
$$

where the $(m-n+k) \times n$ matrix $\boldsymbol{P}$ represents the redundant part of $\boldsymbol{H}_{\mathrm{o}}$. Note that any matrix $\boldsymbol{H}_{o}$ can be rearranged as in (6), e.g., by means of Gaussian elimination that identifies $n-k$ linearly independent rows. Then, the generator matrix $\boldsymbol{G}_{s}=[\boldsymbol{I} \mid \boldsymbol{A}]$ (in systematic form) of the syndrome errorcorrecting code is the solution of

$$
\begin{equation*}
\boldsymbol{A}^{\top} \boldsymbol{H}=\boldsymbol{P} \tag{7}
\end{equation*}
$$

One may use Gaussian elimination to solve (7) for $\boldsymbol{A}$.
In the sequel, we assume that the stabilizers of the quantum error-correcting code $\mathcal{C}$, hence $\boldsymbol{H}$, are given. Given this constraint, our focus lies on the development of the syndrome error correcting code denoted as $\boldsymbol{G}_{s}$. The classical code design approach is to find a code $\mathcal{C}_{s}$ with good distance and thus good error correction properties. However, in the quantum setting, we aim for matrices $\boldsymbol{H}_{\mathrm{o}}$ with low-weight rows that not only facilitate implementation, but also minimize the probability of syndrome measurement error $\delta$ (see Section III-A). More precisely, we would like to ensure that $\boldsymbol{P}$ is sparse, which is not necessarily guaranteed even when $\boldsymbol{H}$ and $\boldsymbol{G}_{s}$ are sparse.
In this work, starting from $\boldsymbol{H}$ we generate low-weight redundant rows. The problem of finding a sparse representation of a code can be addressed, e.g., by relying on probabilistic approaches as in [9]. For the short code examples in Section VI we can directly exploit the structure of $\boldsymbol{H}$ and construct $m^{\prime}>m$ low-weight redundant rows (which form $\boldsymbol{P}$ ). Alternatively, with a combinatorial approach, it is possible to investigate any possible combination of $j$ rows with $j \in\{2, n-k\}$. Once $\boldsymbol{P}$ is obtained, by solving (7), the matrix $\boldsymbol{A}^{\prime}$ is evaluated. Consequently, the generator matrix $\boldsymbol{G}_{s}^{\prime}=\left[\boldsymbol{I} \mid \boldsymbol{A}^{\prime}\right]$ of an $\left(m^{\prime}, n-k\right)$ code $\mathcal{C}_{s}^{\prime}$ is constructed. Finally, we select a sub-space of $m$ rows of $\boldsymbol{P}$ to obtain an $(m, n-k)$ code $\mathcal{C}_{s}$. For the codes under consideration, the selection of the $m$ rows among the $m^{\prime}$ candidates can be done by an exhaustive search to maximize the minimum distance (and minimize the multiplicity of minimum weight codewords) of $\mathcal{C}_{s}$. Alternatively, we will also provide examples of a concatenation of the syndrome error correcting code with a repetition code, since it is always possible to repeat the syndrome measurements.

## V. Decoding

## A. Degenerate Maximum A Posteriori Decoding

In the quantum setting, two error vectors $e$ and $\tilde{e}$ are said to be degenerate if their modulo- 2 sum $\boldsymbol{e}+\tilde{\boldsymbol{e}}$ is a stabilizer, that is, if it belongs to the row span of $\boldsymbol{H}$. Degenerate errors are indistinguishable from each other and lead to the same quantum state (see [10] for a detailed discussion on degeneracy). Thus, it is possible to group the error operators into cosets $\mathcal{E}$, which can be thought of as equivalence classes. All errors in a coset $\mathcal{E}$ can be corrected by the same recovery operator. The task of


Fig. 1. Classical error model. Pauli $X$ and $Z$ errors are assumed to be independent events, resulting in an associated binary error vector $\boldsymbol{e}_{q}=\left[\boldsymbol{e}_{Z} \mid \boldsymbol{e}_{X}\right]$. It can be seen as the output of a BSC with error probability $\epsilon$, where $\boldsymbol{e}_{Z}$ and $\boldsymbol{e}_{X}$ can be inferred independently. Therefore, the figure only shows one component where the subscripts $X$ and $Z$ are omitted. The vector $\boldsymbol{e}$ is never actually observed. Instead, a corrupted version $\tilde{\boldsymbol{z}}$ of the encoded syndrome $\boldsymbol{z}=\boldsymbol{e} \boldsymbol{H}^{\top} \boldsymbol{G}_{s}$ is measured. Measurement errors are modeled by a BSC with error probability $\delta$. The decoder provides an estimate $\hat{\boldsymbol{e}}$ of the error vector $\boldsymbol{e}$.
a degenerate decoder is to identify the right coset and apply the respective correction to the corrupted state. As in [10], the decoder aims to find the coset that minimizes the probability of error given the syndrome, extending the optimal decoding rule, e.g. maximum a posteriori (MAP), to the quantum scenario.

Hence, a degenerate MAP decoder computes the most probable coset given the noisy syndrome observation $\tilde{\boldsymbol{z}}$ as

$$
\begin{align*}
\hat{\mathcal{E}} & =\underset{\mathcal{E}}{\arg \max } \operatorname{Pr}(\mathcal{E} \mid \tilde{\boldsymbol{z}})=\underset{\mathcal{E}}{\arg \max } \frac{\operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \mathcal{E}) \operatorname{Pr}(\mathcal{E})}{\operatorname{Pr}(\tilde{\boldsymbol{z}})} \\
& =\underset{\mathcal{E}}{\arg \max } \operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \mathcal{E}) \operatorname{Pr}(\mathcal{E}) . \tag{8}
\end{align*}
$$

Elaborating on $\operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \mathcal{E})$ we obtain

$$
\begin{align*}
\operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \mathcal{E}) & =\frac{\operatorname{Pr}(\tilde{\boldsymbol{z}}, \mathcal{E})}{\operatorname{Pr}(\mathcal{E})} \stackrel{(a)}{=} \frac{1}{\operatorname{Pr}(\mathcal{E})} \sum_{\boldsymbol{e} \in \mathcal{E}} \operatorname{Pr}(\tilde{\boldsymbol{z}}, \boldsymbol{e}) \\
& =\frac{1}{\operatorname{Pr}(\mathcal{E})} \sum_{\boldsymbol{e} \in \mathcal{E}} \operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{e}) \operatorname{Pr}(\boldsymbol{e}) \tag{9}
\end{align*}
$$

where in $(a)$ we exploited the fact that the error events in $\mathcal{E}$ are all disjoint. Inserting (9) into (8) we obtain

$$
\begin{equation*}
\hat{\mathcal{E}}=\underset{\mathcal{E}}{\arg \max } \sum_{\boldsymbol{e} \in \mathcal{E}} \operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{e}) \operatorname{Pr}(\boldsymbol{e}) . \tag{10}
\end{equation*}
$$

Note that evaluating the expression in (10) requires processing of all $2^{n}$ different error vectors, and is thus only feasible for small values of $n$.

In this paper, the following error model is assumed. Let $\mathrm{d}(\boldsymbol{z}, \tilde{\boldsymbol{z}})$ be the Hamming distance between the vectors $\boldsymbol{z}$ and $\tilde{\boldsymbol{z}}$. The probability associated with an error vector $\boldsymbol{e}$ over a BSC with crossover probability $\epsilon$ is defined as,

$$
\begin{equation*}
\operatorname{Pr}(\boldsymbol{e})=\left(\frac{\varepsilon}{1-\varepsilon}\right)^{\mathrm{w}(\boldsymbol{e})}(1-\varepsilon)^{n} \tag{11}
\end{equation*}
$$

Similarly, over a BSC with crossover probability $\delta$, we have

$$
\begin{equation*}
\operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{e})=\operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{z}(\boldsymbol{e}))=\left(\frac{\delta}{1-\delta}\right)^{\mathrm{d}(\boldsymbol{z}(\boldsymbol{e}), \tilde{\boldsymbol{z}})}(1-\delta)^{m} \tag{12}
\end{equation*}
$$

where $\boldsymbol{z}(\boldsymbol{e})$ is the redundant syndrome vector induced by the error pattern $e$.

## B. Maximum A Posteriori Decoding

Ignoring the effect of degeneracy, a classical MAP decoder would compute

$$
\begin{align*}
\hat{\boldsymbol{e}} & =\underset{\boldsymbol{e} \in \mathbb{F}_{2}^{n}}{\arg \max } \operatorname{Pr}(\boldsymbol{e} \mid \tilde{\boldsymbol{z}})=\underset{\boldsymbol{e} \in \mathbb{F}_{2}^{n}}{\arg \max } \operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{e}) \operatorname{Pr}(\boldsymbol{e}) \\
& =\underset{\boldsymbol{e} \in \mathbb{F}_{2}^{n}}{\arg \max } \operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{z}(\boldsymbol{e})) \operatorname{Pr}(\boldsymbol{e}) . \tag{13}
\end{align*}
$$

The expression in (13) can be computed using (11) and (12).
Note again that evaluating (13) requires processing all $2^{n}$ error vectors. Let us now see how this complexity can be reduced. First, $\operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{z}(\boldsymbol{e}))=\operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{s}(\boldsymbol{e}))$ has to be evaluated for $2^{n-k}$ different syndrome vectors. This is because all the $2^{k}$ error vectors in a coset differ by a stabilizer and yield the same corrupted state, thus also the same syndrome. Second, for a given syndrome vector $s$, the lowest weight error vector $e^{*}(s)$ which is consistent with $s$ maximizes the expression in (13). ${ }^{1}$ Therefore, before decoding, we can determine a one-to-one mapping between $s$ and $e^{*}(s)$. For this step, we need to check at least $2^{n-k}$ error patterns, but usually less than $2^{n}$. This step has to be performed once for a given code prior to decoding. Thus, we can reformulate MAP decoding as follows

$$
\begin{equation*}
\hat{\boldsymbol{s}}=\underset{\boldsymbol{s} \in \mathbb{F}_{2}^{n-k}}{\arg \max } \operatorname{Pr}(\tilde{\boldsymbol{z}} \mid \boldsymbol{s}) \operatorname{Pr}\left(\boldsymbol{e}^{*}(\boldsymbol{s})\right) \tag{14}
\end{equation*}
$$

The estimated error vector $\hat{\boldsymbol{e}}^{*}(\hat{\boldsymbol{s}})$ can be directly obtained from $\hat{s}$ through the one-to-one mapping. According to (14), $2^{n-k}<$ $2^{n}$ syndrome vectors must be processed during decoding.

## VI. Experimental Results

We present experimental results for two families of CSS codes whose parity-check matrix structure is as in (1). In both cases, the submatrices $\boldsymbol{H}_{X}$ and $\boldsymbol{H}_{Z}$ represent two equivalent codes. Therefore, similarly to [7], we only show simulation results for the code represented by $\boldsymbol{H}_{X}$ over the BSC with error probability $\epsilon$. Simulations are performed under both MAP and degenerate MAP decoding for fixed syndrome error probability $\delta$. We determine the probability of decoding failure $P_{e}$ versus $\epsilon$ by Monte Carlo simulations. A decoding failure is declared whenever a logical error occurs, i.e., when the decoded error pattern is not in the same coset as the one introduced by the channel. Note that the redundant rows of the parity-check matrix may have different weights in our experiments. Therefore, for a fixed $q$ in (3), $\delta$ in (4) will change depending on the code that is considered. For a fair comparison, different codes must be compared for different values of $\delta$.

[^1]

Fig. 2. Decoding failure rate versus error probability $\epsilon$ for the [[16, 2]] product code with $q=0.013$ (red) and $q=0.021$ (blue).
A. [[16, 2]] Product Code

We consider the [[16, 2]] quantum product code [11]. The $8 \times 16$ binary matrix $\boldsymbol{H}_{X}$ in (1) is given by

$$
\boldsymbol{H}_{X}=\left[\begin{array}{llllllllllllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
\hline 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Note that $\boldsymbol{H}_{X}$ by construction already contains one redundant weight- 4 row. Additional redundant rows of weight 6 are generated by exploiting the code structure. By dividing the rows of matrix $\boldsymbol{H}_{X}$ into two sets, namely the first four rows and the remaining rows, it is possible to generate a total of 16 weight- 6 rows. This can be achieved by taking any linear combination of one element from each set. As a result, we obtain a $(24,7)$ syndrome error-correcting code $\mathcal{C}_{\text {red }}^{(24,7)}$ with $d_{\text {min }}=8$. For completeness, the submatrix $\boldsymbol{A}$ of the code's generator matrix $\boldsymbol{G}_{s}=[\boldsymbol{I} \mid \boldsymbol{A}]$ is

$$
\boldsymbol{A}=\left[\begin{array}{llllllllllllllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1
\end{array}\right] .
$$

We now remove three of the weight- 6 redundant rows and obtain a $(21,7)$ syndrome error-correcting code $\mathcal{C}_{\text {red }}^{(21,7)}$ with $d_{\text {min }}=6$. Likewise, we consider $\boldsymbol{H}_{X}$ without the last redundant row and repeat the seven syndrome measurements three times. The result is a $(21,7)$ syndrome error-correcting code $\mathcal{C}_{\text {rep }}^{(21,7)}$ with $d_{\text {min }}=3$. For a fair comparison between the codes, a higher $\delta$ has to be considered for $\mathcal{C}_{\text {red }}^{(21,7)}$ due to the higher stabilizer weights. Figure 2 shows the probability of decoding failure versus $\epsilon$ for different values of $\delta$. While


Fig. 3. Decoding failure rate versus error probability $\epsilon$ for the [[16, 2]] product code and $q=0.013$.
for $\mathcal{C}_{\text {rep }}^{(21,7)}$ we consider $\delta=0.05$ and $\delta=0.08$, for $\mathcal{C}_{\text {red }}^{(21,7)}$ we consider $\delta=0.0654$ and $\delta=0.1$ due to the additional weight6 rows. Although $\mathcal{C}_{\text {red }}^{(21,7)}$ shows a visible performance gain for both values of $\delta$, degenerate MAP (deg-MAP) decoding does not yield performance benefits compared to MAP decoding for the current setup. We provide further code design examples of syndrome error-correcting codes. First, we consider $\boldsymbol{H}_{X}$ including the last redundant row, and repeat the eight measurements three times. Formally, the resulting $(24,7)$ syndrome error-correcting code $\mathcal{C}_{\text {con }}^{(24,7)}$ with $d_{\text {min }}=6$ can be described as the serial concatenation of a $(8,7)$ single parity-check code with $d_{\text {min }}=2$ and a $(24,8)$ code with $d_{\text {min }}=3$. The $(24,8)$ code repeats each of the eight information bits three times. Its generator matrix is $\boldsymbol{I} \otimes\left[\begin{array}{ll}11 & 1\end{array}\right]$, where $\boldsymbol{I}$ is an $8 \times 8$ identity matrix. Second, we consider $\boldsymbol{H}_{X}$ without the last redundant row and repeat the seven syndrome measurements four times. The result is a $(28,7)$ syndrome error-correcting code $\mathcal{C}_{\text {rep }}^{(28,7)}$ with $d_{\text {min }}=4$. Third, we consider $\mathcal{C}_{\text {red }}^{(24,7)}$ and repeat only the first four measurements once. The resulting code is a concatenation of a $(24,7)$ code with $d_{\min }=8$ and a $(28,24)$ code with $d_{\text {min }}=1$. The concatenated code $\mathcal{C}_{\text {con }}^{(28,7)}$ has parameters $(28,7)$ and $d_{\min }=9$. The probability of decoding failure versus $\epsilon$ is shown in Fig. 3. Again, for a fair comparison, $\delta$ has been adjusted to account for the change in stabilizer weights. Observe that plain repetition of the syndrome measurements leads to noticeable losses in performance. In contrast, using redundant measurements, including also concatenated schemes (with an inner repetition code), leads to an improvement in performance. Again, degenerate MAP decoding does not yield visible advantages.

## B. [[18, 2]] Toric Code

The second code investigated is the $[[18,2]]$ toric code [12] with

$$
\boldsymbol{H}_{X}=\left[\begin{array}{llllllllllllllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0  \tag{15}\\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1
\end{array}\right]
$$

$\boldsymbol{H}_{X}$ has only one redundant row. The last row of $\boldsymbol{H}_{X}$ in (15) can be obtained as the sum of all other rows. Overall, we can construct additional 24 weight- 6 redundant rows yielding a $(33,8)$ code $\mathcal{C}_{\text {t-red }}^{(33,8)}$ with $d_{\min }=10$. The submatrix $\boldsymbol{A}$ of the code's generator matrix $\boldsymbol{G}_{s}=[\boldsymbol{I} \mid \boldsymbol{A}]$ is

$$
\boldsymbol{A}=\left[\begin{array}{lllllllllllllllllllllllllll}
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1
\end{array}\right]
$$

Next, we show examples of codes with different code parameters. First, removing 9 weight- 6 redundant rows, we obtain a $(24,8)$ code $\mathcal{C}_{\text {red }}^{(24,8)}$ with $d_{\text {min }}=6$. Recall that the removal is done such that the minimum distance is kept as large as possible. Similarly, a $(24,8)$ code $\mathcal{C}_{\text {rep }}^{(24,8)}$ can be constructed by repeating the first 8 non-redundant syndrome measurements 3 times. However, this code has $d_{\text {min }}=3$. Second, removing 6 rows, we obtain a $(27,8)$ code $\mathcal{C}_{\text {red }}^{(27,8)}$ with $d_{\text {min }}=8$. A $(27,8)$ code $\mathcal{C}_{\text {con }}^{(27,8)}$ can be constructed by repeating all 9 syndrome measurements. This code can be seen as a serial concatenation of a $(9,8)$ single parity-check code and a code with generator matrix $\boldsymbol{I} \otimes\left[\begin{array}{lll}1 & 1 & 1\end{array}\right], \boldsymbol{I}$ being a $9 \times 9$ identity matrix. Third, removing one weight- 6 row, we get a $(32,8)$ code $\mathcal{C}_{\text {red }}^{(32,8)}$ with $d_{\text {min }}=9$. A $(32,8)$ code $\mathcal{C}_{\text {rep }}^{(32,8)}$ with $d_{\min }=4$ can be obtained by repeating the 8 non-redundant syndrome measurements 4 times.
The probability of decoding failure versus $\epsilon$ for all codes is shown in Fig. 4. Overall, we observe the same trends as for the product code. Degenerate MAP decoding does not show visible advantages compared to classical MAP decoding. Also in this case, repeating measurements yields the worst performance. By contrast, the concatenation of a repetition code with other syndrome correction codes yields good results, and it has the advantage that stabilizer weights can be kept low. The best results for certain code parameters are obtained by choosing appropriate subsets of weight- 6 stabilizers that define the syndrome error correcting code.

## VII. Conclusions

We studied single-shot decoding of quantum Calderbank-Shor-Steane (CSS) codes with faulty syndrome measurements and re-stated the problem as a joint source-channel coding


Fig. 4. Decoding failure rate versus error probability $\epsilon$ for the $[[18,2]]$ toric code with $q=0.013$.
problem. By introducing low-weight redundant rows in the CSS code's parity-check matrix, a syndrome error-correcting code is obtained which provides additional resilience against faulty syndrome measurements. By means of code examples, we illustrated that employing a syndrome error-correcting code based on redundant rows outperforms repeated syndrome measurements. Such codes can also be concatenated with an additional repetition code. In our experiments, we considered classical maximum a posteriori (MAP) decoding, which identifies the most likely Pauli error, and the more complex degenerate MAP decoding which subdivides valid error patterns into cosets and identifies the most likely coset. In our case, the more complex degenerate MAP decoding turned out to perform similarly to classical MAP decoding. Experiments with more realistic error models of quantum circuits are left for further work.
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