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Introduction

Image-based surface or shape modeling is a fundamental task for small body exploration within the
solar system. While Deep Learning methods have been rapidly applied to retrieve topographic
models of planets (Chen et al., 2022a; 2022b), stereo-photogrammetry (SPG) and stereo-
photoclinometry (SPC) are still the two primary methods employed for shape modeling. To achieve
detailed global shape modeling, SPG and SPC usually rely on a large number of images. In this
study, we introduce a neural implicit shape modeling method utilizing a sparse set of images. Our
approach diverges from traditional explicit representation methods like SPG, which utilizes discrete
points to interpolate a surface, by employing a continuous implicit representation function to
describe body surfaces. The performance is validated on the asteroid Ryugu explored by
Hayabusa2 (Watanabe et al., 2019).

Method

The method implicitly models surface details and the overall shape using the signed distance
function (SDF) (Chen et al. (2024a). The 3D scene of the target is represented in the form of neural
implicit functions, encoded by multi-layer perceptrons (MLP), to derive the SDF and color (image
gray intensity) from inputs (Chen et al. (2024b). To train the SDF and color network parameters, a
volume rendering scheme is employed to render images from the proposed SDF-based
representation. We include surrounding points with multi-scale receptive fields as additional input to
train the network and design a mask-based classification strategy to capture detailed features on
the surface and avoid over-smoothing.

Dataset

We selected 70 images with a resolution of 2.2 m captured by the Optical Navigation Camera
Telescope (ONC-T; Kameda et al., 2017) to reconstruct the shape model of Ryugu. All images are
obtained from camera viewpoints near the equatorial plane. Previously Watanabe et al. (2019)
established a Ryugu shape model applying about three times as many images than used in this
study with a better image resolution (about 0.7 m) than used here. Estimation of the exterior



camera parameters is achieved within a preprocessing step applying structure from motion
techniques.

Experiment Results

Fig. 1a shows the model derived by Watanabe et al. (2019) using SFM + multi-view stereo (MVS) in
direct comparison with the shape model derived by our method (Fig. 1b). While the latter utilizes
about 1/3 of the images with lower-resolution, the results still exhibit detailed features consistent
with the model derived by Watanabe et al. (2019). Besides, our results demonstrate robustness
even in areas with limited camera coverage. For instance, in polar regions where the SFM + MVS
method falls short of retrieving some boulders, our approach successfully accomplishes this task.

Fig. 1. Polar views of the shape models of Ryugu reconstructed by Watanabe et al. (2019) (a) and
this study (b).

Conclusion

We introduced a novel neural implicit shape modeling method utilizing a sparse set of images. It can



effectively derive detailed features on the surface. Based on current experiments it appears to be a
promising tool to support shape modeling in future small body explorations.
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