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Abstract: High-temperature heat pumps are a key technology for enabling the complete integration
of renewables into the power grid. Although these systems may come with several variants, Brayton
heat pumps are gaining more and more interest because of the higher heat sink temperatures and
the potential to leverage already existing components in the industry. Because these systems utilize
renewable electricity to supply high-temperature heat, they are particularly suited for industry
or energy storage applications, thus prompting the development of various demonstration plants
to evaluate their performance and flexibility. Adapting to varying load conditions and swiftly
responding to load adjustments represent crucial aspects for advancing such systems. In this context,
this study delves into assessing the transient capabilities of Brayton heat pumps during thermal
load management. A transient model of an emerging prototype is presented, comprising thermal
and volume dynamics of the components. Furthermore, two reference scenarios are examined to
assess the transient performance of the system, namely a thermal load alteration due to an abrupt
change in the desired heat sink temperature and, secondly, to a sudden variation in the sink mass flow
rate. Finally, two control methodologies—motor/compressor speed variation and fluid inventory
control—are analyzed in the latter scenario, and a comparative analysis of their effectiveness is
discussed. Results indicate that varying the compressor speed allows for a response time in the
8–20 min range for heat sink temperature regulation (first scenario). However, the regulation time is
conditioned by the maximum thermal stress sustained by the heat exchangers. In the latter scenario,
regulating the compressor speed shows a faster response time than the inventory control (2–5 min vs.
15 min). However, the inventory approach provides higher COPs in part-load conditions and better
stability during the transient phase.

Keywords: high-temperature heat pump; Brayton heat pump; dynamic modeling; transient simulation;
control system

1. Introduction
1.1. Background

The latest report from the International Energy Agency [1] underscores heat produc-
tion as the most significant contributor to global energy usage, constituting nearly half
of the world’s final energy consumption. In 2021, the industrial sector accounted for ap-
proximately 51% of energy consumption for heat production, with domestic use, including
heating buildings and water, representing 46%, and agricultural activities utilizing 3%. As
non-renewable energy sources still satisfy more than 60% of heating energy demand [1],
decarbonizing heat production is crucial to achieving carbon neutrality.
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Over the past years, high-temperature heat pumps have emerged as a pivotal tech-
nology while addressing the need to reduce carbon emissions associated with heating [2].
Notably, these systems can harness surplus renewable energy to transfer heat from low-
temperature sources to high-temperature heat utilizers. To date, a variety of heat pump
models are commercially available, from absorption and vapor compression to rotational,
hybrid, and transcritical heat pumps [3,4]. In their review study, Arpagaus et al. [5]
highlighted that the majority of industrial heat pumps on the market can supply heat to
90 ◦C, with only a minority capable of reaching temperatures in the range of 140–160 ◦C.
Beyond domestic applications, these systems primarily find use in industries requiring low-
temperature heat. Nonetheless, several works have demonstrated that different European
industries require high-temperature heat [6,7], and heat pumps could partly cover such
demand if sink temperatures above 100 ◦C could be reached. For instance, process heat
could be used for steam generation, and heat pumps could be effectively employed in case
of heat sink temperatures above 130 ◦C [8].

The advancement of heat pump technology faces challenges such as low efficiency,
high equipment costs, extended payback periods, limitations of components, and a need
for environmentally friendly operating fluids suitable for high temperatures [9]. While the
Rankine thermodynamic cycle underpins most common models, alternatives based on the
Brayton cycle may offer higher performance depending on the temperature glides of the
heat sources and sinks [4]. Zühlsdorf et al. [10] suggested that technically and economically
feasible heat pumps capable of supplying heat up to 280 ◦C could be developed by leverag-
ing equipment already available in the oil and gas industry. Under this approach, various
concepts aiming to supply heat at temperatures higher than 150 ◦C have been put forward
in the literature for industrial and energy storage applications [5,11]. However, these
systems need to be developed, realized, and integrated into relevant industries. Moreover,
these systems should offer grid flexibility by enabling rapid start-ups or accommodating
quick load variations while maintaining high efficiencies for optimal performance.

Despite flexibility being a crucial aspect for demonstrating such technology, only a
limited number of studies have delved into the transient performance of industrial Brayton
heat pumps, primarily focusing on the cold start-up of the system [12,13]. In particular,
Ferrari et al. [13] reported a start-up time of approximately two hours and found the
maximum thermal stresses sustained by the heat exchangers to be the primary limitation
for a fast maneuver. However, the work did not analyze the system behavior during
thermal load regulation.

1.2. Objectives and Elements of Novelty

This paper aims to assess the transient capabilities of a novel Brayton heat pump
during thermal load regulation. Preliminary results on this topic have been reported in
Ref. [14]. In this study, a more extended analysis is proposed, with particular reference to
the following scenarios:

• A thermal load alteration caused by an abrupt change in the desired heat
sink temperature;

• A thermal load alteration due to a sudden variation in the sink mass flow rate. In the
former scenario, the motor/compressor speed adapts to the heat sink temperature at
the desired setpoint.

In the latter, two distinct control methodologies—motor/compressor speed variation
and fluid inventory control—are employed to maintain the heat sink temperature, allowing
for a comparative analysis of their effectiveness.

2. Case Study

The present study examines the Brayton heat pump recently developed by the German
Aerospace Center (DLR) in Cottbus, Germany [12].

As depicted in Figure 1a, the prototype features a two-stage axial turbine, a three-stage
turbocompressor, and three shell-and-tube heat exchangers. The system operates according
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to the reversed-Brayton cycle, which is reported in Figure 1b. Therefore, the compressor
initially elevates the temperature and pressure of a designated operating fluid (e.g., dry
air, Argon, or CO2) using electrical power (line 1–2). Subsequently, the high-temperature
heat exchanger (HTHE) transfers heat to the thermal user (line 2–3), after which the gas
expands through the turbine, recovering power and lowering its temperature below 0 ◦C
(line 3–4). A low-temperature heat exchanger (LTHE) enables heat transfer between a
source at a low temperature and the gas contained in the closed cycle, which then returns
to the compressor (line 4–1). Additionally, the system comprises a recuperator designed for
internal heat recovery, as well as a heater capable of raising the fluid’s temperature at the
compressor inlet when needed.
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Figure 1. Brayton heat pump developed by DLR: (a) plant layout; (b) T-s diagram. Points 1 and 2
refer to the compressor inlet and outlet, while points 3 and 4 refer to the turbine inlet and outlet,
respectively. The grey and bold lines show the high and low-pressure sides of the plant. The grey
dotted line indicates that the recuperator is disabled in the considered plant configuration.

For the purposes of this study, the recuperator is assumed inactive despite being part
of the actual plant layout. In this configuration, the system supplies 115 kW of sensible
heat in the range of 272−100 ◦C with a coefficient of performance (COP) of approximately
1.3. The system operating conditions are reported in Table 1. On the other hand, it is worth
noting that the system operates as a closed cycle, enabling fluid inventory control to adjust
the sink thermal load by adding or extracting mass into/from the system from a secondary
circuit. In this work, the inventory circuit is simplified by considering an ideal apparatus
capable of moving mass from the heat pump to the buffer (or environment) and vice versa.

Table 1. System operating conditions (non-recuperated layout).

Description Point T (◦C) p (bar)
.

m (kg s−1)

Cycle

1 15.00 1.013 0.658
2 271.40 6.282 0.658
3 101.30 6.128 0.658
4 −25.85 1.085 0.658

Sink
inlet 15.00 1.08 0.458

outlet 261.40 1.017 0.458

Source
inlet 17.20 1.239 1.011

outlet −9.46 1.067 1.011

3. Methods

A physical model of the plant comprehensive of control systems was developed using
Simulink® and Simscape™ libraries in Matlab® R2022b (9.13.0.2049777) [15]. Moreover, dry
air was assumed in both sink, source, and closed circuit. RefProp [16] was employed to
compute its thermophysical properties.
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3.1. Turbomachinery

Turbomachines were considered adiabatic and did not contribute to the total gas volume
of the system. Therefore, mass and energy were conserved, as in Equations (1) and (2):

.
min +

.
mout = 0, (1)

.
Φin +

.
Φout +

.
W f luid = 0, (2)

where
.

mi and
.

Φin are the mass and energy flow rates at the machine inlet/outlet and
.

W f luid
is the fluid thermodynamic power computed as:

.
W f luid =

{
− .

minηis∆his, i f turbine
.

min
∆his
ηis

, i f compressor (3)

where ∆his and ηis are the isentropic enthalpy drop and efficiency, respectively. Finally, the
power recovered through the turbine or adsorbed by the compressor was determined using
Equations (4) and (5):

.
Wturb = ηm

.
W f luid, (4)

.
Wcomp =

.
W f luid/ηm, (5)

where ηm is the mechanical efficiency of the turbomachine. Thermal dynamics related
to turbomachinery were disregarded. On the other hand, the model accounted for the
moment of inertia of the turbomachines, transmission, motor, and generator. Hence, inertial
torques were determined as in Equation (6):

τ = J
dN
dt

, (6)

where J is the moment of inertia of the specific component and N is its rotational speed.
Performance maps from DLR were utilized to define the off-design characteristics of the
turbomachines. Figure 2 reports the compressor map used in the present work, expressed
as a function of corrected parameters defined according to Equation (7):

.
mcorr =

.
min

√
Tin/Tre f

pin/pre f

Ncorr =
N√

Tin/Tre f

, (7)

where pre f = 101, 325 Pa, Tre f = 288.15 K, N is the rotational speed, and
.

min, Tin, pin are
the mass flow, temperature, and pressure at the machine inlet.
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3.2. Heat Exchangers

Three countercurrent shell-and-tube heat exchangers were considered in the model.
Technical data provided by the producer were employed to set up the designated components
within the Simscape™ Fluids library [17]. The flows on either side of the heat exchanger were
established using the mass and energy balances detailed in Equations (8) and (9):[((

∂ρ

∂p

)
u

dpI
dt

+

(
∂ρ

∂u

)
p

du
dt

]
V =

.
min +

.
mout, (8)

[((
∂U
∂p

)
T,V

dpI
dt

+

(
∂U
∂T

)
p,V

dTI
dt

]
=

.
Φin +

.
Φout +

.
Q, (9)

where
.

Q is the exchanged heat flow rate,
.

mi and
.

Φi are the mass and energy flow rates at
the tube or shell inlet/outlet, and pI , TI , ρ, V, U are the gas pressure, temperature, density,
volume, and internal energy. As for the pressure drop, they were modeled according to
Equation (10):

∆p
∆pnom

=

(
ρnom

ρ

)( .
m

.
mnom

)2

. (10)

Furthermore, the heat flow rate transferred through the heat exchanger was deter-
mined based on the ε-NTU method [18], summarized in Equation (11):

.
Q = ε · Cmin · (Thot,in − Tcold,in)
NTU = 1

CminRoverall
ε = f (NTU, Cr)

, (11)

where
.

Q denotes the heat flow rate, ε is the effectiveness, Cmin is the minimum thermal
capacity rate, Cr = Cmin/Cmax is the thermal capacity ratio, and Roverall represents the
overall thermal resistance of the heat exchanger. Figure 3 reports the ε-NTU correlation
used in the present study.
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The metal mass of the heat exchangers was included in the model, thus accounting
for their thermal inertia. In particular, the heat exchange between the tube and shell was
determined according to:

.
Qtube =

.
Q + Cwall,tube

.
Twall,tube, (12)

.
Qshell =

.
Q − Cwall,shell

.
Twall,shell , (13)
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where Cwall,i and
.
Twall,i are the thermal capacity and temperature rate of the tube/shell

side and
.

Q is the heat transfer rate computed according to Equation (11).

3.3. Piping and Valves

The model accounted for the gas volume and thermal inertia due to the piping. To
this end, the gas volume and metal mass of each pipe were determined based on the
pipe’s actual geometry. As for the mathematical model of the pipes, mass and energy were
conserved analogously to the heat exchangers through Equations (8) and (9). Conversely,
pressure drops were computed as:

pi − pI =

( .
mi
S

)2( 1
ρi

− 1
ρI

)
+ ∆piI , (14)

where ∆piI are the pressure losses due to viscous friction, S is the pipe’s cross-sectional area,
and the subscripts I and i denote the physical quantities of the gas volume at the pipe’s
inlet/outlet, respectively. Finally, the heat transferred through the pipe was determined
according to Equations (15)–(17):

.
Q =

.
Qconv +

.
Qcond, (15)

.
Qconv =

∣∣ .
mavg

∣∣cp,avg

(
1 − exp

(
−

αavg A∣∣ .
mavg

∣∣cp,avg

))
(Twall − Tin) +

kI A
dh

(Twall − Ti), (16)

.
Qcond = 2πkmatL

 (Tmat − Tin)

ln
(

davg
din

) +
(Tout − Tmat)

ln
(

dout
davg

)
+ cmat Mmat

.
Tmat. (17)

In more detail, Equation (16) models the heat exchanged between the fluid and the
pipe wall, while Equation (17) describes the pipe’s thermal mass effects as well as the
heat transfer due to conduction through the pipe material. Further details concerning the
mathematical model of the pipe are provided in [17,19].

For what concerns the turbine bypass, it was modeled as an adiabatic variable size
orifice with negligible gas volume. The mass flow through the valve was determined based
on the flow conditions according to Equation (18):

.
m =


Cvξ6

(
1 − 1−PRlam

3FγxT

)√
ρavg

pavg(1−PRlam) (pin − pout) i f PR > PRlam

Cvξ6

(
1 − pin−pout

3pin FγxT

)√
(pin − pout)ρin i f PR ≤ PRlam

2
3 Cvξ6

√
FγxT pinρin i f PR < 1 − FγxT

, (18)

where Cv is the valve flow coefficient, pi is the upstream/downstream pressure, ρin is
the upstream fluid density, PR is the pressure ratio, xT is the pressure differential ratio at
chocked flow, Fγ is the ratio of the isentropic exponent, and ξ6 is a constant equal to 27.3
for mass flow rate in kg/h, pressure in bar, and density in kg/m3. The valve geometry and
its flow characteristic (e.g., the relationship between opening and flow coefficient) were
specified based on the manufacturer’s data. Ultimately, the gas volume of the heater was
neglected, while its pressure losses were taken into account.

3.4. Control Systems

Several controls were implemented to operate the heat pump, specifically:

• Anti-surge control;
• Temperature/speed control;
• Fluid inventory control.
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In this work, a surge margin of at least 10% was ensured via the anti-surge control
(ASC), which regulated the turbine bypass to avoid the compressor operating in regions
close to the surge line, as shown in Figure 4a.
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Figure 4. Anti-surge control: (a) plant schematic; (b) control loop. Points 1 and 2 refer to the
compressor inlet and outlet, while points 3 and 4 refer to the turbine inlet and outlet, respectively.
The grey and bold lines show the high and low-pressure sides of the plant. The grey dotted line
indicates that the recuperator is disabled in the considered plant configuration. Arrows highlight
that transducers’ pressure (PT), temperature (TT) and mass flow rate (FT) measurements are inputs
to the ASC.

The bypass opening was determined by means of the control loop outlined in
Figure 4b. Therefore, plant measurements were utilized to compute the actual surge
margin, defined as:

SM =

(
PRsurge

PRop
− 1
)

.
mcorr

, (19)

where PRop entails the measured pressure ratio and PRsurge denotes the one on the surge
line for an equal corrected mass flow rate. A proportional–integral (PI) controller then
computed the bypass opening according to the surge margin residual. Like the other
regulators used in the present study, the controller gains were initially derived using the
Ziegler–Nichols method and fine-tuned through trial and error. Additionally, due to the
saturation of the control actions (e.g., min/max bypass opening), anti-windup techniques
were also enabled to help prevent integration wind-up of the regulator.

Conversely, as shown in Figure 5a, the temperature/speed control (TC) allowed the
sink temperature to be regulated to a given value by adjusting the motor rotational speed.
Only the following control specifications were taken into account, since this study mainly
focused on assessing the system response rather than optimizing it:

• Zero residual upon reaching the new steady-state condition;
• Temperature rates below 2 K/min at the compressor outlet [12].

The cascade control structure depicted in Figure 5b was considered to fulfill the
requirements. Three control loops were established, each employing a continuous-time PI
controller. In particular, the outer loop aimed to determine a setpoint for the rate of variation
of the compressor outlet temperature based on the sink temperature residual. Here, the
rate reference was constrained below 2 K/min to prevent undue stresses on the HTHE.

The intermediate control loop then determined a speed reference based on the tem-
perature rate residual. Analogous to the outer loop, limitations were imposed on the
speed setpoint to ensure the compressor operated within acceptable shaft speed ranges.
Ultimately, the inner control loop determined the torque to apply to the motor according
to speed residual. For simplicity, speed ramp limits of the motor were not included in the
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control scheme. Nevertheless, the obtained ramps were analyzed a posteriori to verify they
remained below 300 rpm/s.
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Figure 5. Temperature/speed control: (a) plant schematic; (b) control loop. Points 1 and 2 refer to the
compressor inlet and outlet, while points 3 and 4 refer to the turbine inlet and outlet, respectively.
The grey and bold lines show the high and low-pressure sides of the plant. The grey dotted line
indicates that the recuperator is disabled in the considered plant configuration. Arrows highlight that
transducers’ temperature (TT) and rotational speed (ST) measurements are inputs to the TC.

Finally, the fluid inventory control (FIC) was implemented as an alternative to maintain
the sink outlet temperature at the desired value. As shown in Figure 6a, an ideal device
was assumed to transfer mass between the primary closed cycle and a secondary circuit
(e.g., buffer), contingent on the sink outlet temperature residual. Within the present work,
the buffer was modeled as a reservoir at ambient conditions, whilst the ideal machine
eventually simplified an injection/extraction system comprising valves and a vacuum
pump. Here, the device was constrained to add or remove a maximum mass flow rate of
approximately 10% relative to the primary mass flow rate. Finally, Figure 6b reports the
control structure used to drive the ideal apparatus. A time-continuous PD controller was
employed and synthesized according to the methodology previously described.
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4. Results and Discussion
4.1. Performed Analyses

The transient model was employed to test the Brayton heat pump under different
operating conditions, namely:

1. Step change of the desired sink temperature while the TC is used to adapt the thermal
load supplied by the heat pump;

2. Step change of the sink mass flow rate while the sink outlet temperature is maintained
through the TC;

3. Step change of the sink mass flow rate while the sink outlet temperature is upheld at
the design value by the FIC.

In the first simulation, the desired sink outlet temperature was suddenly lowered by
10 ◦C, and the main control strategy involved adjusting the speed of the motor/compressor
to regulate the sink’s thermal load and ensure that the desired temperature was reached.
Here, the simulation aimed to evaluate the system’s response time characteristics and po-
tential criticalities that might arise if the process at the sink demands a particular mass flow
at a temperature lower than the design value. A sensitivity analysis was then conducted
to explore the system’s operational range under this regulation approach by considering
desired temperature reductions in the −20–0 ◦C range.

In the second scenario, the high-temperature secondary process was assumed to
require a lower mass flow while maintaining the same design temperature. Consequently,
the heat pump was simulated while the temperature/speed control was used to sustain
a constant sink outlet temperature in response to a 10% reduction in the secondary mass
flow rate compared with the nominal value. As to the first scenario, sensitivity analysis
to the secondary mass flow rate was conducted to examine the system’s behavior under
partial loads.

In the last scenario, the simulation aimed to compare the transient responses of the
system regulated through the inventory control against the temperature/speed control.
Hence, the heat pump was subjected to a 10% reduction of the sink mass flow rate while
employing the fluid inventory control to maintain the sink outlet temperature at the design
value. Here, a control similar to the inner loop of the speed regulator was used to maintain
the motor speed at the design value. Also, in this case, a sensitivity to the sink mass flow
rate was carried. The scenarios investigated in the present work are also summarized in
Table 2 for clarity.

Table 2. Test cases investigated in the present work.

Scenario Description Control Enabled Target

1 10 ◦C step reduction of the
desired sink temperature ASC, TC sink temperature adjustment

2 10% step reduction of the sink
mass flow rate ASC, TC constant sink temperature

3 10% step reduction of the sink
mass flow rate ASC, FIC constant sink temperature

The test cases were initialized in the same manner, considering the heat pump operat-
ing under the steady-state conditions reported in Table 1. The system components were
assumed to be already in temperature, and the turbomachines were assumed to rotate at
their nominal speeds. Finally, the heater was not used in these analyses despite accounting
for it in the model.

4.2. Sink Outlet Temperature Variation and Temperature/Speed Control

Figure 7 shows the heat pump response to a sudden variation of the desired temper-
ature at the sink. At t = 0 min, the system heats the sink mass flow rate from 15 ◦C to
approximately 261.4 ◦C (Figure 7a). At t = 5 min, the temperature setpoint is reduced by
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−10 ◦C. According to Figure 7c, the temperature control reduces the compressor speed to
deliver a lower and colder mass flow rate to the HTHE to accommodate setpoint variation.
Since both the mass flow rate circulating in the closed loop and the compressor discharge
temperature reduces, less heat transfers through the HTHE. Consequently, the temperature
of the sink mass flow exiting the HTHE decreases until it reaches the new demanded value
(Figure 7a).
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During the transient phase, it can be observed that the sink temperature reduces
according to a second-order response, with a settling time (tsettl) of 12.52 min and an
undershoot of 7.82%. Furthermore, in the rise time (trise = 6.47 min), the sink outlet
temperature decreases linearly because of the temperature control. In particular, the
regulator drives the compressor to ensure its outer temperature (T2) does not vary at rates
exceeding ± 2 K/min to prevent thermal stresses at the HTHE. As such rate values are
reached during the regulation (Figure 7c), the relative speed and the sink temperature
decrease constantly. Given that such a constraint limits the motor/compressor speed
increment, it suggests that using heat exchangers capable of sustaining higher thermal
stresses could reduce the rise time. In this phase, the surge margin reduces from 14% to
about 10.4% due to compressor deceleration. As the surge margin never decreases below
10%, the ASC keeps the bypass closed (Figure 7d).

It can also be noted that, at t = 15 min, the sink temperature oscillates around the
desired value for approximately 3–4 min (Figure 7a) before stabilizing. Since this behavior
primarily stems from the thermal inertia of the HTHE and pipes, it suggests that more
advanced control schemes could be employed to manage the oscillations during the tran-
sient phase, thereby reducing the system’s response time. Finally, from t = 20 min onwards,
the motor speed is adapted because of the gradual stabilization of the temperatures in the
system (Figure 7c).

On the other hand, it is worth analyzing how the performance of the heat pump
evolves throughout the simulation. As detailed in Figure 7b, the COP increases from
around 1.30 to 1.46 during the transient phase, eventually settling at 1.34 upon reaching the
new operating conditions. This directly relates to the analyzed control strategy, which varies
the compressor’s operating point (Figure 7e). In particular, because of the lower speed, the
compressor operates at a higher efficiency and lower pressure ratio, thus absorbing less
power. Although the power recovered by the turbine and supplied to the sink also reduces,
they vary less significantly than the power demanded by the compressor. Hence, the plant
operates at a higher COP.

It is also interesting to note in Figure 7 that both the supplied heat flow rate and the
power recovered by the turbine evolve more regularly compared with the one absorbed by the
compressor, primarily due to the thermal inertia of the piping and HTHE. Finally, Figure 7f
reports the thermodynamic cycle at the beginning and at the end of the simulation. It can be
observed that the temperature control leads to a reduction in the compressor outlet temperature
and pressure, which also causes the turbine inlet and outlet temperature to reduce.

A sensitivity analysis was carried out to further assess the influence of requiring lower
sink temperatures on the system’s performance. Results are shown in Figure 8, whilst
Table 3 details the main characteristics of the sink outlet temperature responses instead.

Table 3. System response properties for different reductions of the desired heat sink temperature.

∆T (◦C) trise (min) tsettl,5% (min) OV (%)

−5 3.93 8.5 14
−10 6.47 12.52 9.88
−15 8.75 15.82 7.82
−20 10.95 18.73 6.47

In each simulation, the TC causes the motor speed and the sink temperature to decrease
once the setpoint is varied (Figure 8a,d). Moreover, the rise and settling time increase almost
linearly depends on the magnitude of setpoint variation.

On the other hand, Figure 8b reports the system’s coefficient of performance, which
reaches higher values the lower the compressor rotates. As previously noted, higher values
are reached during the transient phase, since the compressor rotates at speeds lower than
the new steady conditions (hence higher efficiency). Moreover, Figure 8e,f report the
compressor surge margin and bypass opening, respectively. Here, it can be observed that
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the temperature step magnitude of ∆T = {−15 ◦C, −20 ◦C} prompts the anti-surge regulator
to open the turbine bypass in order to avoid compressor surge.
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The outcomes of the analysis can be summarized as follows:

• Varying the compressor speed to change the sink temperature ensures a regulation
time of about 8–20 min, depending on the required heat sink temperature variation;

• The system response time is limited by the maximum thermal stress that the heat
exchangers can endure. The higher the allowed stress, the shorter the regulation time;
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• Such a control approach causes the heat pumps to operate at higher COPs, as the net
power absorbed by the system reduces more than the heat flow rate provided at the sink;

• Such a control approach can lead to compressor surge for large sink temperature variations.

4.3. Sink Mass Flow Rate Variation and Temperature/Speed Control

Figure 9 shows the system evolution due to an abrupt variation of the sink mass flow
rate while the temperature/speed control is used to maintain the sink outlet temperature
constant. The goal of the simulation is to investigate how the system, regulated by varying
the compressor speed, behaves in part-load conditions.
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As depicted in Figure 9a, the system initially operates at nominal conditions (Table 1),
and the sink mass flow rate suddenly decreases by 10% of the design value at t = 5 min. As
the variation occurs, the sink outlet temperature remains almost constant, mostly due to the
thermal capacity of the HTHE, which absorbs the exceeding thermal power from the closed
cycle, preventing significant fluctuations. In particular, the sink outlet temperature experiences
only a minor increase of approximately 0.1 ◦C, which decays after nearly 2 min.

Since the secondary process demands reduced thermal power, the system reacts by
adjusting the compressor speed to provide a lower and colder mass flow at the sink.
Therefore, the compressor operating point moves towards the left part of the map at almost
constant pressure ratio (Figure 9e), and the surge margin reduces from 14% to 11%, although
never crossing the critical limit of 10% assumed in this work (Figure 9d).

As depicted in Figure 9c, the temperature control action is more intense as the pertur-
bation occurs, whilst the deceleration is more gradual once the heat exchangers and piping
stabilize in temperature. It can be noted in Figure 9c that the temperature rate measured at
the compressor outlet saturates during the transient phase. Therefore, analogously to the
previously considered scenario, higher allowable rates can improve the system response as
long as the motor speed ramp limit is not exceeded.

Conversely, Figure 9b reports the system performance during the simulation. As the
sink mass flow variation reduces at t = 5 min, the COP suddenly decreases from 1.30 to
around 1.18 due to the secondary process absorbing less thermal power. Subsequently, the
heat pump COP gradually increases to approximately 1.26 because of the compressor speed
regulation. It can be noted in Figure 9f that the thermodynamic cycle shrinks as the new
operating conditions are met, resulting in a lower net power absorbed by the heat pump.

Also in this case, a sensitivity analysis is performed by reducing the sink mass flow rate
up to 25% of the design value. Results are reported in Figure 10. As shown in Figure 10a, the
higher the sink mass flow decrement, the higher the perturbation experienced by the sink outlet
temperature and the longer it takes to repristinate the desired operating sink temperature.

Despite the abrupt variations, the temperature controller, combined with the thermal
inertia of the system, contains the sink outlet temperature residual below ± 1 ◦C. In
particular, for a variation of 25% of the nominal sink mass flow rate, the sink outlet
temperature reaches a peak of 262.05 ◦C and stabilizes after t = 10 min.

Furthermore, larger sink mass flow variations cause the compressor to operate at
lower speeds (Figure 10d), eventually leading to the operating point close to the surge line.
For instance, it can be observed in Figure 10e that variations of −15%, −20%, and −25%
in the sink mass flow rate cause the surge margin to approach its safety threshold, hence
causing the anti-surge controller to open the turbine bypass to prevent compressor surge
(Figure 10f). Concerning the system performance, the COP progressively decreases the
higher the sink mass variation is (Figure 10b). In summary, the following observations can
be made:

• Adjusting the compressor speed enables the heat pump to keep the heat sink tempera-
ture deviation below 1 ◦C in response to step changes in the sink mass flow rate. The
oscillations in the sink outlet temperature are dampened within 2 to 5 min, depending
on the reduction in the sink mass flow rate;

• Allowing higher thermal stress at the heat exchangers may reduce the time required
to stabilize the heat sink temperature;

• Employing such a control strategy approach results in the system operating at lower
COPs. Notably, higher reductions in the sink mass flow lead to decreased COPs;

• Such a control approach can lead to compressor surge in case of a significant reduction
in the sink mass flow rate.
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4.4. Sink Mass Flow Rate Variation through Inventory Control

Figure 11 reports the system response to a step variation of the sink mass flow rate
while the inventory control regulates the sink outlet temperature at the design value. A
further control loop, similar to the temperature control inner loop, is used to maintain the
compressor operating speed.
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As in the previously considered scenarios, the system initially operates at nominal
conditions (Table 1), and the sink mass flow rate suddenly reduces by 10% of the design
value at t = 5 min. As shown in Figure 11a, the sink outlet temperature increases by
nearly 0.6 ◦C to settle at the design value after around 15 min. As the secondary process
demands less thermal power, the inventory control system extracts mass from the close
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cycle, reducing the primary mass flow (hence the thermal load supplied to the HTHE) to
stabilize the sink outlet temperature (Figure 11c). Here, it can be observed that the primary
mass flow experiences some fluctuations during the transient phase before stabilizing to
the new operating condition.

Reducing the closed loop mass flow by means of inventory control causes the cycle
pressure to decrease, as shown in Figure 11f. As the compressor speed operates at a constant
speed and its inlet temperature does not vary consistently due to the LTHE, its operating
point experiences only a minor perturbation, moving towards a lower pressure ratio at
almost the same efficiency (Figure 11e). It can also be noted in Figure 11d that the surge
margin drops as the sink mass flow rate reduction occurs and then gradually increases
as air is removed from the closed cycle. Since the surge margin is always above 10%, the
turbine bypass remains closed (Figure 11d).

Concerning the system performance, the COP increases from 1.30 to 1.35 after mani-
festing some oscillation during the transient phase. Notably, the COP increment is related
to the rise in the sink and source heat exchangers’ effectiveness caused by the variation
in the sink and closed cycle mass flow rates (the source mass flow rate is maintained con-
stant). Hence, when comparing the fluid inventory control against the temperature/speed
regulation, it can be observed that, for a given sink mass flow decrement, the former is
more advantageous in terms of overall system performance, although characterized by a
longer response time and higher peaks of the sink outlet temperature residual.

Similar to the previous scenarios, a sensitivity analysis is carried out to investigate the
behavior of the system when controlled with the inventory control. Results are shown in
Figure 12. It can be observed that the higher the sink mass flow reduction, the higher the
sink outlet temperature residual is, which exceeds 1 ◦C in case of variations of −20% and
−25%. Conversely, the time required from the inventory control to stabilize the sink outlet
temperature remains almost the same, approximately 15 min.

The amount of fluid mass extracted from the closed cycle increases based on the sink
mass flow reduction (Figure 12f), causing the primary mass flow to decrease accordingly
(Figure 12e). Since mass flow circulating in the closed cycle reduces as an effect of the
inventory control, the surge margin tends to reach higher values once the new operating
conditions are met (Figure 12c). Moreover, as it remains above the safety threshold, the
anti-surge control maintains the turbine bypass closed in each considered simulation
(Figure 12d).

For what concerns the system performance, Figure 7b shows the higher sink mass
flow reduction results in higher steady-state COP values. Nevertheless, fluctuations are
still present during the transient phase as the results of the control action. In summary:

• The inventory control allows the heat pump to maintain the heat sink temperature de-
viation below 1.5 ◦C in response to step variation in the sink mass flow rate. Transient
oscillations subside within 15 min, and larger variations cause higher temperature
residuals during the transient phase;

• This control approach can lead to sub-ambient pressure at the compressor inlet;
• The inventory control enables the system to operate at higher COPs in new steady

conditions. In particular, as the sink mass flow reduction increases, so does the COP;
• The inventory control approach does not cause compressor surge, even in scenarios

involving large reductions in the sink mass flow rate.



Energies 2024, 17, 1020 18 of 22

Energies 2024, 17, x FOR PEER REVIEW 18 of 23 
 

 

flow experiences some fluctuations during the transient phase before stabilizing to the 

new operating condition. 

Reducing the closed loop mass flow by means of inventory control causes the cycle 

pressure to decrease, as shown in Figure 11f. As the compressor speed operates at a con-

stant speed and its inlet temperature does not vary consistently due to the LTHE, its op-

erating point experiences only a minor perturbation, moving towards a lower pressure 

ratio at almost the same efficiency (Figure 11e). It can also be noted in Figure 11d that the 

surge margin drops as the sink mass flow rate reduction occurs and then gradually in-

creases as air is removed from the closed cycle. Since the surge margin is always above 

10%, the turbine bypass remains closed (Figure 11d). 

Concerning the system performance, the COP increases from 1.30 to 1.35 after mani-

festing some oscillation during the transient phase. Notably, the COP increment is related 

to the rise in the sink and source heat exchangers’ effectiveness caused by the variation in 

the sink and closed cycle mass flow rates (the source mass flow rate is maintained con-

stant). Hence, when comparing the fluid inventory control against the temperature/speed 

regulation, it can be observed that, for a given sink mass flow decrement, the former is 

more advantageous in terms of overall system performance, although characterized by a 

longer response time and higher peaks of the sink outlet temperature residual. 

Similar to the previous scenarios, a sensitivity analysis is carried out to investigate 

the behavior of the system when controlled with the inventory control. Results are shown 

in Figure 12. It can be observed that the higher the sink mass flow reduction, the higher 

the sink outlet temperature residual is, which exceeds 1 °C in case of variations of −20% 

and −25%. Conversely, the time required from the inventory control to stabilize the sink 

outlet temperature remains almost the same, approximately 15 min. 

(a) (b) 

 
(c) (d) 

Energies 2024, 17, x FOR PEER REVIEW 19 of 23 
 

 

 
(e) (f) 

Figure 12. System response to different sink mass flow rate reductions (fluid inventory control ena-

bled): (a) measured sink outlet temperature; (b) coefficient of performance; (c) surge margin; (d) 

bypass opening; (e) cycle mass flow rate; (f) mass extracted through inventory control during regu-

lation. 

The amount of fluid mass extracted from the closed cycle increases based on the sink 

mass flow reduction (Figure 12f), causing the primary mass flow to decrease accordingly 

(Figure 12e). Since mass flow circulating in the closed cycle reduces as an effect of the 

inventory control, the surge margin tends to reach higher values once the new operating 

conditions are met (Figure 12c). Moreover, as it remains above the safety threshold, the 

anti-surge control maintains the turbine bypass closed in each considered simulation (Fig-

ure 12d). 

For what concerns the system performance, Figure 7b shows the higher sink mass 

flow reduction results in higher steady-state COP values. Nevertheless, fluctuations are 

still present during the transient phase as the results of the control action. In summary: 

• The inventory control allows the heat pump to maintain the heat sink temperature 

deviation below 1.5 °C in response to step variation in the sink mass flow rate. Tran-

sient oscillations subside within 15 min, and larger variations cause higher tempera-

ture residuals during the transient phase; 

• This control approach can lead to sub-ambient pressure at the compressor inlet; 

• The inventory control enables the system to operate at higher COPs in new steady 

conditions. In particular, as the sink mass flow reduction increases, so does the COP; 

• The inventory control approach does not cause compressor surge, even in scenarios 

involving large reductions in the sink mass flow rate. 

5. Conclusions 

This study investigated the transient behavior of a Brayton heat pump in the follow-

ing two reference test cases: an abrupt decrease in the desired temperature at the sink and 

a reduction in the mass flow rate at the sink. A dynamic model of the system was built in 

Matlab® R2022b, and different control strategies, namely compressor speed and fluid in-

ventory control, were examined to adjust the system thermal load to either vary or main-

tain the sink outlet temperature at the desired value. Findings are summarized below. 

• When varying the compressor speed to regulate the heat sink temperature, the sys-

tem reduces the sink temperature to new desired values according to a second-order 

system response, and the larger the desired sink outlet temperature reduction, the 

longer the response time. Additionally, the rate at which the sink outlet temperature 

increases is bounded by the maximum allowed temperature rate at the compressor 

outlet; 

Figure 12. System response to different sink mass flow rate reductions (fluid inventory control
enabled): (a) measured sink outlet temperature; (b) coefficient of performance; (c) surge mar-
gin; (d) bypass opening; (e) cycle mass flow rate; (f) mass extracted through inventory control
during regulation.

5. Conclusions

This study investigated the transient behavior of a Brayton heat pump in the following
two reference test cases: an abrupt decrease in the desired temperature at the sink and
a reduction in the mass flow rate at the sink. A dynamic model of the system was built
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in Matlab® R2022b, and different control strategies, namely compressor speed and fluid
inventory control, were examined to adjust the system thermal load to either vary or
maintain the sink outlet temperature at the desired value. Findings are summarized below.

• When varying the compressor speed to regulate the heat sink temperature, the system
reduces the sink temperature to new desired values according to a second-order system
response, and the larger the desired sink outlet temperature reduction, the longer the
response time. Additionally, the rate at which the sink outlet temperature increases is
bounded by the maximum allowed temperature rate at the compressor outlet;

• When varying the compressor speed to maintain the heat sink temperature in response
to a 10% reduction in the sink mass flow, the sink outlet temperature experiences
only a minor oscillation, which dampens after about 5 min. The system COP reduces
once the new steady-state conditions are met. Larger sink mass flow reductions cause
higher heat sink temperature residuals during the transient phase (although always
below ± 1 ◦C) and progressively lower COPs;

• When using the inventory control to maintain the sink outlet in response to a 10%
reduction in the sink mass flow, the sink outlet temperature deviates by about 0.6 ◦C
from the nominal value during the transient phase and stabilizes after nearly 15 min.
The system COP increases by about 0.05 compared with nominal operating conditions.
Larger sink mass flow rate reductions lead to higher heat sink temperature residuals
during the transient phase (always below 1.5 ◦C) and progressively higher COPs;

• When comparing the considered control strategies to maintain the desired heat sink tem-
perature in response to a sudden reduction in the sink mass flow, varying the compressor
speed allows for lower sink outlet temperature perturbations (e.g., 0.1 ◦C vs. 0.6 ◦C) and
faster response times (e.g., 5 min vs. 15 min). On the other hand, the fluid inventory con-
trol enables the system to operate at higher COPs (e.g., 1.35 vs. 1.26) when new operating
conditions are met. Moreover, unlike the speed regulation approach, the inventory control
approach ensures large surge margins, reducing the risk of compressor surge.

As a final remark, this study suggests that a hybrid approach combining speed and
inventory control would be advantageous as it could lead to both lower temperature
variation and high COP during transient phases. This control approach will be the subject
of future research.
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Abbreviations

PTES Pumped Thermal Electricity Storage
DLR German Aerospace Center
HTHE High-Temperature Heat Exchanger
LTHE Low-Temperature Heat Exchanger
COP Coefficient of Performance (-)
NTU Number of Transfer Units
ASC Anti-Surge Control/Regulator
SM Surge Margin (-)
PR Pressure Ratio (-)
PT Pressure Transducer
TT Temperature Transducer
ST Speed Transducer
FT Mass Flow Rate Transducer
TC Temperature Control/Regulator
FIC Fluid Inventory Control
Symbols
t time (s)
.

m mass flow rate (kg/s)
T total temperature (K)
p total pressure (Pa)
V volume (m3)
M mass (kg)
h specific enthalpy (J/kg)
u specific internal energy (J/kg)
U internal energy (J)

.
W power (W)
N rotational speed (rad/s)
J moment of inertia (kg m2)
.

Q heat transfer rate (W)
C thermal capacity rate (W/K)
c specific heat (J/kg/K)
R thermal resistance (K/W)
A heat transfer area (m2)
S cross-sectional area (m2)
k thermal conductivity (W/m/K)
d diameter (m)
L length (m)
xT pressure differential ratio at chocked flow (-)
Cv flow coefficient (m3/h)
Fγ ratio of the isentropic exponent (-)
η efficiency (-)
.

Φ energy flow rate (W)
τ torque (N m)
ρ density (kg/m3)
α convective heat transfer coefficient (W/m2/K)
ε effectiveness (-)
Subscripts
1, 2, 3, 4 cycle points
i i-th element
p at constant pressure
u at constant specific internal energy
T at constant temperature
V at constant volume
in inlet
out outlet
is isentropic
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m mechanical
I internal/gas volume
fluid fluid
corr corrected
surge surge
op operating conditions
overall overall
tube tube side
shell shell side
mat material
wall wall
avg average
lam laminar
min minimum
max maximum
hot hot fluid/side
cold cold fluid/side
conv convective
cond conductive
ref reference
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