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Both, the physical and the digital vehicle interact with an 
instance of the simulator CARLA [4] each. They run the
same version of a custom-made lane-keep assistant (LKA). 

We focused on modeling how the monitor and camera 
interact to affect the image that the LKA uses. We adjusted 
the image perspective, brightness, and blur to match real-
world conditions.

The similarity metric selected for the validation is the 
distance in position at waypoints.

General concept
The general idea is to leverage simulation-based reinforce-

ment learning (RL) for system optimization with the Digital 

Twin (DT) concept. Instead of training directly on or using

data of a to-be-optimized system, a DT is created to serve as

the training environment instead. More information on this

idea can be found in the ASIMOV cookbook [1].

Figure 3: Block diagram comparing the DT’s and Testbed’s processing chain. The Twinning is 
highlighted as it parameterizes the camera model which represents the screen and camera.

Figure 2: Picture of the setup as presented at the ESI Symposium

The Devbed
For the goal of understanding what it takes to develop and 
validate a DT, a setup was created representing a miniature
version of the Vehicle-in-the-loop testbed. 

"A model should be developed for a specific purpose 
(or application) and its validity determined with 

respect to that purpose.“ [2]

Validating the Digital Twin

High-level requirements can easily be defined for
performance of the to-be-trained RL agent:

Figure 1: Overview of the development process of DT supported RL training

• Accuracy of result
• Reliability
• Time to result
• Explainability
• Footprint
• Maintainability
• Robustness

• Reproducibility
• Scalability
• Safety
• Integrability
• Development costs

Challenge: Requirements on the ASIMOV solution do not 
translate 1:1 to the DT as RL agents lack explainability.

DT’s purposes in DT-based RL training
1. RL training
2. Information from multiple CPS
3. Quick fine-tuning
4. DT as safety mechanism
5. Twinning
6. Status monitoring

One cannot directly infer the required accuracy of the DT 
from accuracy of results needed from the RL agent!

More information on DT validation as well as metrics an 
application can be found in Deliverable D2.5 [3].
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