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Abstract

The importance of clouds in regulating the Earth’s energy balance as well as moisture and

heat distributions cannot be overstated. Consequently, clouds have a considerable influence

on the trajectory of anthropogenic climate change, of which possible scenarios are being stud-

ied with global climate models (GCMs). Uncertainties from the representation of clouds in

GCMs have been identified as a leading cause of inter-model spread in climate projections.

Our current understanding of clouds and the processes relevant to their formation and effect

on climate is informed partly by observations from remote sensing instruments aboard orbital

satellites. This thesis introduces new methods of characterizing clouds from space with the

help of machine learning and neural networks. The purpose of these methods is to improve

the understanding of and reduce the uncertainties in climate projections by providing satellite

products that are objectively interpretable and consistently comparable to GCM output.

In a first study, the lack of interpretability in existing products is addressed with a newly

developed framework to assign cloud classes to satellite data and GCM output. A neural net-

work and a Random Forest are combined and trained on observations from both active and

passive satellite sensors to infer cloud class distributions from low-resolution cloud property

data. During training, the models use cloud properties from the Moderate Resolution Imaging

Spectroradiometer (MODIS) as inputs. The ground truth classes - eight cloud types defined

to be similar to those established by the World Meteorological Organization (WMO) - are

obtained from CloudSat radar and Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Ob-

servation (CALIPSO) lidar measurements. The generalization performance of the framework

is assessed using the European Space Agency (ESA) Climate Change Initiative cloud dataset

(Cloud cci). Throughout all stages of machine learning, the predicted cloud-type distributions

are physically consistent with the WMO definitions and comparable to those of the ground

truth dataset. This allows cloud-related data to be presented in the phase space of cloud

classes, which makes the data more easily interpretable and usable for GCM evaluation.

Based on this, the trained framework was used to create a new Cloud Class Climatology

(CCClim) from the complete ESA Cloud cci AVHRR-PMv3 (ESA-CCI) dataset. CCClim

contains daily mean values of the cloud properties from ESA-CCI and the predicted cloud-

type distributions globally at 1◦ resolution over 35 years. Compared to existing cloud-type

datasets, CCClim provides comparable or better resolution and coverage and as it is based

on active sensor data, allows for more objective downstream studies. Applying the machine-

learning framework to the output of GCM and comparing the simulated to observed cloud-type
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Abstract

distributions is demonstrated as one of the use cases of CCClim using output from a simulation

of the Icosahedral Nonhydrostatic Atmosphere model (ICON-A) climate model. CCClim acts

as a new basis for process-based analysis of clouds and can be valuable for evaluating similar

cloud class distributions in GCMs.

The limited comparability between GCMs and observations is addressed in a third study by

employing neural-network-based generative domain adaptation, tailored specifically to satellite

observations of clouds. This process aims to produce synthetic observations - similar to those

of instrument simulators - from existing GCM output. For this purpose, a cycle-consistent

generative adversarial network (CycleGAN) is trained to convert ICON-A scenes to ESA-CCI

observations and vice-versa and compared to output from an established satellite simulator

package.

The methods explored in this thesis highlight that machine learning and especially neural net-

works have the potential to improve multiple aspects of climate science. The presented results

show that cloud classes can be reliably obtained from low-resolution data to improve their

interpretability. They further show that comparison between climate models and observations

can potentially be simplified with machine learning.
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X 2D matrix or higher-dimensional tensor
Xij scalar element of matrix X at index (i, j)

f(x)/f(x) scalar- / vector-valued function of x
F(x) Matrix or tensor-valued function of x
X set of any-dimensional objects

Ex∼P [x] expected value of random variable x sampled from distribution P
∗ element-wise multiplication operator
◦ convolution operator

x̄ arithmetic mean of x : 1
N

∑︁N
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|x|p Lp-norm of x : p

√︂∑︁N
i |xi|p
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1. Introduction

1.1. Motivation

Observations from various sources have shown evidence of climate change for decades now,

making the connection between human activities and climate change unequivocal (IPCC, 2021).

Using observations to link extreme weather events, which have become increasingly frequent

and devastating in recent years, to climate change has further moved the climate crisis into

the public eye (Otto, 2023). Due to the unprecedented impact climate change is expected to

have on humankind, its causal mechanisms as well as its consequences will remain important

subjects of further studies. Informed decisions are crucial for developing effective mitigation

and adaptation strategies, and require projections of possible climate scenarios. The future

climate scenarios are mainly projected by global climate models (GCMs), which are numerical

representations of the climate system that simulate the extension of past and current climate

into the future using equations approximating known physical relationships (Gettelman and

Rood, 2016, ch. 4). Many different GCMs are developed with varying strategies and goals and

are used to produce an ensemble of possible future scenarios (Eyring et al., 2016).

The development of GCMs relies on information from theory, small-scale experiments, high-

resolution simulations and observations of the Earth system (Plant and Yano, 2014, ch. 16).

Where approximations of physical processes are required to limit computational costs of GCMs,

specifically when the numerical grid of the simulation is not fine enough to resolve a process,

parametrizations approximates the effects of subgrid-scale processes on the explicitly resolved

variables. Parametrizations are often adjusted to match expected behavior in a tuning process

which is constrained by observations (Hourdin et al., 2017). Also, observations are used to

assess the performance of GCMs to simulate current and historical climate, to evaluate if a

GCM is suited for projecting future climate (e.g. Eyring et al., 2019; Lauer et al., 2023).

Evaluation and subsequent development of GCMs have enabled progress in the representation

of multiple processes in current GCM, e.g. for supercooled liquid cloud droplets or the response

of Arctic sea ice to carbon dioxide emissions (Arias et al., 2021). Nonetheless, the uncertainty

associated with the projections of future climate has not decreased (Meehl et al., 2020; Schlund

et al., 2020b). While incorporating other sources of information, e.g. from paleoclimate,

has reduced the cloud-related uncertainty, clouds remain major contributors to the overall

uncertainty in climate projections (Arias et al., 2021). Therefore, evaluating how processes
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1. Introduction

governing cloud formation and evolution are represented in current GCMs is essential to reduce

the uncertainty in future projections of climate change. Consequently, it is important to ensure

that the observations used for tuning and evaluation are of sufficient quality and are fit for

purpose. For this, observational datasets aim to meet the following basic requirements:

• Accuracy: the measured quantities provide an accurate picture of the real state

• Comparability: the measured quantities are comparable to those simulated by GCMs

• Coverage: the observations sample a large area in space, time and phase-space

• Interpretability: the measured quantities can objectively be attributed to physical pro-

cesses

Accuracy and comparability are subject to the methods (retrieval algorithms) used to compute

the physical quantities from raw measurements, which are often fundamentally different from

how they are computed in GCMs. Sufficient coverage is important because global model

performance can not be fully evaluated from a small number of local samples. Interpretable

observations allow for straightforward inference of related physical processes with minimal

subjective bias. Naturally, observations can not flawlessly fulfill all of these requirements

simultaneously but are typically designed specifically to perform well on a subset. This thesis

focuses on the improvement of interpretability and comparability as these can be optimized

using existing products and are less dependent on the characteristics of the instrument than

coverage and accuracy.

Observations of clouds are obtained from in situ measurements from balloons or airplanes,

from remote-sensing instruments on the surface or similar instruments aboard orbital satel-

lites. While in situ measurements can be helpful for process analysis (Stevens et al., 2021)

they provide little information about clouds on a global scale. Surface-based measurements

are very localized and while this makes them very useful to obtain temporally continuous

measurements, they are spatially sparse, especially over oceans, and thus cannot fully capture

large-scale climate-relevant cloud properties. Measurements from remote-sensing instruments

aboard spaceborne satellites can measure cloud properties almost globally. However, satellite

observations and GCM-simulated quantities are produced fundamentally differently and their

comparability is therefore limited. A strategy to mitigate this problem is to use software that

simulates the observed view and characteristics of a satellite instrument for a GCM scene,

so-called satellite simulators. Additional limitations of satellite observations remain and will

be a subject of this thesis, but a variety of observational cloud products from satellite instru-

ments have helped advance the understanding of clouds. The International Satellite Cloud

Climatology Project (ISCCP) (Schiffer and Rossow, 1983) is a long-standing provider of cloud

observations, including a categorization into morphological cloud types (Rossow and Schiffer,

2
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1999), i.e. types defined by their visual appearance (WMO, 2023). Addressing cloud-related

processes through the lens of cloud types can be useful because different types vary in their

effects, for example on the Earth’s radiation budget. Low-level clouds tend to have a cooling

effect because they reflect solar radiation while having a small impact on the net thermal emis-

sion to space, but high clouds act as warming agents because they trap more thermal radiation

in the atmosphere. It has been proposed that an observation-based decomposition of clouds

by type or regime can enhance cloud analysis and evaluation of the cloud representation in

GCMs (Stephens, 2005). Improving the computational methods by which cloud observations

are categorized and analyzed could therefore increase the efficiency and effectiveness of GCM

evaluation and ultimately lead to improved GCMs providing enhanced reliability of future

climate projections.

In climate modeling, processing of observations and GCM evaluation, applying machine

learning (ML) has become part of the state-of-the-art (Rasp et al. (2018), Groenke et al.

(2020), Schlund et al. (2020a), respectively). This development is driven by the recent increase

in available computing power and the performance of new algorithms. This is especially the

case for new graphics processing unit (GPU) generations designed specifically for deep learning

(DL) applications. While ML has a long history in climate science (Malone, 1955), the new

developments have enabled much more expansive applications (Camps-Valls et al., 2021). ML

is ideally suited to process large amounts of data from GCMs and observations, distilling them

down to their relevant content and making them easier to work with.

To address uncertainties in the representation of clouds in GCMs, this thesis introduces

new methods that aim to make the evaluation of cloud processes in GCMs more effective

through the use of ML and satellite observations. By training the ML methods on a combi-

nation of multiple satellite products, improvements of both coverage and accuracy over the

individual products are achieved. The resulting ML framework is designed to be applicable

to GCM output, producing a more interpretable picture of clouds and their related processes

via the assignment of cloud classes. To achieve the same for observations, this method is

applied to satellite data creating an extended observational dataset. This Cloud Class Clima-

tology (CCClim) dataset provides long-term information on cloud classes with global coverage.

Leveraging ML and active sensor data results in a cloud classification method that is arguably

more objective and consistent than currently existing frameworks. In addition to addressing

the interpretability of cloud-related data, improving the comparability between existing GCM

output and observations is attempted with a DL domain adaptation method as an “offline”

alternative to satellite simulators.

Together, the classification framework, the CCClim dataset and the domain adaptation method

represent new ML-based and data-driven options for the analysis of cloud-related processes in

observational data and GCMs. Expanding on the typically retrieved quantities and leveraging

the known relationships between cloud types and the processes involved in their formation

3
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and evolution, the options can help to identify and understand error sources in GCMs and

eventually reduce the uncertainty of climate projections.

1.2. Central Scientific Questions

This thesis aims to answer three overarching scientific questions:

• Question 1 : “Can physically robust and self-consistent cloud-type distributions be

obtained from data at resolutions typical for global climate models?”

• Question 2 : “Does the explicit addition of cloud-type labels benefit the analysis and

understanding of cloud-related processes to improve climate model evaluation?”

• Question 3 : “Can the systematic bias (domain shift) between satellite data and climate

model output be quantified or possibly reduced using generative domain adaptation?”

1.3. Content and Structure of this Thesis

Two of the chapters in this thesis are in large parts already published in or under review at

peer-reviewed journals in the form of two first-author papers. To account for the involvement

of all co-authors of these publications, the pronoun “we” is used in sections from these papers

instead of the passive voice. The scientific content as well as all text, figures and tables shown

are the results of the work performed by the author of this thesis, unless explicitly stated

otherwise, with specific contributions by others to the content of the included publications

being clearly stated as well. The scientific background of the methods and related research

is provided in Chapter 2 and the observational and GCM data used here are described in

Chapter 3, which contains tables from Kaps et al. (2023a). In Chapter 4 the ML framework

for cloud classification is presented, based on a paper published in Transaction in Geoscience

and Remote Sensing (Kaps et al., 2023a). The method is used to create CCClim, which has

been made available to the public to complement existing cloud-class products (Kaps et al.,

2023b). CCClim and examples of potential applications are presented in Chapter 5, based on a

manuscript that at the time of submission of this dissertation is under review at Earth System

Science Data (Kaps et al., 2023c). Chapter 6 introduces a method for generative domain

adaptation (DA), with the goal of making observations and GCM data more comparable. The

results are discussed in the context of the scientific questions in Chapter 7, which also provides

an outlook.
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2. Scientific Background

This chapter provides the physical basis of the data, methods and terms employed in this

thesis. First, Section 2.1 provides an overview of the physics involved in the formation of

specific types of clouds which are at the center of this thesis. The interactions of clouds

with radiation introduced in Section 2.1.1 highlight aspects of the relevance of cloudiness for

the climate system while also providing context for Section 2.2, which explains the methods

involved in obtaining clouds properties from space. The context of these satellite retrieval

methods and the data they provide is important to correctly interpret the results obtained

with the ML methods applied downstream. These methods were the primary application by

which data was produced, processed and analyzed for this thesis and Section 2.3 contains the

related theoretical background. Lastly Section 2.4 provides a synopsis of the state-of-the-art

in research on cloud classification for GCM evaluation, focusing on observations from space

and ML methods.

2.1. Physics of Clouds

Clouds are subject to complex interconnected processes governing their formation and dy-

namical behavior. Different atmospheric conditions therefore lead to both qualitatively and

quantitatively different cloudiness, which in turn can have varying climate feedbacks (Sher-

wood et al., 2020; Zelinka et al., 2020). The analysis of morphological cloud types is therefore

inextricably linked to that of atmospheric processes. Section 2.1.1 will introduce important

processes and Section 2.1.2 will relate them to specific cloud types.

2.1.1. Cloud-related Processes

Cloud Formation

While the definition of a cloud is not trivial (Spänkuch et al., 2022), it is safe to say that a cloud

forms when atmospheric water vapor condenses, with liquid or ice particles staying suspended

5



2. Scientific Background

in the air. While infinitesimal amounts of atmospheric water always condense and evaporate,

persistent condensation occurs when the air is supersaturated with water, i.e. the water vapor

pressure νv becomes larger than the saturation vapor pressure νs(T ). Conceptually, cloud

formation is therefore most easily thought of as cooling of subsaturated air, which reduces νs.

Specifically, the dependence of νs on the temperature T is given by the Clausius-Clapeyron

equation (Eq. 2.1), via the specific latent heat lv and gas constant Rv of water vapor.

dνs
dT

=
lvνs(T )

RvT 2
. (2.1)

Essentially, Eq. 2.1 states that νs always increases with T and thus warmer air can contain

more water vapor before becoming saturated. This relationship is highly relevant in global

warming conditions as air can transport more moisture and with it latent heat, potentially

increasing the severity of extreme weather events (Coumou and Rahmstorf, 2012).

A cloud can appear once the temperature cools to the dew point T = Td, which most commonly

happens through expansive cooling of ascending air, or to a lesser extent via radiative cooling

or advection. At this point, cloud formation is governed by an interplay of the work WA

required to create a droplet and the latent heat L that is available from condensation. The

change in energy induced by creation of a droplet is thus ∆E = WA − L. While WA =

4πr2σ is proportional to the surface area of the droplet, L increases with its volume. In

supersaturated conditions, there is therefore a critical value rK above which the energy released

from condensation becomes larger than the energy needed to increase the surface of the droplet.

The radius rK , at which homogeneous nucleation of cloud particles is possible, is given by

Kelvin’s equation Eq. 2.2.

rK =
2σ

nkBT log νv
νs

. (2.2)

Homogeneous nucleation therefore relies on chance collision of subcritical droplets to reach rK

before they evaporate. As a consequence, clouds are rarely formed from homogeneous nucle-

ation, but more often aerosols act as condensation nuclei, essentially eliminating the need to

create subcritical droplets and thus reducing the amount of “activation energy” (heterogeneous

nucleation).

After formation, the trajectory of a cloud’s evolution can vary strongly with coinciding atmo-

spheric conditions. The following Sections 2.1.1 and 2.1.2 will explain the relevant physics

and the effects concerning different cloud types.

Clouds and Radiation

Clouds absorb, scatter and emit electromagnetic radiation in a broad spectrum. The strength

of each of these processes strongly depends on the light’s wavelength λ, as well as the micro-
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physical composition and temperature of the cloud. These dependencies can be exploited to

design specialized sensors that detect all cloud types. Moreover, measurements of the impact

clouds have on the radiative energy distribution at the surface and in the atmosphere inform

GCMs development (e.g. Loeb et al., 2009; Smith et al., 2015).

Throughout this section radiation will be assumed to be isotropic and emitted and received

at normal angles. This eliminates any angular dependencies in the equations unless otherwise

stated.

Two different spectral ranges are prevalent in the atmosphere: the reflection of shortwave

(SW) radiation emitted by the sun, and longwave (LW) radiation from thermal emission inside

the atmosphere. While the spectra from both sources are wide, most of the energy of solar

radiation is confined to the range λSW ∈ [0.4, 0.8] µm (visible), while for the terrestrial thermal

radiation this range is λLW ∈ [8, 12] µm (infrared) (Siebesma et al., 2020, ch. 4).

While the sun’s emission is near-constant, the Earth’s rotation causes a strong diurnal cycle

in the incident SW radiation and the LW emissions from especially land surfaces. This affects

cloud formation as discussed in Section 2.1.2. The thermal emission of the surface and of

clouds can be approximated using the Planck law for the spectral radiance of a black body at

temperature T :

IB(λ, T ) =
2hc2

λ5 exp(hc/λkBT )− 1
, (2.3)

with Boltzmann constant kB, Planck constant h and speed of light c. Equation 2.3 states that,

for a given wavelength λ, the power of the radiation emitted from a unit area per unit solid

angle per unit wavelength increases with T . Integrating Eq. 2.3 over the angular component

and all wavelengths results in the Stefan-Boltzmann law of power P emitted per area A:

P

A
=

2π5k4B
15c2h3

T 4 = σT 4. (2.4)

It follows therefore that due to their lower temperature, cloud tops emit less energy to space

than the Earth’s surface would in cloud-free conditions. However, Planck’s law only holds for

an idealized black body, while true materials are characterized as gray bodies, where Eq. 2.3

and Eq. 2.4 are only approximations. For gray bodies, the spectral emissivity ελ is defined

as the ratio of the emitted radiance to the radiance of a black body at the same temperature

(Eq. 2.5).

ελ =
I(λ, T )

IB(λ, T )
. (2.5)
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2. Scientific Background

The actual emission of a cloud top therefore amounts to εσT 4 with ε ∈ (0, 1). From con-

servation of energy, it is evident that in thermal equilibrium a substance must emit as much

radiative energy as it absorbs such that

ελ = αλ. (2.6)

Equation 2.6 is known as Kirchhoff’s law and holds for any wavelength λ with ε and the

absorptivity α being a fundamental property of each material. Clouds act as strong greenhouse

Figure 2.1.: Illustration of how reflection and absorption of incoming solar radiation and sub-
sequent reemission of thermal radiation form the Earth’s radiative budget. the height of a
cloud affects its impact on the Earth’s energy budget, with high clouds emitting less thermal
radiation to space than low clouds due to their lower cloud-top temperature. Additionally,
high clouds like cirrus are often optically thin and allow for a higher amount of solar radiation
to be transmitted to the surface. Obtained from National Aeronautics and Space Administra-
tion (NASA)’s Visible Earth webpage1.

agents and contribute to a warming of the atmosphere because cloud bases absorb and re-emit

LW radiation coming from below. Also, clouds efficiently reflect incoming SW radiation directly

1https://visibleearth.nasa.gov/images/54219/cloud-effects-on-earths-radiation, last accessed on
7th of December 2023.
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2.1. Physics of Clouds

Figure 2.2.: Sum of LW and SW (net) CRE as measured by Clouds and the Earth’s Radiant
Energy System (CERES) averaged over observations between March 2000 and February 2001.
The largest net CRE is found for clouds over the subtropical oceans, where persistent decks
of low stratocumuli are known to occur. Image credit: Image courtesy of the CERES Science
Team at NASA Langley Research Center in Hampton, Virginia, USA.

back to space which has a cooling effect, which is illustrated in Fig. 2.1. The cloud radiative

effect (CRE) clouds have on the radiative energy budget in the atmosphere is given by:

CRE = Fclear − Fall. (2.7)

Here, Fall and Fclear are the net top of the atmosphere (TOA) irradiance under average observed

(all-sky) conditions and under the assumption of a cloud-free sky, respectively. Taking into

account SW and LW contributions, the observed net CRE < 0, i.e. clouds act to cool the

Earth. The global distribution of average observed CRE is shown in Fig. 2.2, showing that

especially over the oceans, clouds have a cooling effect. Projecting the future development of

this value is an important goal of climate science (Forster et al., 2021).

Since clouds are comprised of liquid and/or frozen water particles, the particle properties,

such as their number, size distribution, habit and temperature determine the CRE. For spher-

ical particles, the relationship of the size of a particle to the incident wavelength provides a

good indication of the scattering behavior via the size parameter x = 2πr
λ . The distributions

of particle size and shape are hard to determine, such that in practice the radius r is often

replaced by the effective radius of cloud particles (cer), which reproduces the observed volume
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2. Scientific Background

to surface area fraction. Assuming spherical water droplets, cer is equal to (Hansen and Travis,

1974):

cerl =

∫︁∞
0 r3N(r)dr∫︁∞
0 r2N(r)dr

. (2.8)

While the assumption of spherical shape is not too strong for liquid particles, ice particles are

distinctly non-spherical. In this case, the general form of cer applies:

ceri =

∫︁∞
0 V N(l)dl∫︁∞
0 AN(l)dl

, (2.9)

for the volume V and surface area A, where l is the maximum size of the particle in any

dimension (Liou, 2002).

Depending on the size parameter x, three scattering regimes are distinguished:

• Rayleigh scattering for x << 1

• Mie physics for x ≈ 1

• Geometric optics for x >> 1

Water droplets that remain suspended in the air typically have a size in the single- to double-

digit micrometer range, while the effective radii of liquid particles (cerl) are of O(100 µm).

Clouds therefore interact with solar radiation chiefly in the Mie regime, in which most of the

light is scattered in its incident direction such that clouds are rarely fully opaque. The strength

of scattering and absorption are determined respectively by the real and imaginary part of the

complex index of refraction b(λ) = br(λ) + ibc(λ) of, in this case, water. In the SW range,

bc ≈ 0, such that scattering dominates, while in the LW spectrum bc ≈ 107br is observed

(Siebesma et al., 2020, ch. 4). Clouds therefore absorb almost all of the incoming infrared

radiation emitted by the surface, and re-emit it according to Eq. 2.6, which causes a positive

LW CRE especially for high-top clouds.

The physics by which clouds interact with radiation through absorption or scattering are not

only important for understanding the CRE, but also to design instruments and algorithms that

can use measured radiation to detect clouds and their composition. The amount by which a

substance of density ρ absorbs or scatters radiation of a given wavelength λ is given by the mass

attenuation coefficient kλ = a (bc(λ)) + s (br(λ)), decomposed into mass absorption/scattering

coefficient aλ / sλ. The radiation transferred through the atmosphere with spectral radiance Iλ

is attenuated by an atmospheric constituent with density ρ and mass attenuation coefficient kλ
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2.1. Physics of Clouds

according to Eq. 2.10 (Beer-Lambert law). Equation 2.10 denotes the incremental attenuation

dIλ along a path of length dz.

dIλ = −Iλkλρdz, (2.10)

ln Iλ,z0 − ln Iλ,z∞ =

∫︂ z∞

z0

kλρdz, (2.11)

Iλ,z0 = Iλ,z∞ exp

(︃∫︂ z∞

z0

kλρdz

)︃
. (2.12)

The exponent in Eq. 2.12 is called the optical thickness, or often cloud optical depth (cod)

when dealing with clouds, defined as

τλ ≡ cod =

∫︂ z∞

z0

kλρdz. (2.13)

Using Eq. 2.13 the transmissivity is defined as

γλ = e−τλ . (2.14)

By definition, all of the incident radiation is either transmitted(γ), absorbed(α), or scattered

(ϕ).

γλ + αλ + ϕλ = 1. (2.15)

Equation 2.15 means that, for LW radiation, which is almost completely either transmitted or

absorbed by clouds, the optical thickness and the absorptivity αλ are directly related. Since α

is in turn almost always equal to ε, measurements of the emissivity in the LW spectrum inform

on the optical thickness of a cloud, which is a useful relationship for remote sensing of clouds.

Cloud Dynamics and Thermodynamics

Through condensation and consecutive evaporation of water, clouds transport large amounts

of heat and moisture. The mechanisms involved include movements of air masses induced by

large-scale circulations, mesoscale pressure differences, local thermals (convection) over warm

surfaces and orographic lifting caused by advection over mountains. Due to the range of

relevant scales - horizontal, vertical and temporal - convective dynamics are among the most

difficult to simulate with GCMs, thus having a large influence on the uncertainty of projected

cloudiness and cloud feedback. The dynamics and thermodynamics of atmospheric convection

are often described in terms of an air parcel of infinitesimal volume, being lifted initially by

external forces such as large-scale flows. During ascent, the parcel cools dry-adiabatically as
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2. Scientific Background

its pressure decreases with the surrounding air ( Eq. 2.16) until the temperature reaches Td

and condensation sets in at the so-called lifting condensation level (LCL).

Γd ≡ −dT

dz
=

g

cpd
. (2.16)

Γd is called the dry-adiabatic lapse rate and describes the adiabatic decrease in temperature

T of the parcel with height z, depending on the gravitational acceleration g and the isobaric

specific heat of dry air cpd . Usually, the atmospheric lapse rate is smaller than Γd, meaning

that it is stable to infinitesimal perturbations and external forces are required to lift a parcel

to the LCL. Generally, the height of the LCL decreases with the moisture available at the

surface but can increase over cold water surfaces due to the smaller sensible heat flux (Haiden,

1997).

Above the LCL, since condensation of water releases latent heat, the rising parcel now cools

more slowly, the temperature now following a moist-adiabatic lapse rate. At this smaller

cooling rate, the parcel will eventually become warmer than the surrounding atmosphere and

thus independently buoyant at the level of free convection (LFC). The buoyancy force B is

the difference between the upward displacement force and the downward gravitational force,

both depending on g = 9.81m s−2. For an air parcel of unit volume and density ρ

B = g(ρ̄− ρ), (2.17)

such that the buoyancy is positive (upward) if the density ρ̄ of the surrounding air is larger

than that of the parcel. Using the gas constant Rd for dry, the gas equation can be written as

p = RdρTv, (2.18)

with the virtual temperature Tv, which eliminates a dependence on the moisture content in

Eq. 2.18. With Eq. 2.18 the densities in Eq. 2.17 now only differ in their respective Tv. From

the LFC a parcel keeps rising until it loses all its buoyancy. The work ECIN required to lift

the parcel to the LFC is given by the convective inhibition (CIN) ( Eq. 2.19) which determines

if free convection can start in the first place. ECIN is found by integrating over the buoyancy

acceleration from the level z0 at which lifting starts (e.g. the surface) to the LFC. Using

Eq. 2.17 and Eq. 2.18, ECIN can computed via Eq. 2.20.

ECIN ≡
∫︂ zLFC

z0

B

ρ
dz, (2.19)

⇔ ECIN =

∫︂ zLFC

z0

g
Tv − T̄ v

T̄ v
dz. (2.20)

CIN can be interpreted as a measure of stability with respect to vertical lifting. A large CIN

results in a low probability of an air parcel reaching the LFC, often resulting in vertically small,

non-precipitating clouds often called fair weather cumulus which are a result of this shallow

convection. If convection reaches higher - roughly above the 500 hPa level - this is typically
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2.1. Physics of Clouds

termed deep convection (Dc). Once the convection reaches the LFC, the height the cloud can

reach depends on the convective available potential energy (CAPE), given by ECAPE analog

to ECIN .

ECAPE =

∫︂ z(B=0)

zLFC

B

ρ
dz. (2.21)

The larger the CAPE, the higher the cloud top will be and remaining kinetic energy may

even cause the parcel to overshoot the level at which B = 0. Furthermore, in a stable bound-

ary layer, e.g. when large-scale lifting cannot overcome CIN, CAPE may build up for a long

time. Especially stable layers below a temperature inversion where the sign of the tempera-

ture gradient turns positive at the inversion level, prevent further convection. If the CAPE is

large above a stable layer, dissolution of the stable layer may result in strong convection and

thunderstorms. The CAPE is an important quantity that can be used in the closure of the

equations describing subgrid mass fluxes (parametrization) in GCMs.

Beyond larger-scale convective flows, clouds are also strongly affected by turbulent processes

on smaller scales. The mixing of the moist cloud air with surrounding dry air is called de-

trainment if moist air leaves the cloud and entrainment if dry air enters the cloud. Convective

clouds are strongly affected by this mixing, which causes evaporative cooling. This reduces

the cloud’s buoyancy and condensed water content and moistens the surrounding air. Entrain-

ment at the lower cloud levels reduces buoyancy, slowing down the updraft and thus enabling

stronger detrainment at higher levels. In GCMs, de/entrainment are part of parametrizations

typically as empirically adjusted rates of which the values are tuned so that the convection

behavior matches observations (Crueger et al., 2018; Hourdin et al., 2021; Mauritsen et al.,

2012; Schmidt et al., 2017). Updrafts always cause a corresponding downdraft, which can

be located next to the cloud, where the air cooled from detraining cloud elements sinks. For

strongly precipitating clouds the downdraft might also form from the air cooled by evaporating

rain. If the downdraft is strong enough it can essentially lift surface air, potentially trigger-

ing new convective events. This results in a mixing effect on the troposphere that efficiently

redistributes heat and moisture.

2.1.2. Cloud Types

Since many cloud properties are directly and indirectly related to atmospheric height the focus

will be separately on low- (max. 2 km), middle- (2 km to 8 km) and high-level (3 km to 18 km)

cloud types (WMO, 2023). To be consistent with the observation of clouds from space, the

levels will be distinguished by typical cloud top height. The focus of this thesis will be on

eight cloud types(see Table 3.2), each of which will be described in this section in terms of

appearance, dynamics and regions of prevalent occurrence. Six of the eight types are defined

equivalently to the World Meteorological Organization (WMO) cloud genus of the same name.
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However, the three cirriform cloud genera from the WMO are combined here to form cirrus

(Ci), and the cumulonimbus genus is roughly equivalent the deep convective (Dc) type. It

should be noted that even though this section focuses on individual types, these rarely appear

in isolation. Rather, many clouds are part of larger organized systems and/or are products of

the evolution of other types.

Low Clouds

Most of the Earth’s cloud cover consists of low clouds, especially over the oceans (Hahn and

Warren, 2007). Stratocumulus (Sc) is the most common type globally and can occur very

persistently over the subtropical oceans (Wood, 2012). Here, Sc occur mostly in the marine

boundary layer below inversions, prevalent in regions where large-scale dynamics induce sub-

sidence, like the descending branch of the Hadley cell. The clouds are capped by the inversion

and radiative cooling at the cloud top is the main driver of (downward) convection. The ap-

pearance of Sc is usually a shallow cloud field with a large horizontal extent of several hundreds

of kilometers, with potentially many clear spots in between open cells. Most Sc are relatively

optically thin, manifesting as light gray or white, non-precipitating clouds. One way of Sc

formation is by radiative cooling of clear sky, such that water vapor condenses in the cooler

air, the suspended liquid forming a cloud. If a cloud forms this way in a stable layer, it often

first becomes the Stratus (St) cloud type. St is defined as a flat, grayish cloud sheet in a sta-

bly stratified environment. However, this St layer can quickly become unstable, e.g. through

(further) radiative cooling at the cloud top, causing convection and thus breaking up into Sc.

St is rarely encountered as a persistent sheet, as radiative cooling at the top and heating at

the bottom become stronger the ticker the St layer becomes. For these reasons, the transition

between fields of St and Sc is usually smooth. Dissipation of an Sc layer can happen through

loss of moisture to the surrounding air through detrainment or entrainment, where dry air

gets mixed into the cloud causing evaporation. If the convection at the cloud top stalls, e.g.

because solar heating of the cloud top compensates for the radiative cooling, the moisture flux

from the surface is interrupted, causing the cloud to start to dissipate. This can lead to the

breakup of the cloud layer and inversion, resulting in cells of cumulus (Cu) convection. In

turn, existing Cu can spread horizontally where surface updrafts and a strong inversion above

the boundary layer coincide, forming an Sc layer.

Cu are prototypical convective clouds formed from transport of moisture lifted up (from the

surface) with air masses driven thermally or by large-scale flows. In the context of this thesis,

deep convection is treated as a separate cloud type, while Cu only refers to shallow cumuli.

These are typically O(1 km) in size in any direction. Over the oceans, Cu are prevalent in

the trade wind regions, where they tend to form out of the subtropical Sc decks. Small (fair

weather) Cu caused by thermal updrafts from solar heating of the surface are often found

over land. If the updrafts cease, Cu will eventually dissipate through turbulent mixing with
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the ambient air, since due to their convective nature they are susceptible to en/detrainment.

All three of these low types (St, Sc, Cu) are primarily composed of liquid particles as the

lower atmosphere usually remains warmer than the temperatures required for ice formation,

ice particles can, however, form in very cold conditions.

Midlevel Clouds

Three cloud types with mid-level cloud tops are distinguished here: Altostratus (As), Altocu-

mulus (Ac), and Nimbostratus (Ns). Taking the surface-observer definitions of the original

cloud atlas, the “alto-” prefix denotes clouds with mid-level base and, as their names suggest,

As and Ac are higher-altitude versions of St and Cu/Sc, respectively (Howard, 1803). The As

type displays similarities to both Ns and Ac. Ns and As both manifest as contiguous cloud

sheets or layers and often occur in mid or high latitudes. While Ns almost always precipitates,

this is rarely the case for the thinner and less opaque As type. This lack of precipitation also

applies to most Ac, but they are mostly comprised of liquid water particles, while As contains

mostly ice. Therefore, As are often found to be formed by freezing of the supercooled droplets

in Ac. This is also the reason why Ac is often more shallow than As (Sassen and Wang, 2011).

Ns rarely occur alone but are usually the product of convective cloud processes, i.e. originating

from Cu, byproducts of deep convection (Dc) or parts of mesoscale convective system (MCS)

and midlatitude storms. In Ns, cloud particles of both phases can occur, as ice crystals often

fall from the associated Dc system into the stratiform region to then melt and precipitate out.

In fact, Ns and As, in combination with Dc contribute the majority of the total atmospheric

ice (Austin et al., 2009). While Ns can be O(10 km) deep, they no longer contain the strong

updrafts found in Dc and can cover an extensive horizontal area. This makes Ns clouds the

primary source of stratiform precipitation in which the vertical velocity of air is much smaller

than the typical fall speed of ice particles (Houze, 2014, Ch. 6). Ac can resemble both the

more sheet-like structure of Sc as well as the interspersed cells of Cu. Over the continents,

orography is a strong driver of Ac formation, while over tropical oceans it is often a product

of detrainment from deep convection (Sassen and Wang, 2011).

Because of their frequently mixed phase and potentially extensive thickness, mid-level clouds

are difficult to measure remotely, requiring combination of different sensors to accurately mea-

sure their properties (Sassen and Wang, 2011).

High Clouds

As mentioned in Section 2.1.1, when the convection forming Cu clouds reaches heights above

500 hPa, these clouds are typically termed deep convective (Dc). Dc clouds are frequently

associated with heavy rain and thunderstorms and redistribute large amounts of heat and
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moisture in the atmosphere. Dc is one of the major sources of (convective) precipitation,

as the ice particles in the strong Dc updrafts increase in size until they become too heavy

to be suspended in the air. Convection above the LFC is therefore self-enhancing, as the

latent heating through condensation and the effective decrease in density through precipitation

increase buoyancy of the air. As shown by Eq. 2.21, this buoyancy determines the height of the

Dc cloud’s top, where wind shear, displacement from the continuing updraft and detrainment

can cause the development of an anvil. The anvil is a thin layer of cloud atop the convective

tower with increased horizontal extent. Thicker and lower anvils can form Ns sheets behind

the Dc column. Older anvils can develop into the cirrus (Ci) cloud type, which denotes very

high ice clouds appearing as white clouds appearing as anything from smaller patches to larger

layers. In situ measurements have shown that freezing of haze particles through homogeneous

nucleation is the dominant ice crystal formation process (e.g. Cziczo et al., 2013). Ci are

usually very thin (∼1.5 km) and fairly transparent, with even the most opaque Ci having a

cod ≈ 3. Ci can occur as high as the tropopause transition layer (TTL) where they are often so

thin that they are invisible to the naked eye. These subvisible Ci and also slightly more opaque

Ci are only detectable with special sensors such as lidar, making it difficult to comprehensively

study these clouds with remote sensing techniques.

Due to higher surface temperatures and large-scale flows enabling deeper convection, Dc and, as

a consequence, anvil Ci are frequently found in the deep tropics. In the tropics and subtropics

several Dc cores often form deep, organized cloud systems with both convective and stratiform

components (MCS) .

High-top clouds like Ci and Dc are important for the Earth’s energy budget because they

contribute significantly to the greenhouse effect and at the same time emit only a small amount

of thermal radiation to space (see Eq. 2.4 and Eq. 2.7). Detecting and distinguishing various

cloud types is therefore important for a complete understanding of the climate system.

2.2. Satellite Instruments and Retrieval Methods

This section provides an overview of how some of the cloud radiative properties introduced in

Section 2.1.1 can be exploited to determine the composition of clouds with remote sensors.

There are three main ways of observing clouds and the atmosphere from space: (1) measuring

reflected sunlight, (2) measuring emitted infrared radiation and (3) measuring the reflection of

radiation emitted by the instrument. Especially for the first two (passive) methods the retrieval

of physical properties usually requires the solution of an inverse optimization problem. This

type of retrieval involves finding physical variables that allow a numerical model to closely

approximate the measured radiation. The satellites carrying the instruments usually orbit the

Earth in a stable low earth orbit (LEO) or a geostationary orbit (GEO). In these stable orbits

the centrifugal force matches the gravitational force of the Earth acting on the satellite. In

a GEO the satellite is fixed at one longitude at the equator at all times, enabling consistent
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measurements of roughly a third of the Earth’s surface as a disk projection. The majority of

Earth observation satellites are in LEO, specifically a sunsynchronous orbit, where the satellite

always crosses the equator at the same local time. When the equator is crossed from south to

north, this is called ascending node, while crossing it from north to south is called descending

node.

2.2.1. Retrievals from Passive Sensors

Passive sensors are detectors of electromagnetic radiation of various wavelengths. For most

physical properties of interest, retrievals for passive sensors rely on inverting a forward model,

given by a solution of the radiative transfer equation:

dI(τ)

dτ
= I(τ)− J(τ), (2.22)

which is - as stated above - formulated without radial coordinates, such that the source term

J can be expressed only in terms of the scattered sunlight as well as the solar irradiance. For

reflection-based methods solutions to Eq. 2.22 are usually found by assuming single scattering

and a plane-parallel atmosphere such that the reflectance (measured radiance relative to solar

irradiance) can be expressed in terms of viewing geometry as well as cod and cer (Stephens

and Kummerow, 2007). Some of the variables that determine the reflectance are known from

instrument geometry or can be parametrized to constrain the solutions, but cod and cer need

to be retrieved. The reflectance is therefore computed for various combinations of cod and cer ,

and the solutions to this forward model are stored in lookup tables (LUTs), which are later

used for the inversion.

As the optical properties of atmospheric particles and gases depend highly on the wavelength,

detectors for different wavebands are combined to be able to accurately observe a wide range

of atmospheric phenomena. Using multiple wavelengths is helpful because scattering and

absorption properties depend on wavelength (Eq. 2.15). In the bispectral reflectance method

(Nakajima and King, 1990) the correct reflectance is found by exploiting that it varies most

strongly with cod at smaller wavelengths and with cer at larger wavelengths. Furthermore, it

uses the relationship between cod and cer to compute the cloud water path, as liquid water

content (lwc) and liquid water path (lwp) depend on the liquid water density ρlq and particle

size distribution N(r) (adapted from Liou (2002, p. 373)):

lwp = ∆z · lwc = ∆z
4πρlq
3

∫︂ ∞

0
r3N(r)dr, (2.23)
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while the cod (Eq. 2.13), depends on the attenuation efficiencyQλ through kλ, which is assumed

to be homogeneous. Using the thickness of the atmospheric column ∆z and the geometric cross

section A = πr2 of the attenuating particles gives:

kλρlq =

∫︂ ∞

0
Qλπr

2N(r)dr, (2.24)

⇒ τλ =

∫︂ z∞

z0

ρlqkλdz = ∆z

∫︂ ∞

0
Qλπr

2N(r)dr. (2.25)

With Qλ ≈ 2 outside of the Rayleigh regime and using the definition of cer (Eq. 2.8):

lwp

cod
=

4πρlq
∫︁
r3N(r)dr

3 · 2π
∫︁
r2N(r)dr

, (2.26)

lwp =
2ρlq
3

cer · cod. (2.27)

For ice (ice water path (iwp)), an analog to Eq. 2.27 can be obtained to compute the total

amount of condensed water in the columns (cloud water path (cwp)) as the sum of lwp and

iwp. The problem posed by Eq. 2.27 has no unique solution for a given lwp, but retrieving

cer and cod simultaneously using the bispectral method eliminates this issue. Many retrieval

algorithms for passive sensors use variations of this technique, with varying ways of finding

the best approximation (Stephens and Kummerow, 2007). The difference between radiances

computed using the forward model is minimized with methods ranging from least squares

(Nakajima and King, 1990) to brute-force iteration (Nakajima and Nakajma, 1995) to Bayesian

inversion techniques (McGarragh et al., 2018; Sus et al., 2018).

A widely used technique to retrieve cloud top height using passive sensors is so-called car-

bon dioxide (CO2) slicing (Chahine, 1974; Smith and Platt, 2023). With this method, the

dependence on cloud fraction and emissivity is eliminated by using two infrared channels in

wavebands with high absorption from CO2 and subtracting the clear sky radiance from the

measurements in the respective channels. For large wavelengths, emissivities depend more

strongly on temperature than on wavelength, such that identical emissivities can be assumed

for both channels. Using CO2 absorption bands eliminates the dependence on gas mixing ratios

in the atmosphere, as the distribution of CO2 is a known quantity. Notably this method also

works at night as it does not depend on reflected solar radiation. Among the sensors using this

technique is Moderate Resolution Imaging Spectroradiometer (MODIS), the data of which are

the basis of the studies in this thesis (see Section 3.1.1).

2.2.2. Retrievals from Active Sensors

Active sensors are instruments that measure the return signal of radiation emitted by the

instrument itself. Two types of active sensors are distinguished: radio detection and ranging
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(radar) and light detection and ranging (lidar), where radar uses radio- or microwaves, while

lidar uses laser beams at shorter wavelengths in the visible or infrared. However, the basic

principle of both types is the same. The instrument aboard the satellite emits radiation,

which then gets absorbed or scattered by the atmosphere after which a detector aboard the

satellite measures the backscatter signal. The intensity, time delay and shift in frequency and

polarization of the backscatter are then measured to derive information about the atmospheric

composition. The type and construction of the sensor therefore determines which phenomena

can be detected. Unless the instrument is designed to detect specific trace gases, the operating

wavelength is limited to bands in which atmospheric gases are not strongly absorbing. For

spaceborne radars, the millimeter range is used for cloud observation, as the antennas are not

required to be too large. This means cloud radars operate in the Rayleigh regime, where the

scattering cross section for a single particle is

σs,λ =
π5 |K|2D6

λ4
, (2.28)

with K depending on the refraction index and D being the particle diameter (Liou, 2002, ch.

7.6). This yields the backscattering coefficient

β =
π5 |K|2

λ4

∫︂
D6n(D)dD ≡ π5 |K|2

λ4
Z, (2.29)

with the reflectivity factor Z. The power of the measured backscatter from an object at

distance r can then be calculated as (Liou, 2002, ch. 7.6)

Ps(r) =
C |K|2
r2

Z, (2.30)

with C an instrument constant depending on transmitter power, wavelength and geometry.

The exact value of C is obtained by calibration. Since the details of the composition of the

observed atmospheric column are unknown, K needs to be estimated. Then the measured

radiation in the form of Ps can be used to infer Z, informing about the observed slice of

the atmosphere, e.g. a cloud. Since Z depends only on the distribution of the size of the

scattering particles, it can be used to compute cloud- and precipitation-related properties, for

example in retrievals for Cloud Profiling Radar (CPR) onboard CloudSat (CS). Also, the

CPR reflectivity factor and the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP)

backscatter coefficient are important inputs to the DARDAR products (Delanoë and Hogan,

2010), which provide cloud properties from both of these active sensors. Note that Eq. 2.30

assumes Rayleigh-scattering as well as a homogeneous composition of the atmosphere at each

distance r, where the former is not valid for lidar wavelengths and the latter is rarely the case in

the real atmosphere. Equation 2.30 is therefore only an approximation of operational retrieval

algorithms. However, Eq. 2.29 shows that the backscatter decreases with the fourth power of

the wavelength, which is why radar is more suitable than lidar for detecting large droplets and

precipitation-sized particles, while lidar can detect very thin and subvisible clouds.
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For small wavelengths in or near the visible spectrum and large droplets or ice crystals with

cer ≳ 10 µm the size parameter is x >> 1, such that geometric optics apply for lidar. In this

regime, change of polarization through in-particle refraction plays a significant role. For spher-

ical particles light refracted back in the incident direction will not change its polarization, but

for non-spherical ice particles, depending on the exact shape and the incident light’s direction,

a change in polarization is likely. This fact is exploited in depolarization lidars, where the laser

is vertically polarized. Measuring the power of backscatter signal in this polarization plane

and the orthogonal (horizontal) plane is used to infer the amount of non-spherical particles in

the atmosphere. Similarly, radars can use depolarization effects to distinguish larger droplets

from slightly non-spherical raindrops or snowflakes to detect the presence of precipitation.

The presented theory holds only for the single-scattering approximation, where it is assumed

that each beam only undergoes a single scattering event before reaching the detector. Mea-

sured reflectances deviate from this theory even for passive sensors, but active depolarization

measurements are especially affected. Properties of mixed-phase clouds are therefore hard to

determine even with lidar measurements.

Many of the methods presented in this section, while they are being tuned and adapted to

take advantage of ever-improving instruments, are decades old at their core. Some are therefore

already being replaced by new methods from the field of ML (see also Chapter 3).

2.3. Machine Learning

As a subcategory of artificial intelligence (AI), ML encompasses algorithms that can adapt

to data when implemented on a machine without hard-coded knowledge (Goodfellow et al.,

2016a, p. 2). The process of adaptation in which the learning algorithm - hereafter model

- learns to optimize for defined targets, is called training. An important distinction is made

for training structure: in supervised training the model f learns to approximate an unknown

mapping fdata from available inputs x and outputs y ≡ fdata(x), such that f(x) ≈ fdata(x).

If samples for y are unavailable, the problem is unsupervised, which requires the definition

of alternative targets for the model to learn. Note that due to sampling of observations,

measurement uncertainties and similar issues fdata is not necessarily equal to the true physical

relationship f true between x and y. ML problems usually fall into one of two further categories:

classification, for which y is categorical/discrete and regression, for which y is continuous.

For each problem or small set of problems, specific algorithms are designed and optimized.

Solutions to ML problems are typically not available in closed form, with few exceptions like

linear regression. Instead, some criterion is optimized iteratively. While convergence of the

iterative process to a global optimum is not always guaranteed, finding a local optimum is

usually sufficient to solve a given problem (Choromanska et al., 2015; LeCun et al., 2015).
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There exist a vast amount of ML models, which are further categorized into so-called classical

ML and DL. Classical ML contains methods that can learn without the need for neural

networks and backpropagation (see Section 2.3.2). The only relevant classical method for

this thesis is the Random Forest regression model (RFRM) model, explained in Section 2.3.1

(Breiman, 2001). Since DL models are a much larger part of this work, a number of DL models

will be presented with the necessary background in Section 2.3.2.

2.3.1. Random Forests

Simply put, a Random Forest is a large number of slightly different decision trees, each applied

to the same problem. This design is based on the assumption that an ensemble of weak learners

can act as a strong learner, which is called boosting (Schapire et al., 1998). A decision tree

is a fairly simple method, in which a dataset is split iteratively in a way that optimizes a

specified splitting criterion (Kotsiantis, 2011). The solution that optimizes the criterion is

typically found via a full search of all possibilities of splitting the data. During inference, a

new sample is passed through the tree following the learned decisions until it ends up in a leaf

node, in which the splitting process terminates for a given sample. While decision trees are

easy to build and easily explainable, they lack accuracy and can easily overfit to the training

data. For Random Forests, the addition of stochastic modifiers considerably increases the

generalization capability by achieving low-bias predictions with minimal variance (Breiman,

2001). One of these modifiers is bootstrapping, where the training data are randomly resampled

(with replacement) individually for each tree, such that the total amount of samples seen by

each tree is equal to the number of available samples but with a modified distribution. If

a smaller subset is sampled without replacement, the technique is called bagging (bootstrap

aggregating) (Breiman, 1996). For each tree, a random subset of the elements (features)

of x is selected as input for that tree. The number of selected features is often chosen to

be close to
√
N for classification and N/3 for regression, where N is the maximum available

number of features (Breiman, 2001). Finally, the output of the Random Forest model is the

aggregate of the output of all individual trees. For Random Forest classifiers, this aggregate

is determined by majority voting while for Random Forest regression models (RFRMs) it is

simply the arithmetic mean. From here on, only the RFRM variant will be discussed.

During training the splitting is performed such that each split optimizes a score S given by the

error function C. The splitting process in a branch terminates when each partition contains a

previously defined minimum number of samples, thus becoming a leaf. The maximum number

of splits per branch (depth) can be specified in advance to terminate splitting even earlier.

Simple functions like mean squared error (MSE) or mean absolute error (MAE) are usually
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sufficient as error function C. The score for a split separating the training dataset with inputs

x ∈ X and outputs y ∈ Y into subsets i and j is then given by:

S [X,Y] =
1

2K

∑︂
yk∈Yi

C(yk, ȳi) +
1

2M

∑︂
ym∈Yj

C(ym, ȳj), (2.31)

where the overbar denotes the mean and K and M are the number of elements in the respective

split. In each branch, the split s divides the previous partition (s− 1) such that it minimizes

Ss = S [Xs−1,Ys−1], or equivalently maximizes the decrease in score ∆Ss induced by the split

s with respect to the mean error in the data at s− 1 ( Eq. 2.32).

∆Ss =
1

2K

∑︂
yk∈Ys−1

C(yk, ȳi)− Ss. (2.32)

Each individual split is performed on a single feature n, such that for a threshold value zs ∈ R:

xn < zs, ∀ x ∈ Xi,

xn > zs, ∀ x ∈ Xj .

As the score S is only a measure of the impurity of the leaf nodes, it is not useful for evaluating

the RFRM performance. A more appropriate way to evaluate an RFRM is by using the

coefficient of determination, also known as R2 or R2-score:

R2 = 1−
∑︁

(|f(xi)− yi|2)2∑︁
(|yi − ȳ|2)2

, (xi,yi) ∈ {X,Y}. (2.33)

R2 quantifies to what extent the variance of the data is accounted for by the predictions.

Note that for vector-valued targets y as is the case here, R2 can be defined in two ways. The

definition in Eq. 2.33 computes the score by feature, i.e. element n of y, while switching the

order of sum and L2-norm would result in the average the score per sample i. Applying both

definitions can offer additional insight into the performance of f . Using Eq. 2.33 or a similar

score, the generalization capabilities of an RFRM can be estimated without the need of a

holdout set by applying it to the out-of-bag samples. That means each tree in the RFRM is

applied to the respective samples that were excluded during the bagging procedure, which are

different for each tree. These results can be used to compute performance metrics Roob on the

out-of-bag samples, i.e. the coefficient of determination.

In contrast to a single decision tree, the predictions coming from an RFRM are hard to track

and explain, as there are typically O(100) trees with varying structures. A straightforward

way to explain an RFRM’s predictions is to assess the feature importance by computing the

sum of all ∆S induced by splitting on each feature. While this measure is easy to compute, it

is also subject to several problems and therefore rarely used to explain an RFRM predictions.

Instead, Breiman (2001) suggests computing the permutation importance on the out-of-bag
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samples to obtain an estimate of which features have the highest influence on the predictions

produced by the RFRM. To compute the permutation importance of each feature n, the values

of only this feature for the different samples are randomly permuted between samples, after

which Roob is computed again. The change in Roob for each feature indicates its importance

for the RFRM to make its predictions.

The RFRM therefore combines several qualities that make it an attractive model for many

applications: the trees can easily be trained in parallel, bagging ensures small susceptibility

to noise, good generalization and little bias, while the permutation importance offers some

measure of explainability without requirements for external algorithms. Furthermore, the

predictions of the RFRM are normalized if the training samples are normalized because outputs

are just averages over all samples in a leaf node. Downsides include the high number of

hyperparameters and that the trained RFRM can easily require several gigabytes on disk if

the number of trees is large or the depth is high.

2.3.2. Deep Learning

Similarly to RFRMs, neural networks are designed by combining many instances of a simple

model to achieve vastly increased performance. While for an RFRM the individual objects are

trained separately and act as an ensemble, the individual neurons in a neural network (NN)

can influence each other. A neuron is defined as a function f ( Eq. 2.34) that determines the

output y from the input x by multiplying the weight w and adding bias b, and finally applying a

nonlinear activation function z. Equation 2.34 is easily vectorized for multidimensional inputs

x ∈ Rn and outputs y ∈ Rm to obtain a neural layer ( Eq. 2.35), with weights W ∈ Rm×n and

biases b ∈ Rm.

y = z(w · x+ b), (2.34)

y ≡ f(x) = z(W · x+ b). (2.35)

Thus, a neural layer is a basic linear model, deliberately made nonlinear through the application

of z. The requirement for z becomes apparent when several neural layers are combined as

f(x) = f3 (f2 (f1(x))) , (2.36)

to obtain a multi-layer perceptron (MLP) (Rosenblatt, 1961), in which any layer that is not

directly connected to input or output, f2 in this case, is called a hidden layer. With z ≡ zid(x) =

x, any output of the MLP would be a linear combination of the weights, biases and inputs.

Then, if the data x are not linearly separable in terms of y, neither will f(x), thus limiting its

complexity. The possibility for f to closely approximate a nonlinear function is therefore only

given if both multiple layers and a nonlinearity z are used (LeCun et al., 2015). Under this

condition, an MLP can in theory serve as a universal function approximator, provided that

23



2. Scientific Background

the number of hidden neurons is large enough (Hornik et al., 1989). The choice of function for

z influences the performance of the NN, and specific choices are sometimes mandated by the

application. A simple yet popular choice for z is the rectified linear unit (RELU)

zRELU (x) =

⎧⎨⎩x, if x > 0

0, if x ≤ 0
. (2.37)

An MLP is synonymous with a dense or fully connected NN because all neurons (or nodes)

are densely connected to all nodes in the adjacent layers via weight multiplication. The more

layers the NN has, the deeper it is, the more neurons each layer has, the wider it is.

The weights and biases are the free parameters θ of the NN fθ. In the following, “weights”

refers to all elements of θ. For fθ to achieve a desired mapping, the weights need to be trained.

This is achieved through gradient descent (GD) and backpropagation. GD specifies the process

of updating the network’s weights in the direction of the gradient of some loss function L with

respect to the weights. L provides a measure of how well fθ(x) approximates the ground truth

y. Backpropagation refers to the way the gradients are computed in a deep neural network, by

applying the chain rule to iteratively compute each layer’s derivative. The trainable weights θ

are randomly initialized and then updated from step i to the next step i+ 1 as:

θi+1 = θi + λ∇θL(fθ(x,y)), (2.38)

where the learning rate λ ∈ (0, 1), typically, helps to smooth the convergence towards a

minimum of L. To compute the gradient in Eq. 2.38, the chain rule is applied, iteratively

obtaining the derivatives layer by layer. For the MLP in Eq. 2.36 the gradient of the loss

becomes:

∇θL(fθ,yt)) =
∂y1

∂θ

∂y2

∂y1

∂y3

∂y2

∂L
∂y3

. (2.39)

In Eq. 2.39, the derivatives with respect to previous layers ∂yi
∂yi−1

can be further expanded in

terms of weights and activation function:

∂yi+1

∂yi

=
∑︂
j

θij
∂z

∂yi
(2.40)

To minimize L, backpropagation steps are repeated until L converges, where each repetition

is called an epoch. Epochs are usually further split into minibatches (or simply batches), as in

most applications, the training data do not fit into memory. As the gradients for the batches

differ, the computed gradients will be slightly noisy, which is why this procedure is called
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stochastic gradient descent (SGD)2. The forward and backward passes, i.e. the computation

of L (fθ(x)) and ∇θL are then consecutively applied to each batch of the data. Under the

assumption that the training data are independent and identically distributed, the expected

value of the SGD gradient is equal to the deterministic gradient.

GD methods are iterative algorithms to find a solution for ∇θL (fθ(x,y)) = 0 in terms

of θ, i.e. to find an extremum of the loss, which is not available in closed form for most

NNs. However, Eq. 2.38 does not come with a guarantee that the iteration converges or

that convergence would find the global minimum. However, it has been shown for several

sets of assumptions that both algorithms converge to useful solutions: GD converges to a

global minimum for overparametrized networks, i.e. networks with redundant parameters (Du

et al., 2019), and cases in which SGD converges include convexity of L in terms of θ, or if

the learning rate decreases sufficiently quickly (Bottou, 1998). Furthermore, the optimization

getting stuck in a local minimum or plateau is unlikely due to the slightly noisy nature of

SGD. This means that in theory, SGD will almost surely find a near-perfect approximation

of the mapping fdata : X → Y represented by the training data. It is therefore commonly

assumed that SGD and related algorithms are suitable to optimize the parameters of most NN

architectures. Since the gradients differ between the batches, SGD often cannot find the global

minimum of L (e.g. overfit), but that is actually a desirable feature that usually increases

generalization performance.

Optimizing Neural Networks

Training ML models is subject to two major challenges, which are especially relevant for NNs:

(1) lack of convergence, when the NN struggles to improve the results beyond a certain point,

and (2) overfitting, where the model learns to reproduce the training data instead of the under-

lying function f true. Improving the overall results through faster and more stable convergence

can usually be achieved through modifications of SGD and associated hyperparameters. The

Adam algorithm is a popular optimizer that improves SGD by introducing two moment-decay

parameters (Kingma and Ba, 2015). These control the effect of previous gradients on the mag-

nitude of the gradient update, and thus smooth out and stabilize the stochastic optimization

process. This way, Adam achieves better convergence properties than comparable algorithms

for convex functions (Kingma and Ba, 2015). Hyperparameters that can be tuned to achieve

more effective training include decreasing learning rate λ, cyclic learning rate (Smith, 2017),

the choice of nonlinearity function z and hyperparameters of the optimizer, such as the decay

parameters of the Adam optimizer.

2Some literature calls GD over the complete data set “batch GD”, in contrast to “SGD on minibatches”.
This batch vs minibatch nomenclature seems confusing. Therefore (deterministic) GD and (batch) SGD are
distinguished here and the word minibatch is not used.
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Techniques that counteract overfitting are called regularizers and ensure that the trained

model is able to generalize to unseen data. A popular method is L2-regularization, where the

L2-norm of the weights θ is added as a penalty to the loss L. This ensures weights of small

magnitude and therefore a smoother response to a wide range of inputs. Similar results can

be achieved with dropout, in which individual weights θi are set to 0 with a certain probability

during each forward pass (Srivastava et al., 2014). This prevents the NN from memorizing

individual input/output pairs. Another way to achieve this is by interrupting the training

procedure once the loss on an independent validation set no longer improves (early stopping).

Additionally, some problems can have problematic regions in the loss hyperplane, e.g. plateaus

with vanishing gradients. In this situation, an appropriate initialization of the weights θ is

crucial to find a good optimum with any form of GD. Therefore it might be required to run

the same model with various random initializations to achieve good results.

Convolutional Neural Networks

While dense NNs can in principle learn arbitrary mappings between data, they cannot exploit

their fundamental structures, such as correlations of nearby values in time series or images

(LeCun and Bengio, 1995). An example of this is image classification, where objects should be

recognized independently of the background they appear on, where in the image they appear,

or at which angle. This issue is addressed in convolutional neural networks (CNNs) by using

shared weights that are applied equally at every location in the sample. Due to their ability

to leverage the structure in image-like data, CNNs are part of multiple architectures used

throughout this work. The core of a CNN is a usually square convolutional kernel K ∈ Rk×k

that is applied element-wise to each k × k sized patch of the input. In the context of CNNs,

the 2D discrete convolution at the pixel (i, j) is defined as:

(X ◦K)i,j =

k,k∑︂
h,l

Xi+h,j+l Kh,l. (2.41)

A basic CNN layer fCNN usually includes a nonlinearity Z and a bias B:

FCNN (X)i,j ≡ Z ((X ◦K)i,j +Bi,j) . (2.42)

The shape of the result of Eq. 2.42, often called a feature map is defined by the valid indices

of Eq. 2.41, i.e. the indices i + h and j + l that are not out of bounds. The fundamental

operations of a CNN are illustrated in Fig. 2.3, which shows schematically how the kernels

move over all possible patches of the input image. The elements of the kernel K and bias B

are the trainable parameters of the CNN. Since K is applied equally everywhere on X, it is

learned such that a sharp signal is obtained for the same structures, no matter where they

appear. This translation equivariance is one of the primary advantages of a CNN. To detect
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Figure 2.3.: Operation of a single CNN layer with two kernels on a two-dimensional image,
without padding. Because the kernels are applied to exactly each valid patch of the input
image, the feature maps are reduced by two pixels in each dimension.

multiple kinds of features, Eq. 2.42 is extended to produce several feature maps with different

kernels. Other adaptations to Eq. 2.42 include strides, where the kernel is applied with less

overlap, and dilation, where the kernel is not applied contiguously, i.e. kernel element Ki,j is

multiplied with Xi,j and Ki+1,j+1 with Xi+d,j+d, with dilation width d > 1. Both of these

strategies help detect features at different scales while reducing the number of operations and

trainable parameters.

The feature maps are smaller than the input along the dimensions of the kernel, with the

exact shape depending on kernel size, stride and dilation. To avoid this reduction in size, the

input may be padded with zeros at the edges, but this can induce substantial edge artifacts.

Another way to recover the input shape is to follow up one or more convolution layers with

transpose convolutions, in which individual pixels in the input correspond to multiple entries

in the output matrix. Transpose convolutions are an important part of the popular Residual
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Network (ResNet) architecture, where the layers are trained to approximate gres(x) = g(x)−x

instead of the true underlying mapping g(x) (He et al., 2016). Therefore, g has to preserve the

shape of x, which is achieved by constructing bottleneck blocks that follow up each convolution

with their transpose. To minimize only the residual, the input of each block is added to the

output via shortcut connections. Using the residual formulation allows for the use of deeper

networks without introducing training instabilities. The increased depth in turn increases the

representation power of the network, which can then achieve better accuracy.

Generative Adversarial Networks

The NNs discussed above are trained to solve problems by optimizing a single cost function, but

their fundamental architectures can be used to produce any kind of output. A prime example

of this are generative adversarial networks (GANs) (Goodfellow et al., 2014), a framework in

which multiple networks are trained in an adversarial way, i.e. with opposing objectives, to

generate data similar to the training samples. Usually, these data are images and the GAN

contains two CNNs, one called the generator G, one the discriminator D. The adversarial

training is essentially a minimax game in which G is trained to generate convincing “fake”

samples, while D is trained to discriminate between real and fake samples (Goodfellow et al.,

2014). For generator and discriminator, training maximizes the respective log-likelihood CG
and CD, given by:

CG = Eq∼Prand
[log (D (G (q)))] , (2.43)

CD = Ex∼Pdata,q∼Prand
[log (D (x)) + log (1−D (G (q)))] . (2.44)

In this basic GAN, the fake samples are generated from random noise q sampled from Prand

and compared to real samples from Pdata. Instead of random noise, q can also be meaningful

data related to x or class labels y. This is then called a conditional GAN as the generated

data distribution is conditioned on the distribution of q (Mirza and Osindero, 2014).

The optimal solution for simultaneously maximizing CG and CD exists and is exactly equal

to the generated data distribution being identical to the training data distribution (Goodfellow

et al., 2014). Convergence to this optimal solution is not guaranteed and many optimization

techniques and architecture adaptations exist to help convergence. For more stable training,

several gradient ascent updates can be performed for D for each update of G. If the generated

data are to be used for a downstream DL task, additional task loss functions may be included.

These evaluate the performance of a pretrained NN on the generated data. Another application

of GANs is generative domain adaptation, in which the generator is trained to perform a

specific mapping between two distributions. A famous example of this is turning images of

horses into images of zebras with the same background (Isola et al., 2017). This can be
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achieved with a cycle-consistent GAN (CycleGAN), which uses two GANs, which are trained

simultaneously to each perform one direction G1 : PS → PT or G2 : PT → PS of the transfer

between the source and target domains with data distributions PS and PT , respectively (Zhu

et al., 2017). The method is termed “cycle-consistent” because both generators are trained

to transfer output from the other generator back to the original domain. The framework can

also accommodate additional losses to ensure faster convergence and more consistent results.

Another way to improve training is to replace Eq. 2.44 and Eq. 2.43 with loss functions that

provide a more informative gradient. A popular choice here is the Wasserstein- or earth-

movers-distance W (Pi, Pj) ( Eq. 2.45). The Wasserstein distance quantifies the cost of the

optimal transport plan between two distributions. Equation 2.45 denotes the computationally

tractable form of computing the Wasserstein distance W.

W (Pi, Pj) ∝ max
w

Ex∼Pi [Fw(x)]− Ey∼Pj [Fw(y)] . (2.45)

{Fw} is a family of Lipschitz-continuous functions parametrized by w. The distributions

Pi and Pj denote a fixed and parametrized distribution, respectively. For a Wasserstein-

GAN (WGAN) using Eq. 2.45, trained to adapt PS → PT Eq. 2.45 becomes

W (PS , Pθ) ∝ max
w

Ex∼PS [Fw(x)]− Ey∼PT [Fw(Gθ(y))] , (2.46)

⇔ W (PS , Pθ) ∝ max
w

Ex∼PS [Fw(x)]− Eq∼Pθ
[Fw(q)] , (2.47)

such that eventually Pθ ≈ PS .

2.4. Cloud Classification

2.4.1. Observational Products

The importance of surface-based observations is evident in the nomenclature of clouds, which

inherently emphasizes the cloud base. Even though modern surface-based observation tech-

niques, e.g. those using active sensors (Stevens et al., 2016) help understand local cloud

dynamics, they are not best suited for providing global climatologies of clouds as they cannot

provide uniform global coverage (e.g UniData2003).

The requirement and possibility to analyze satellite observations of clouds in terms of classes

were already noted by Schiffer and Rossow (1983) in the outline of the ISCCP. At the end of the

20th century, most of the satellite-based cloud products only provided cloud cover, which alone

is of limited value (Norris, 1998; Rossow et al., 1993). The need for a more detailed dataset

resulted in the creation of the D-Series dataset of ISCCP, which included a classification
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of nine morphological cloud types (Rossow and Schiffer, 1999). In ISCCP-D the clouds are

classified via thresholds in cod/cloud top pressure (ptop)-space for daytime measurements at

3 h temporal and 280 km/2.5◦ horizontal resolutions. Furthermore, low and middle clouds are

further distinguished by thermodynamic phase such that per-sample averages of cod , ptop

and cwp are attributable to 15 classes. This approach is extended in the ISCCP H-Series with

increased horizontal resolution (1◦ equal area), and all 18 ice/liquid classes (Young et al., 2018).

The ISCCP data can serve as input to ML methods to produce a classification of large-scale

cloud structures, termed regimes (Gordon et al., 2005; Jakob and Tselioudis, 2003; Williams

and Webb, 2008). These studies use k-means clustering (Lloyd, 1982) of cloud properties

from satellite products and GCM satellite simulator output for unsupervised classification

of clouds. The clusters are then labeled according to how their mean physical properties

resemble morphological cloud types. Such a classification offers insights into how clouds are

represented in individual GCMs, different from what is possible with climatologies of physical

variables, such that processes related to specific cloud types can be analyzed more directly

(see Section 2.4.2). However, only passive sensors are used and sensor limitations can affect

comparisons to GCMs, even if instrument simulators are used (Pincus et al., 2012; Swales et al.,

2018). More accurate results are expected for application of these clustering methods to the

ISCCP-H series and GCMs as performed by Tselioudis et al. (2021). Figure 2.4 shows the cod

and ptop distributions of the clusters that are found by Tselioudis et al. (2021), which are each

assigned labels corresponding to the cloud types that are likely to be prevalent in each of these

clusters. Nevertheless, the classes obtained through clustering methods are not necessarily

connected to established WMO classes, even if more advanced clustering methods are employed

(e.g. Denby, 2020). Also, the aforementioned methods are based on passive sensor data and

come with the limitations intrinsic to these sensors. Using radar and lidar data has helped

provide more objective and accurate classifications (Huang et al., 2015), but these sensors

lack the spatial coverage required for comprehensive studies. Improving comparability to

established classes, accuracy and coverage might be achieved with (supervised) NN approaches.

Moving from general image classification to NN-based cloud classification is a fairly natural idea

and has already been attempted decades ago (e.g. Lee et al., 1990). Large-scale application

of this idea is however only slowly making its way into the state of the art as computing

power as well as more efficient and powerful architectures are becoming available. These

methods for cloud classification are not necessarily supervised, as plenty of architectures and

training schemes not requiring labeled data are available (e.g. Grill et al., 2020; Kingma and

Welling, 2013; Kramer, 1991). To emphasize the distinction between class-average properties,

unsupervised methods based on NNs have been developed, whereas in the clustering methods,

the resulting classes are compared to established cloud types (Denby, 2020; Kurihana et al.,

2021). Since the WMO cloud classes are defined with surface observations in mind, they could

be considered unsuitable in the context of satellite observations, to the extent that new classes

have been manually extracted and used to train NNs (Marais et al., 2020; Rasp et al., 2020;

Stevens et al., 2019). In contrast, supervised classification assumes that the assigned classes

are fit for purpose. Also, a set of labeled data is required for supervision, which is difficult
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2.4. Cloud Classification

Figure 2.4.: Distribution of cod and ptop in the nine clusters found from ISCCP-H data by
Tselioudis et al. (2021). The clusters are each assigned names that correspond with the pre-
vailing weather states, as diagnosed from their property distributions and areas of occurrence:
DCN - deep convective and anvil, MDS - midlatitude storms, CIR - thin high cirrus, PLR -
polar clouds, MID - middle-top clouds, FRW - fair weather, SHC - shallow cumulus, STC -
stratocumulus, CLR -clear sky. Adapted from Tselioudis et al. (2021),©American Meteoro-
logical Society. Used with Permission.

and expensive to create for clouds, and therefore not readily available on a global scale. With

WMO-like cloud class labels from active spaceborne sensors (see Chapter 3), supervised NN

approaches can be developed (Gorooh et al., 2020; Zantedeschi et al., 2019). Such methods

are however still affected by the sparsity of the active sensor data and have to rely on passive

sensors to achieve global coverage at sufficient temporal resolution. This lack of available

labeled satellite data appears to be the main reason why DL classification using observations

labeled by surface observers has received more attention as of now (Liu et al., 2020; Sedlar

et al., 2021; Zhang et al., 2018).

2.4.2. Application to Climate Model Evaluation

As mentioned in the previous section, some cloud classification methods have already been

applied to evaluate GCMs. Many of these are K-means clustering (Lloyd, 1982) schemes using

cod and ptop as inputs, sometimes additionally combined with total cloud fraction (clt). For

GCM evaluation, typically the clusters are either predefined using observational data (Tse-
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lioudis et al., 2021; Tsushima et al., 2012; Williams and Webb, 2008) or GCM clustering is

performed separately (Chen and Genio, 2008; Williams et al., 2005). When clustering is per-

formed separately, there is no guarantee that the sets of clusters found in each dataset are

equivalent. Also, many ISCCP clustering methods use the full range of 42 parameters sug-

gested by ISCCP (Rossow and Schiffer, 1999), which leads to noticeable dependence of the

final clusters on the initial configuration of the cluster (Gordon et al., 2005), further increasing

the dissimilarity between observational and GCM clusters. However, assigning GCM output

to existing observational clusters requires comparable data, which is usually produced using

satellite simulators. Recently, this was done for clusters obtained from ISCCP or MODIS with

the corresponding instrument simulators by Tselioudis et al. (2021) and Cho et al. (2021),

respectively. Comparing the ISCCP and MODIS clusters, Oreopoulos et al. (2014) find some

common regimes but also many differences, highlighting both the deviations that can be intro-

duced by different retrieval methods as well as the lack of objectivity inherent to unsupervised

clustering.

Cloud regimes are assigned to observational and GCM data in an effort to inform future field

campaigns and modeling efforts (Jakob and Tselioudis, 2003) and to attribute deviations be-

tween models and observations to either an incorrect representation of the frequency of a regime

or of the regime’s physical impact. This idea is implemented by Williams and Tselioudis (2007)

and Williams et al. (2005) to determine the CRE response of the cloud regimes to global warm-

ing and partitioning this response into the change of the distribution of the cluster properties,

the change in the relative frequency of occurrence (RFO) of each cluster, and the co-variation

of both. This way of partitioning the results had previously been applied to regime analysis by

Bony et al. (2004), who used sea surface temperature (SST) and 500 hPa vertical velocity as

proxies for the thermodynamic and dynamical regime. Of the six GCMs analyzed in Williams

and Tselioudis (2007), four show a positive net cloud feedback of the stratocumulus regime to

warming, one displayed a negative response and one did not produce such a regime consistent

with observations. Williams and Webb (2008) extend the approach of Williams and Tselioudis

(2007) to additional GCMs, and find varying RFOs and mean cluster properties between the

GCMs, leading to large differences in the average geographical distributions of some regimes.

Such differences can be a good starting point for process-based GCM evaluation. Chen and

Genio (2008) use ISCCP cluster analysis to pinpoint improvement potentials in a GCM, such

as requirements for higher entrainment rates to more accurately simulate mid-level clouds.

They also note that in general, a potential source of errors in this approach is the uncertainty

of the passive sensors used for the ISCCP dataset in determining the cloud top pressure.

The ISCCP regimes can also be used to analyze the seasonal variation of the CRE associated

with each of the regimes. Schuddeboom et al. (2018) use the self-organizing maps clustering

technique (Kohonen, 1998, 2013) to identify cloud representation errors in a single atmosphere

GCM. They find that the CRE deviation relative to observations is largely based on the

difference in RFO of the clusters, not in the simulated CRE of a given cluster. They also

conclude that the composition of the clusters can significantly vary over the globe, for example,
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2.4. Cloud Classification

a single cluster associated with Sc clouds can contain a high content of Ns at higher latitudes.

In an attempt to determine which GCMs provide the most accurate estimate of equilibrium

climate sensitivity (ECS), Jin et al. (2016) use several metrics and ISCCP cloud regimes

(so-called weather states (Tselioudis et al., 2013)) to rank Climate Model Intercomparison

Project (CMIP) Phase 5 GCMs in terms of cloud-representation performance. However, no

relationship between a GCM’s ECS and its rank is apparent, and the two highest ranking

GCMs differ strongly in simulated ECS. The CRE response of cloud regimes to warming is

further investigated by Zelinka et al. (2022b), who use a detailed decomposition of the net

cloud feedback to gain further insight into processes responsible for cloud feedbacks in ten

selected GCMs. Similar to earlier studies, they find that most of the global SW cloud feedback

is attributable to a change in regime RFO under warming conditions.

The clusters that are found with the above methods are typically assigned labels that corre-

spond to the dominant cloud types present in that cluster in an effort to make the results more

interpretable. However, the same studies also recognize that these labels do not apply to every

cloud in a regime, as these are usually mixtures of several types. Cloud regimes produced by

unsupervised clustering are therefore difficult to interpret objectively. Furthermore, several

of the studies mentioned above state that the exact definition of the clusters has little effect

on the interpretation of the results (Gibson et al., 2017; Schuddeboom et al., 2018; Zelinka

et al., 2022b), which is good in the sense that it allows for some error tolerance but also raises

the question of how meaningful the clusters truly are. As mentioned in Section 2.4.1, super-

vised approaches offer higher interpretability but supervision is difficult in the context of cloud

classes and extending a supervised approach to GCMs comes with additional problems like low

resolution and limited comparability of simulated cloud properties to observations. Kuma et

al. (2023) used surface-based cloud type observations and satellite-observed SW and LW TOA

radiation fields to predict probabilities of occurrence of four predefined cloud types (Middle,

High, Cumuliform, Stratiform) from 2.5◦×2.5◦ cells using NNs. They find that CMIP6 GCMs

with higher ECS have a smaller bias overall but tend to overestimate low marine cumuliform

clouds and underestimate stratiform clouds in the same regions. They also show that the

accuracy with which cloud type distributions are represented in the GCMs could be used to

infer the validity of simulated feedback parameters like ECS and cloud feedback for a given

GCM, similar to the study mentioned above (Jin et al., 2016). There is an indication that

GCMs which represent the cloud types more accurately with respect to observations have a

stronger warming response, but due to correlations between related GCMs, which share code

to various degrees, the confidence in this is small.

Overall, it is apparent that cod -ptop histograms like those provided by ISCCP have found a

lot of use and some success in pinpointing potential GCM deficiencies, whereas more clearly

defined classes like those also included in the ISCCP data have rarely been used for GCM eval-

uation. This is most likely due to the lower resolution of GCMs, which makes it very difficult

to identify cloud types solely based on grid-box average cod , ptop and thermodynamic phase.
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Furthermore, since the regimes are defined on the grid scale, other properties like CRE can be

easily attributed to a regime, while this is more difficult for subgrid-scale class distributions.
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This chapter contains strongly modified text and slightly adapted tables from the integrated

publication Kaps et al. (2023a).

3.1. The A-Train and Cumulo

Since 2004, the Afternoon Constellation (A-Train) made it possible to obtain near-simultaneous

measurements of the same location from a variety of spaceborne instruments. The A-Train

contained a maximum six satellites (today three), of which three feed into the Cumulo dataset,

which form the basis for large parts of the work presented in this thesis (Zantedeschi et al.,

2019). Cumulo combines data from instruments aboard the Aqua, CloudSat (CS) and Cloud-

Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellites which flew

in the A-Train with an interval of less than 3min from Aqua to CloudSat.

There are three years of Cumulo available of which the year 2008 was downloaded from

the GitHub page 1 of Cumulo. In the Cumulo dataset, the MODIS and 2B-CLDCLASS-

LIDAR (CC-L) (Section 3.1.2) data are aligned, such that for near-simultaneous observations

one of the eight cloud type labels from CC-L are available in addition to the MODIS retrievals,

resulting in a narrow track of labels across the MODIS images. The columns where labels are

available are each assigned only a single cloud type, defined as the label that occurs most often

in the column, such that the complete Cumulo dataset is comprised of column-integrated

values. Even though CS and CALIPSO provide nighttime measurements, Cumulo only con-

tains daytime data as MODIS can not reliably retrieve all physical quantities at night. The

collocation provided in Cumulo of the passive and active sensors aboard the three satellites

enables the training of ML models to infer active sensor information from the passive sensor

data.

1https://github.com/FrontierDevelopmentLab/CUMULO, last accessed 27th Nov. 2023
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3.1.1. Moderate Resolution Imaging Spectroradiometer

MODIS is a passive instrument operating aboard NASA’s Terra and Aqua satellites, which

are both in sunsynchronous orbit with an orbital period of about 99 minutes. MODIS mea-

sures reflected sunlight as well as planetary thermal radiation in 36 channels from the SW,

covering 0.4 µm to 3.0 µm, to the infrared, covering 3 µm to 14.5 µm. Some of these channels

are so-called heritage channels for consistency with older sensors like Advanced Very High

Resolution Radiometer (AVHRR)(Section 3.2.1). Depending on the channel, the resolution is

250m, 500m and 1000m. This work made use mainly of the Cloud Product MYD06 of the

Aqua satellite, with some ancillary information from the cloud mask and geolocation prod-

ucts. MYD06 is provided at 1 km nadir resolution with granules of 1354 across-track and 2030

along-track pixels. It contains retrievals of nine cloud-related quantities (Table 3.3). The

following provides an overview of the relevant retrieval methods employed in collection 6 of

MYD06. Cloud properties are only retrieved if the MODIS cloud mask (MYD35) returns that

the sample is (probably) cloudy.

MODIS retrievals of the cloud top thermodynamic phase (cph) uses two different approaches

(Marchant et al., 2016). In the first, three channel pairs in the infrared are each compared to

infer the phase through the relative strength of the absorption. The absorption for ice scales

more strongly with wavelength than for water, as discussed in Section 2.1.1 (Baum et al.,

2012). The results of this first algorithm are part of a weighted voting mechanism, which

combines cloud top height and temperature checks with retrievals of cer in the shortwave

infrared spectrum (SWIR). This last part accounts for the ambiguity of cod and cer (comp.

Eq. 2.27). The result of this voting mechanism can be ice, liquid or undetermined. The cph

retrieval informs the retrieval of all other cloud top properties. To determine cod and cer , the

MYD06 algorithm compares the radiance of reflected solar radiation to values stored in LUTs,

where pre-computed reflectance values for the waveband are stored. The LUTs only store

results of radiate transfer calculations with assumed multiple scattering, as the single scattering

component can be computed on the fly for each pixel (Platnick et al., 2017). To simultaneously

retrieve cod and cer , the reflectance calculations are performed for smaller wavelength channels

(0.66 µm, 0.86 µm and 1.12 µm) that are more sensitive to cod and channels at 1.6 µm, 2.1 µm
and 3.7 µm, where the reflectance is more sensitive to cer (Nakajima and King, 1990; Platnick

et al., 2017). As indicated by Eq. 2.27, cwp is obtained via the product of cer and cwp. The

retrievals for cph, cwp, cod and cer depend in one way or more on reflected solar radiation

and are thus only available for daytime measurements. In contrast, ptop and cloud effective

emissivity (cee) are retrieved using the CO2-slicing technique (see Section 2.2), which relies

and thermal emission and therefore works without solar reflection.
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Table 3.1.: The three satellite datasets used at different stages throughout this work. Adapted
from Kaps et al. (2023a).

Name Product/ Ver-
sion

Purpose Resolution Reference

CC-L 2B-
CLDCLASS-
LIDAR /

cloud type 1.4 km× 1.8 km Wang (2019a),

P1-R05 Sassen et al.
(2008)

MODIS MYD06 / 6.1 physical vari-
ables

1 km Platnick et al.
(2003)

ESA-CCI ESA Cloud cci
L3U /

validation 0.05° Stengel et al.
(2020)

AVHRR-PMv3

Table 3.2.: WMO-like cloud types from the Cumulo dataset. From Kaps et al. (2023a).

Abbv. Cloud type

Ci Cirrus/Cirrostratus
As Altostratus
Ac Altocumulus
St Stratus
Sc Stratocumulus
Cu Cumulus
Ns Nimbostratus
Dc Deep Convection

3.1.2. CPR and CALIOP

In addition to the passive sensor data from MODIS, Cumulo contains measurements from

CALIOP aboard CALIPSO and CPR aboard CS, which were used together to create the

CC-L dataset, which expands on the 2B-CLDCLASS dataset (Sassen et al., 2008; Wang, 2019b)

by incorporating the lidar measurements. The Cloud Profiling Radar (CPR) is a 94.05GHz

(3.2mm) radar aboard CloudSat (CS) with a range resolution of 500m and a horizontal reso-

lution of 1.4 km × 1.8 km (Sassen et al., 2008). CPR is very high-powered and able to detect

most clouds with the exception of thin cirrus or clouds with small droplets. CALIOP, on the

other hand is precisely designed to detect small particles with a two-wavelength laser in the

visible and infrared (532 nm and 1064 nm). Additionally, CALIOP can distinguish between ice

and water particles via detecting linear depolarization in the 532 nm channel. The resolution

achieved by CALIOP depends on the altitude of the measurement. Below 8.2 km the vertical

resolution is 30m, while it is 60m in the upper troposphere and TTL. The horizontal foot-

print is 333m × 333m. As discussed in Section 2.2.1, cloud properties can be inferred from

the CPR reflectivity factor Z (see Eq. 2.30) and the attenuated backscatter coefficient from

CALIOP. CC-L also uses ancillary temperature profiles from European Center for Medium
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Table 3.3.: All physical variables obtained from the MODIS Cloud Product and contained in
Cumulo. All can be used for the ML methods, but some are effectively redundant (cloud top
height (htop),ptop, cloud top temperature (ttop)). Adapted from Kaps et al. (2023a).

Abbv. Physical variable

cwp Cloud water path
cod Cloud optical thickness
ptop Cloud top pressure
htop Cloud top height
ttop Cloud top temperature
tsurf Surface temperature
cer Effective cloud particle radius
ceff Effective Emissivity
phase Cloud thermodynamical phase

Range Weather Forecasts (ECMWF) data and cloud mask information from MODIS. These

measurements provide the properties

• cloud height and phase

• temperature profile

• radar reflectivity factor Z

• cloud thickness and horizontal extent

• cloud cover

• precipitation

The combination of radar and lidar in CC-L enables retrievals that would be impossible or

inaccurate with a single sensor. The different response of ice and water particles to the respec-

tive radar and lidar wavelengths owing to their size makes phase determination throughout

multiple vertical layers much more effective. Each column sampled in CC-L contains up to

ten vertical layers of clouds, with layers separated by at least 500m. The layers do not have

predefined heights and are populated from top to bottom. The derived cloud properties are

used to assign a single cloud-type label to the column element (Table 3.2 ). The classifier is a

combination of rules logic (decision tree) and fuzzy logic, with rules manually set from expert

knowledge. Because CPR can penetrate most clouds and CALIOP is sensitive to even the

thinnest cloud layers, measurements of both the height of top and base of a cloud are possible,

making the resulting classification more refined than classical methods using passive sensors

(e.g. in Young et al., 2018).
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Variable name Abbreviation Unit Comment

Cloud mask and cloud fraction CMA and CFC 1% Binary cloud occurrence classification (ANNmask)
and fraction of cloudy pixels

Cloud phase and liquid cloud fraction CPH and LCF 1% Binary cloud phase classification (ANNphase)
and fraction of liquid clouds

Cloud-top pressure ptop hPa OE retrieval result of cloud-top pressure
Cloud-top height htop km Derived from CTP and atmospheric profile
Cloud-top temperature ttop K Derived from CTP and atmospheric profile
Cloud effective radius cer µm OE retrieval result of cloud effective radius
Cloud optical thickness cod 1 OE retrieval result of cloud optical thickness
Surface temperature surface temperature (tsurf ) K OE retrieval result of surface temperature
Cloud water path cwp gm−2 Derived from CER and COT

Table 3.4.: Cloud properties in ESA-CCI. Additional variables are available but were not
used here. OE refers to the optimal estimation inversion algorithm used in Community Cloud
retrieval for Climate (CC4CL). Adapted from (Stengel et al., 2020) according to creative
commons license CC BY 4.02.

The small footprint of CPR and CALIOP makes it difficult to distinguish if a cloud structure

is consistent on a scale of O(10 − 100) km (Wang, 2019a). This affects the classification of

the St and Sc cloud types, which have similar properties locally but vary in their horizontal

homogeneity (comp. Section 2.1.2), which is however hard to detect with this small footprint

(Wang, 2019a).

3.2. ESA Cloud cci

The Climate Change Initiative of the European Space Agency (ESA) has published six datasets

of cloud properties retrieved from passive spaceborne sensors (Stengel et al., 2017). The dataset

with the longest temporal coverage (1982-2016) is based on the AVHRR sensor (Stengel et al.,

2019). It is called the AVHRR-PM dataset since it is compiled from measurements made by

different AVHRR instruments (versions 2 and 3) on consecutively launched satellites that all

orbited in sunsynchronous orbit with an afternoon equatorial crossing time. Since this is the

only ESA Cloud cci dataset used for this thesis, the AVHRR-PMv3 dataset will be referred

to as ESA-CCI. Cloud-related variables (Table 3.4), similar to those MODIS provides in the

Cloud Product (Section 3.1.1) are extracted from the dataset. ESA-CCI is provided at two

temporal resolutions, daily in the L3U version of the dataset and as monthly means in L3C. The

daily data contains the ascending and descending node of the orbit separately at a horizontal

resolution of 0.05◦, the monthly data is averaged over the nodes and saved at 0.5◦.

2https://creativecommons.org/licenses/by/4.0/
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3.2.1. Instrument and Retrievals

The AVHRR instruments used for ESA-CCI detects reflected solar and thermal infrared

radiation in five channels between 0.6 µm to 12 µm. The native resolution of AVHRR is

1.1 km × 1.1 km, but ESA-CCI uses and averaged product with a 1.1 km × 4.4 km footprint

size. The AVHRR-carrying satellites are all subject to orbital drift, with the earlier satellites

changing equatorial crossing time by more than 2 h by the end of their lifetime. Since change in

observed local time induces a shift in the measured radiances and the switching of the satellite

usually causes significant jumps in the data. The retrievals do not account for these effects,

making the data unsuitable for trend analysis without correction.

All but one of the ESA Cloud cci datasets, including this AVHRR dataset retrievals are

produced using the CC4CL algorithm, which is meant to provide consistency between the

data from different sensors (Stengel et al., 2017; Sus et al., 2018) The retrievals are performed

at resolution of the sensor and then averaged to the output grid of the L3U/L3C data. In

CC4CL, the cloud mask and cloud top phase are provided by a small NNs trained on the

respective cod and cph values from CALIOP. Further cloud top properties cod , cer and ttop

are retrieved using the Optimal Retrieval of Aerosol and Cloud (ORAC) algorithm, which uses

inversion of the measured reflectance values against those calculated in a forward model. The

forward model takes into account only multiple scattering as single scattering computations

are simpler and can be performed during the retrieval (McGarragh et al., 2018). The retrieval

of cod and cer even during the night was enabled by using the relative reflectances in the

3.7 µm and the 10.8 µm/12 µm channels (Stengel et al., 2020). Using these retrievals, lwp and

iwp are computed using Stephens (1978). However, this method for nighttime retrievals is

considered experimental and might be less accurate. Because AVHRR is missing the LW chan-

nels of the MODIS sensor, overlapping clouds are difficult to measure, resulting in inconsistent

measurements in comparison to active sensors (Sus et al., 2018).

3.3. ICON Data

In Chapters 5 and 6, GCM output from an ICON-A (Giorgetta et al., 2018) simulation with

specifically expanded output is used. The general information on the physical processes sim-

ulated in ICON-A is given Fig. 3.1, as given in Giorgetta et al. (2018). Specifically, an

Atmospheric Model Intercomparison Project (AMIP) (Gates, 1992) simulation with prescribed

sea-surface temperatures was run with a 29-year transient and instantaneous 3-hourly output

saved for 2008 and 2009. The output is regridded from its native R2B5 icosahedral grid

(∼80 km) to a 1◦ regular latitude-longitude grid using the Climate Data Operators (cdo,

3https://creativecommons.org/licenses/by-nd/4.0/deed.en
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3.3. ICON Data

Figure 3.1.: Physical processes and their parametrizations in Icosahedral Nonhydrostatic At-
mosphere model (ICON-A). Reproduced without changes from Giorgetta et al. (2018) in line
with creative commons license CC BY-NC-ND 4.03.

Schulzweida (2023)) package’s nearest neighbor averaging. The variables effective radius of

cloud water droplets (cerl), ceri and cod as well as ptop for general clouds are not contained in

the ICON-A standard output and are specifically added. The cerl , ceri and cod are extracted

from the radiation parametrization “PSrad” of Icosahedral Nonhydrostatic model (ICON)

(Pincus and Stevens, 2013)4. These cloud optical properties in PSrad are computed for several

wavebands and saved for the bands centered on 2.05 µm and 2.32 µm. These wavebands are

chosen as they are used in the cod and cer retrievals of ESA-CCI. Since the cod values for

both bands show no considerable difference, the 2.32 µm band is used for cod in the following.

The other three missing variables require the definition of a cloud top, which in the standard

ICON-A output is only provided for convective clouds. The cloud top is determined here by

finding the layer at which the total cod viewed from TOA exceeds τ = 0.2, which has the

benefit of being comparable with satellite observations. The pressure at this level then serves

as ptop and the particle radii cerl and ceri are also extracted from this level.

4Adding the variables and running the simulation was performed by Rémi Kazeroni, according to jointly agreed
specifications.
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4. Machine-Learned Cloud Classes From

Satellite Data for Process-Oriented Climate

Model Evaluation

4.1. Overview

global climate models (GCMs) are important tools not only to improve our understanding of

present-day climate but also to project climate change under different plausible future scenar-

ios. The simulation of clouds and their interactions with the climate system, however, remains

a major challenge for GCMs (Vignesh et al., 2020). The representation of clouds in these

models has been identified as one of the primary sources of inter-model spread (Dufresne and

Bony, 2008; Zelinka et al., 2020). Cloud processes in GCMs are therefore evaluated against ob-

servations of clouds to improve their simulations (Bony, 2015; Schneider et al., 2017; Williams

and Webb, 2008). Frequently, observations used to assess model performance are obtained

from long-term satellite products providing near-global coverage, which have proven to be

well suited for the evaluation of GCMs (e.g. Kawai et al., 2019; Lauer et al., 2017). This

conventional approach is, however, constrained in part due to limitations and uncertainties

of observational products themselves (Jakob and Tselioudis, 2003), such as biases or varying

spatial and temporal coverage.

In this chapter, a new approach to presenting cloud-related data is presented, designed to

facilitate process-oriented evaluation of clouds in GCMs and to address some of the apparent

limitations of using conventional observational data. We use a priori knowledge about the

characteristics of different cloud classes based on the cloud type classification of the WMO.

By exploiting this a priori knowledge, cloud processes can be highlighted in further evaluation.

Our approach extends the recent development of ML based cloud classification methods for

satellite data (Denby, 2020; Kurihana et al., 2021; Marais et al., 2020; Rasp et al., 2020;

Zantedeschi et al., 2019; Zhang et al., 2019) to GCM-comparable resolutions.

To our knowledge, no high-resolution (O(1 km)) cloud-class-labeled satellite data have been

used for analysis and evaluation of GCMs, so far. We argue that labeled datasets allow for a
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Evaluation

more detailed and more direct interpretation of cloud classes in the respective satellite data

in contrast to comparatively coarse classifications as used for example by the ISCCP (Rossow

and Schiffer, 1999; Young et al., 2018).

Our method aims at establishing this connection between observations and models without

the requirement to assign cloud classes a posteriori. We instead compute the relative amount

of WMO-like cloud classes in coarse grid cells. Statistical analysis can be conducted on these

distributions in the same manner as for the traditionally used physical variables but in the

phase space of cloud classes.

The contents of this chapter are largely already published in a peer-reviewed first-author

paper and its supplements (Kaps et al., 2023a). All scientific work contained in this chapter

was performed by the author of this thesis, including tuning of the ML models, analysis of the

results and generation of figures. The co-authors of Kaps et al. (2023a) contributed to outlining

the concept and assisted in writing the published text. Some parts of the code are modified

versions of code previously published by others and this is clearly stated where applicable. All

novel code can be found on DOI:10.5281/zenodo.7248773.

The chapter is outlined as follows: In Section 4.2, we describe the satellite products used

and introduce the two ML methods applied. In Section 4.3, we use our results to establish

(1) that an NN can be used to accurately assign physically robust cloud class labels to satellite

data, (2) that this labeled satellite data provides a sufficient basis to train a regression model

relating physical variable retrievals from satellites to cloud class distributions in coarse grid

cells and (3) that the application to a coarse-grained version of the alternative ESA Cloud cci

satellite product Stengel et al. (2017) is possible, showing the potential of the framework. Our

findings are summarized in Section 4.4 and discussed in the context of related work and the

scientific questions of Chapter 1 in Section 4.5.

4.2. Methods

4.2.1. Overview

Our goal is to evaluate clouds in GCMs using observational data labeled with cloud types. For

this, we need to

1. obtain or create a cloud-labeled dataset

2. enable a comparison to GCM output
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Stage II: RegressionStage I: Classification

Purpose:
Provide high 
resolution cloud 
type dataset

Purpose:
Applicable to low
resolution data,
e.g. ESM output

Pixelwise 
classification Coarsegraining

Random Forest
regression

Cloud statistics 
for low 
resolution data

Sparse labels
on MODIS data
(CUMULO)

Figure 4.1.: Two stages of ML - a classifier and a regression model - are required to obtain
cloud-type predictions on datasets with low horizontal resolution. From Kaps et al. (2023a).

As a starting point, we use the partially labeled Cumulo dataset Zantedeschi et al. (2019)

(hereafter Z19), which is then fully labeled by using an NN classifier. This procedure proposed

by Z19 could result in a long-term high-resolution and full coverage cloud-type dataset. The

concept outlined here takes a further step by adapting the resolution to be comparable to

current GCMs. We train a regression model to predict the relative cloud-type amounts of

larger areas (grid cells). This concept is outlined in Fig. 4.1.

In Section 4.2.2 (Stage I in Fig. 4.1), we outline how the Cumulo dataset was created using

MODIS data and cloud type labels from CS. The training of the regression model on a coarse-

grained version of Cumulo is outlined in Section 4.2.3 and Stage II in Fig. 4.1. Section 4.2.4

explains the steps applied to validate the regression model’s performance (see Fig. 4.5) on

coarse-grained data from ESA-CCI, which are independent of the training data.

The workflow of this framework is shown in Fig. 4.2, which illustrates how the different datasets

and the two MLmodels contribute to providing cloud-type distributions for low-resolution data.

4.2.2. Pixel-wise Classification

We create a fully labeled cloud-type dataset by applying a pixel-wise classifier network to the

sparsely labeled Cumulo dataset Z19. The result is a high-resolution, high-coverage, cloud-

labeled dataset (see Fig. 4.3). The classification scheme applied here is largely based on the

code published for the classification algorithm used in Z19, available from GitHub1. Since

the CS and CALIPSO swaths are quite narrow, most of the pixels in the resulting Cumulo

dataset are not assigned a label, which is why an NN is trained using the labeled part of the

dataset to predict cloud-type labels for the unlabeled pixels.

The NN used in Z19 and here to classify clouds in the Cumulo dataset is a semisupervised

1https://github.com/FrontierDevelopmentLab/CUMULO, last accessed 27th Nov. 2023
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Figure 4.2.: Workflow schematic: (1) The Invertible Residual Network (IResNet) is trained
on the Cumulo dataset and then applied on the unlabeled full-swath MODIS yielding the
fully labeled Cumulo dataset. (2) An RFRM regression model is trained on a coarse-grained
version of this data to provide cloud class distributions. (3) The RFRM is applied to unseen
data, allowing validation of the method’s performance or evaluation of the target dataset.
From Kaps et al. (2023a).
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Figure 4.3.: Schematic of the pixel-wise classifier, which is a CNN trained on features from
MODIS and one of eight cloud type labels from CC-L per pixel. Adapted from Kaps et al.
(2023a).
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CNN based on the IResNet (Behrmann et al., 2019). Residual networks (He et al., 2016)

have become the baseline for many image-related tasks and the IResNet additionally allows for

semisupervised training. The training is termed semisupervised as both labeled and unlabeled

samples are fed to the network. The model learns to minimize the cross-entropy for the labeled

parts (Eq. 4.2) as well as the negative log-likelihood (Eq. 4.1) of the latent representation z of

all (labeled and unlabeled) samples.

Lu = −
∑︂

zk=F(xk),
xk∈X

log(p(zk)) + Tr(JF), (4.1)

Ll =
∑︂

xk,yk∈Xl

log(xk)yk. (4.2)

Here, zk = F(xk) is the latent output of the IResNet F without its classifier head, and JF is

its Jacobian, with Tr denoting the trace operation. X contains all samples x, Xl contains only

the samples with labels y. The IResNet is applied to tiles consisting of 3× 3 MODIS pixels to

determine the cloud type of the central pixel. The training target is the cloud class that occurs

most often in the tile, with ties being resolved by random draw. Note that this way, the class

label is predicted such that it is representative of the whole tile, even though the label is only

assigned to the central pixel. This is a design choice that possibly introduces a bias towards

more frequent cloud classes but increases the number of usable tiles both for training and

prediction by allowing for overlapping tiles. This is also one of the major modifications to the

code used in Z19, where tiles were completely labeled and thus not allowed to overlap. Tiles

that contain less than six cloudy pixels according to the MODIS cloud mask are discarded.

Therefore, the NN is agnostic to such cases including clear sky situations. By applying the

trained model, pixels in the Cumulo data that are yet unlabeled are assigned class labels,

resulting in a set of fully labeled satellite data.

The Cumulo data contain MODIS radiance measurements as well as retrieved physical cloud

properties (Table 3.3). With potential application to GCMs in mind, we decided to train

the IResNet using the physical variables as features, these being more readily available from

GCMs than the radiances at the particular MODIS spectral channels. This is another major

modification to the approach of Z19. We found that the classes predicted by the model trained

on the physical variable features were slightly more physically consistent. For example, we

found that a number of high and thin clouds were given the Cumulus (Cu) label when using

the radiances only, but this did not happen when using the physical cloud properties. However,

the performance difference was marginal such that the classification step could be trained on

either set of features. To be able to perform the training on physical variables, pixels containing

missing values e.g. from failed MODIS retrievals are imputed, using the mean value for each

3× 3 pixel tile. As the tiles are small, this is not expected to skew the values in the individual

tiles significantly as neighboring pixels are expected to have similar properties.

The IResNet is trained on all available Cumulo granules for the year 2008 (∼ 48000 multi-

variate images of 1354× 2030 pixels) with standardized features. Instead of using a train/test
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split, we used 2-fold cross-validation2 to assess generalization to unseen data. The model used

for final predictions is then trained on the complete year. Due to the high temporal resolution

of the data, the variance in the features for the training data is comparable to that of longer

periods typical for GCMs. This will compensate for the fact that only one year of training

data is used.

4.2.3. Regression on Low Resolution Data

Figure 4.4.: Cloud type predictions for data with low horizontal resolution are obtained by
coarse-graining high-resolution predictions as a basis to train a regression model predicting
relative amounts of each cloud type for each coarse-resolution grid cell. From Kaps et al.
(2023a).

The second stage of ML (see Fig. 4.4) is designed to transfer the information contained in

the (labeled) high-resolution satellite data to datasets of lower temporal and spatial resolution,

like typical GCM output. For this, the labeled satellite dataset obtained from the pixel-wise

classification is coarse-grained. All variables that are provided in both the Cumulo and the

2Kaps et al. (2023a) states that five folds were used but a time limit caused the computation to stop after two
folds.

48



4.2. Methods

target dataset can be used as features, i.e. this is independent of the features used for the first

stage.

The labeled data are provided on an evenly spaced metric grid, but many GCMs are provided

on evenly spaced angular grids. The area covered by individual pixels will not match between

these two grids and scale differently depending on their geographic location. For simplicity

and for the purpose of a proof-of-concept, we determined the grid cell size that on average is

most representative of the target grid and use the averages of each variable over these grid cells

as features for our model. We later performed tests to determine the impact of the grid reso-

lution and determined that for GCM-typical resolution ranges the results are barely affected

(Section 4.3.5). We assume that the remaining differences between the grids are mitigated

by averaging. The output is the relative cloud class occurrence in the grid cell, i.e. the frac-

tional amount of each of the eight cloud classes plus an additional “undetermined” class. The

“undetermined” class contains all pixels for which the prediction of a label was not possible

due to failed MODIS retrievals, which often indicate clear sky. Missing values for pixels with

no cloud are processed accordingly when computing the grid-cell averages (see Section 4.2.5),

such that cloud class fractions are predicted consistently for all properties including those that

are not defined for clear sky (e.g. ptop). Grid cells containing only “undetermined” pixels are

discarded. Thus, we obtain a multivariate regression problem with a nine-dimensional output

space, containing the eight classes plus “undetermined” pixels, and up to eleven features (i.e.

the number of suitable physical variables provided by the Cumulo data, see Section 4.2.5).

For our model, we choose the RFRM (Breiman, 2001) regression method for reasons of sim-

plicity, computational efficiency, as well as its inherent normalization of the predicted fractions

(Section 2.3.1). After training the RFRM on the coarse-grained classified images, it can be

directly applied to the target data, i.e. GCM output, providing cloud class fraction predictions

for each grid cell. In order to investigate the sensitivity to the resolution and choice of features

used, we trained multiple RFs. The individual training samples are weighted with weights wi

given by the L1-norm wi = ||yi − y||1, where yi denotes the cloud class fractions for the i-th

training sample and y the average over all samples used in training. The weighting ensures

that samples close to “the average sample” are given less weight in training, to reduce the ef-

fect of bias in the data. We have about 48 000 labeled Cumulo granules (multivariate images

of 1354 × 2030 pixels) available. In order to limit the amount of memory required, the RFs

are trained on roughly 50 · 106 random samples drawn from a training split of 10 000 labeled

data images. The amount of samples varies because grid cells containing only “undetermined”

pixels are excluded. The models are then evaluated on a test split from the last two months

of 2008, containing about 8400 images. The hyperparameters of the RFRM models are chosen

such that the depth of the individual regression trees is ≤ 17. We apply a bagging subsam-

pling fraction of 0.7 and a minimum leaf size of 2, with 400 individual trees per forest. These

hyperparameters showed an optimal trade-off between the model’s performance and size.
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4.2.4. Application to ESA-CCI Data

Figure 4.5.: The method is validated by applying the trained regression model to data the
model has not seen before. The predictions are then analyzed for physical consistency. From
Kaps et al. (2023a).

To validate the trained RF, we apply it to an independent satellite dataset, the ESA-CCI

data (see Section 3.2). Application to the output of current GCMs (e.g. those contributing

to CMIP 6) is not yet feasible due to too coarse temporal resolution of the available output

and/or key variables being unavailable in the standard output. Currently, GCMs often only

contain monthly means in the standard output, which, as shown in Section 4.3.6, is insufficient

temporal resolution. Other models did not provide variables like cer or cod, which are required

for sufficient performance. Therefore, we use this validation stage, as illustrated in Fig. 4.5, to

show that the method generalizes to coarse data obtained from different sources and it is thus

expected to also be applicable to other datasets such as suitable GCM output. Compared to

the MODIS product, the ESA-CCI data provide a similar representation of the observed cloud

state and contain similar physical cloud variables. Inconsistencies might be introduced through

the lack of LW-channels in AVHRR, which would mainly affect retrievals of multilayer clouds

(Sus et al., 2018). However, the elaborate retrievals in CC4CL, such as using NNs for cloud

phase and mask detection might compensate for this. The ESA-CCI dataset is, therefore, a

prime candidate to test the RFRM on similar, but completely unseen data. This allows for an

assessment of uncertainties and limitations of our method. Knowing possible errors introduced

this way can then help distinguish them from simulation errors when the RFRM is applied

to GCM output. For each validation experiment using the coarse-grained ESA-CCI data, we

randomly sample 20% of the available grid cells.
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4.2.5. Features and Preprocessing

The RFRM must be trained on features also available in the target dataset. For ESA-CCI,

these include ttop, htop, ptop, tsurf , cod , cwp and cer . For the classification stage, the cloud

top phase as a categorical variable was used as an input feature. However, categorical values are

not straightforwardly coarse-grained. We therefore transferred the phase information contained

in both MODIS and ESA-CCI to cwp and cer by introducing the new variables lwp and iwp as

well as cerl/ceri . This means that for each pixel, the cloud top thermodynamic phase is applied

to the complete vertical column. This procedure is an approximation using the assumption

that in most cases, the phase flag provided by the satellite data is representative of the whole

cloud column.

The grid box averages for the cloud liquid/ice water path, the radii, cod are computed over

all pixels in each cell, i.e. replacing missing values with zero. This is useful as these values

approach zero with decreasing cloud amount. In contrast, ptop, htop and ttop are only averaged

over cloudy pixels (“in-cloud values”).

The features used for the RFRM should ideally complement each other. As the features ptop,

htop and ttop effectively contain the same physical information, only ptop is used. In addition

to the cloud variables, we also use tsurf as it is readily available in many datasets. As a default,

we therefore select cwp, lwp, iwp, cerl , ceri , cod , ptop, tsurf , which we call the optimal set of

features in the following.

4.3. Results

4.3.1. Predicted Cloud Classes at Pixel Level

To assess the performance of the IResNet we use accuracy and F1-Score (see Table 4.1). A

qualitative analysis of the physical properties of the predicted cloud classes is used to evaluate

the consistency of the results. This is important because the physical properties of the classes

predicted by the IResNet model need to be consistent with those from the corresponding gen-

era defined by the WMO.

The labels extracted from CC-L that are available in Cumulo display a strong class imbal-

ance (Table 4.1), which we also find in the predicted classes. Most classes occur with a similar

frequency in the source data and predictions, with deviations being small enough to be at-

tributable to real differences in the data. We would like to highlight two key properties of the

class distributions: (1) there are very few stratus (St) and deep convective (Dc) clouds in both

the source and the prediction and (2) cumulus (Cu) and cirrus (Ci) clouds are strongly under-

estimated in the predictions compared to the source data. For example, Cu has the smallest

amount of all predicted cloud classes while this class is more common than St and Dc in the
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source data. Further assessment of the representation of these four classes (St, Dc, Cu, Ci) is

therefore of high importance. The mean accuracy of the classification in the validation splits

of the cross-validation is larger than 0.8 for all classes but Sc, which seems to suggest consid-

erable skill in the classification method. However, for a multi-class problem with a large class

imbalance, the accuracy is not a suitable measure to assess the performance of the method,

as it overvalues the true negatives. This is why we observe high accuracy for classes with few

samples like St and Dc. We therefore additionally use the F1-Score, which is sensitive to the

class imbalance and can help identify individual class biases in the predictions. The F1-Score

is defined as the harmonic mean between precision P and recall R of the model.

F1 = 2
P ·R
P +R

. (4.3)

The precision P is the ratio of the true positives of a class to the number of all samples

assigned to that class. The recall R is the ratio of true positives to the number of samples with

a positive ground truth value for that class. For our results, the F1-Score is at least 0.4 for

all classes except for St, and especially high for Sc and Cu with values larger than 0.6. When

considering the accuracy scores for all classes and high class imbalance, this suggests decent

skill in representing the class imbalance, but still some class confusion. A negative outlier is

the St class with an F1-Score of 0.21. As noted in Section 3.1.2, the CC-L algorithm has

trouble distinguishing between St and Sc, which is why this is also to be expected for the

IResNet, resulting in this rather disappointing F1-Score for St. This effect can be seen in the

confusion matrix of the model (Fig. 4.6), where most of the false negatives of St are due to

classification of Sc. The inverse does not happen as often. In general, Fig. 4.6 shows that most

of the confusion is between classes that are physically similar or tend to occur together (Ns

and As, Dc and Ci). To summarize the uncertainty of the classification, we compute the mean

metrics with standard deviation for the validation splits in the cross-validation and obtain an

accuracy of 0.886±0.003 and F1-score of 0.472±0.005. Interestingly, both of these metrics are

better than what is reported in in Z19, suggesting that our modifications to the algorithm were

indeed warranted. While neither accuracy nor F1-Score values are particularly impressive, we

found that a random baseline, perfectly reproducing the ground truth class distribution, will

achieve similar accuracy with considerably smaller per-class F1-Score between 0.01 and 0.3.

The model thus easily outperforms a random baseline, and we show in Section 4.3.3 that the

predicted classes are physically meaningful.

4.3.2. Cloud Class Distributions at Coarse Resolution

The RFRM is expensive to train on large datasets such as the year-long, high-resolution Cu-

mulo dataset. Because of these computational constraints, we train the RFRMs on a subset

of the labeled data of about 25% the size of the complete dataset, as we found that this is more

52



4.3. Results

Ci As Ac St Sc Cu Ns Dc

Ci
As

Ac
St

Sc
Cu

Ns
Dc

0.56 0.11 0.1 0.008 0.097 0.06 0.042 0.024

0.096 0.4 0.085 0.008 0.15 0.008 0.21 0.039

0.091 0.054 0.52 0.008 0.19 0.069 0.062 0.008

0.016 0.031 0.031 0.41 0.49 0.007 0.019 0.001

0.028 0.047 0.06 0.1 0.66 0.066 0.033 0.001

0.13 0.049 0.092 0.005 0.16 0.5 0.047 0.016

0.011 0.17 0.078 0.001 0.09 0.007 0.58 0.068

0.036 0.05 0.018 0 0 0.012 0.074 0.81
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Figure 4.6.: Confusion matrix of the trained IResNet classifier on the validation split with the
best metrics. The values are fractions with respect to the ground truth amounts for each class.
The diagonal values denote the true positive rate for each class. For a given class, other values
in a row denote false negatives, while the column shows the fraction of false positives. We
found that the St samples erroneously classified as Sc occur for tiles with properties extremely
similar to those of Sc.

Table 4.1.: Fractions of the cloud classes for pixel-wise classification with prediction accuracy
and F1 score for the supervised part of the data. CC-L labels are for 21 · 106 labeled pixels
included in Cumulo, predictions are for 800 · 106 pixels. Scores are averages over both
validation splits. From Kaps et al. (2023a).

Ci As Ac St Sc Cu Ns Dc

CC-L fraction 0.259 0.132 0.112 0.021 0.313 0.065 0.082 0.015
Predicted fraction 0.154 0.10 0.180 0.027 0.353 0.014 0.134 0.041
Prediction accuracy 0.85 0.84 0.88 0.95 0.78 0.91 0.90 0.98
Prediction F1-Score 0.64 0.40 0.44 0.21 0.66 0.46 0.48 0.48

than sufficient for a stable error. The mean errors and R2 scores (Eq. 2.33) for the different

settings are summarized in Table 4.2. Since with smaller grid cell sizes, more cells containing

only “undetermined” pixels are excluded, and the relative amount of cloudy pixels increases,

such that we see larger mean absolute errors for small grid cells. Using the median, however,
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we see better performance for smaller cells. The R2-score increases with grid cell size, most

likely due to the decreasing variance caused by averaging over more pixels. The performance is

therefore judged not to be strongly dependent on the grid box size. We also use joint densities

of predicted and ground truth cloud-type fractions of the test split as a performance indicator.

Figure 4.7 shows these for a grid cell size of 100 km × 100 km using the optimal set of fea-

tures (see Section 4.2.5). The joint density plot displays the concentration of samples in the

truth/prediction space, and along the x- and y-axis the marginal distributions of the true and

predicted fractions, respectively. For both cloud classes in Fig. 4.7, there is a clear correlation

between the ground truth and the predictions with a Pearson correlation of cP = 0.96 for Ns

and cP = 0.89 for Ac. Many predictions are, however, far off the target: Fig. 4.7b shows

several hundred samples with a predicted Ns fraction of about 0.2 where the true fraction is

close to 1. For this specific example, this is a small fraction (O(0.001%)) of the total number

of grid cells, but it shows that the predictions can differ strongly from the true values in a non-

negligible number of cases. This deviation is a manifestation of ambiguity between different

cloud states, likely caused by noise generated by the averaging of the features. Furthermore,

this is an example of the predictions favoring low cloud-type fractions, as the “undetermined”

class is prevalent in the training data. As shown in Fig. 4.7a, large altocumulus (Ac) fractions

(> 0.9) are underestimated by the RF, but the deviation in this region remains largely below

0.1, as indicated by the magenta dashed lines. For fractions larger than 0.2, samples deviating

by more than a factor of 2 (outside black lines) are rare. For fractions smaller than 0.2 (bot-

tom left corner), deviations by a factor of more than 2 occur frequently, indicating difficulty

in correctly predicting small fractions. Note that such predictions contribute significantly to

the relative error, but have a negligible effect on the absolute error. We construct a random

baseline by sampling from the class distributions in the IResNet predictions. We find that the

mean absolute deviation is larger for the random baseline by roughly a factor of five, indicat-

ing that the regression model outperforms the random baseline. As the variables available

Table 4.2.: Results of the regression models for different grid box sizes. (1): Trained using a
default set of features. (2): Using cwp and cer, not separated into ice and liquid, in addition
to cod, ptop, tsurf. (3): Using (cwp, cer, ptop, tsurf ) as features. From Kaps et al. (2023a).

Grid cell size Mean abso-
lute error

Median ab-
solute error

Median rela-
tive error

R2-Score Random
mean AE

3 km (1) 0.042 0.0018 18.9% 0.816 0.193

10 km (1) 0.036 0.002 33.9 % 0.836 0.178

20 km (1) 0.033 0.0025 41.3% 0.840 0.169

100 km (1) 0.027 0.0038 52.6% 0.845 0.151

200 km (1) 0.025 0.0045 54.2% 0.859 0.143

100 km (2) 0.028 0.0041 55.4% 0.837 0.151

100 km (3) 0.033 0.0043 60.4% 0.755 0.151

in typical GCM output can vary, not always matching our optimal set of features, we also

determine which of these features are essential to achieve good performance. In addition to
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Figure 4.7.: Joint density of the predicted and true Ac (left) and Ns (right) fractions from
the Cumulo test set for a grid cell size of 100 km× 100 km, using the optimal set of features
(Section 4.2.5). The color scale and the marginal histograms are logarithmic. The red line
indicates the line of perfect correlation. The area between the dashed magenta lines indicate a
deviation between ground truth and prediction of less than 0.1 and the area between the black
lines indicates a deviation by less than a factor of two in either direction. From Kaps et al.
(2023a).
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Figure 4.8.: Results for a model trained using features without liquid/ice distinction (cwp, cer,
cod, ptop, tsurf ) (Fig. 4.8a) and a model trained also without cod (Fig. 4.8b), for comparison
with Fig. 4.7. From Kaps et al. (2023a).

using the optimal set of features, we therefore also train the model using different alternative

sets, containing fewer features. Using the cloud top phase flag to distinguish between ice and

liquid for some of our features (lwp, iwp, cerl ,ceri) produces a small performance increase as
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the metrics indicate in Table 4.2. Comparing Fig. 4.7a and Fig. 4.8a, shows that the corre-

lation between the true and predicted values becomes less pronounced when the information

about the thermodynamic phase is removed. Further ablation studies reveal, that using cod

and ptop is critical for the RFRM performance, but these variables are infrequently contained

in GCM standard output at sufficient temporal and spatial resolution. An example is shown

using features without cod, where Table 4.2 shows a significant decrease in the R2-score. The

effect on the joint density displayed in Fig. 4.8b is visible as predicted fractions being skewed

towards smaller values. Predicted fractions above 0.8 are very rare and the joint density seems

to be shifted towards the lower black line, corresponding to half the true value.

4.3.3. Validation

To assess the generalization performance of the method, we compare predictions of the class

distributions on ESA-CCI to the classes from the CC-L product for the year 2008, downloaded

from https://www.cloudsat.cira.colostate.edu/ (last accessed 7th Dec. 2023). A com-

parison of this kind is valuable because it simultaneously quantifies the effects of applying two

ML models consecutively as well as changing the domain on which they are applied. As before,

the 3-dim CC-L data are aggregated into two dimensions by using the most common cloud

class within each vertical column as a representative cloud class. The labels provided by CC-L

for individual orbits are sparse, but using a whole year of measurements provides sufficient

samples to compare to the predicted distributions. Figure 4.9 shows the distributions of CC-L

labels, which appear sparse, even though the data have been aggregated to grid cells of 2◦×2◦.

Consequently, not all cloud classes display clear regional patterns, but Ci, Sc, and Cu show

distinct areas of frequent occurrence. For example, Sc clouds are frequently detected in the

subtropical subsidence regions off the west coasts of the continents, Ci clouds are frequent in

the deep Tropics, Cu is found frequently over the tropical and subtropical oceans away from

the stratocumulus decks. In the following, for a better comparison of the CC-L ground truth

and the predictions on ESA-CCI, we exclude the “undetermined” predictions such that the

cumulative fraction of all eight cloud classes equals one in each cell. The reported fractions

are therefore a relative measure and independent of the total cloud amount in each grid cell.

Figure 4.10 shows the predictions on ESA-CCI using the RFRM trained on grid cells of

10 km× 10 km and applied 10× 10 pixel grid cells. Different classes occur in distinct patterns

and the Sc class dominates in the predictions, while St and Dc occur very rarely.

Assessing the Method Uncertainty

When applying this framework to GCM output, deviations introduced by the data need to

be separable from those caused by the evaluation method. As an uncertainty estimate for
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Figure 4.9.: Relative occurrence per class from the CC-L product for the year 2008 per 2◦× 2◦

grid cell. From Kaps et al. (2023a).

the consecutive application of both ML methods, we compute the Pearson correlation and

difference between the predictions on ESA-CCI data and the CC-L labels. For this purpose,

we bin the relative amount of each class to grid cells of 2◦ × 2◦ size for both datasets. As an

example, differences for the cloud types with the highest (Sc) and lowest (St) correlation are

shown in Fig. 4.11. The difference increases with the fraction of occurrence of each class (as

displayed in Fig. 4.10). Note that this is only a rough measure of accuracy as the two datasets

differ in temporal and spatial resolution. Additionally, an exact match cannot be expected as

the CC-L covers the year 2008, while ESA-CCI covers the period from June 2009 to the end

of 2011. The mean within-class correlation is 0.65. Table 4.3 shows the mean fractions of

the classes in the predictions and the CC-L data. The predictions here are comparable to the

pixel-wise predictions obtained using the IResNet (Table 4.1). The most notable difference

in the distribution is again the under-representation of Ci in the predictions relative to the

CC-L labels, which is caused by the under-representation in the predicted pixel-wise labels.

Table 4.3 also shows the relative difference between the two distributions for grid cells showing

a large class fraction in the predictions (90th percentile). For all classes, the magnitude of this

deviation is below 50%. This is also the range of relative deviation we found on the test split,

leading to an overall estimate of the uncertainty of 50%.
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Figure 4.10.: Average class fractions for the predictions on coarse-grained ESA-CCI. The
RFRM was trained on 10 km × 10 km grid cells and applied to 10 × 10 pixel grid cells. The
results are projected onto a 1◦× 1◦ grid. Many classes show similarities to the distributions in
the CC-L data (Fig. 4.9), even though the location is not used as a feature. From Kaps et al.
(2023a).

(a) (b)

Figure 4.11.: Difference between the mean predicted fractions and CC-L per 2◦×2◦ grid cell for
the relative amount of the classes with lowest/highest correlation, St (Fig. 4.11a,cP = 0.18)/Sc
(Fig. 4.11b,cP = 0.88). The color map is normalized to the range [−m,m], where m is
the maximum value for the class across both (CC-L, predictions) distributions. Predictions
obtained from RFRM trained on 100 km × 100 km data and applied on 100 × 100 ESA-CCI
pixels. From Kaps et al. (2023a).
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Table 4.3.: Mean fraction of the predicted classes compared with the relative amounts of the
classes in CC-L. The last row shows the mean difference for pixels with predictions in the
90th percentile ∆90 relative to the mean µ90 of these predictions. Predictions are taken from
a model trained on the default set of features using 100 km× 100 km and applied on 100× 100
pixel ESA-CCI grid cells. From Kaps et al. (2023a).

Ci As Ac St Sc Cu Ns Dc

Predictions 0.13 0.14 0.19 0.01 0.31 0.10 0.10 0.02
CloudSat 0.20 0.13 0.11 0.05 0.27 0.12 0.09 0.03
cP 0.87 0.80 0.60 0.18 0.88 0.84 0.83 0.36
∆90/µ90 -29% 49% 49% 1% 18% 14% 30% 39%

Physical Consistency

By analyzing the features associated with each class we can show that the properties of the

predicted classes are consistent with the expected properties from the meteorological definition

of the respective cloud type (WMO Cloud Atlas). In Fig. 4.12, we show the distribution of

the features for the two most common classes Ci and Sc. The values for each feature are

normalized to the range [0, 1], with zero and one corresponding to the minimum and maximum

value observed across all classes. We find that the Ci class predicted by the IResNet has a

higher cloud top and is exclusively flagged as ice. In addition, Ci clouds show a smaller water

content and optical thickness. Similarly, we find that clouds are identified as Sc when a tile

contains low-level clouds with a higher liquid than ice content and a higher optical thickness

than Ci. Most other cloud classes also show consistent feature characteristics. The exception

are the classes Sc and St, which the IResNet predicts for very similar ranges of the feature

values. This is, however, in itself in line with the definitions of the cloud classes, as stratus

and stratocumulus clouds have similar physical properties, leading to potential difficulties in

the identification between the two classes. The analysis of the physical consistency of the

regression results requires additional steps. As most grid boxes include several classes, we

cannot simply show the feature values associated with individual cloud classes like we did for

the classification. Instead, we analyze the characteristic feature values for grid cells predicted

to have an especially high fraction of a specific class. As an example, Figure 4.13 shows the

feature value distribution for grid cells predicted to have a high fraction of the Ci or Sc classes,

respectively. This allows for a comparison between the properties of the classes obtained in the

pixel-wise classification (Fig. 4.12) and the class fractions of the grid boxes (Fig. 4.13). Most

prominent are the differences in liquid/ice particle radii between the two sets of grid cells.

The respective values are consistent with cirrus being comprised of ice and stratocumulus

consisting mostly of liquid particles. These plots also show that grid cells with a high fraction

of Sc typically have higher cloud top pressures (i.e. lower cloud top heights) and contain more

condensed water than grid cells with a high fraction of Ci. As expected, we find that the

predictions of the regression model for high fractions of a cloud class are based on similar

feature values as the predictions on the pixel level. This shows that the regression model
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Figure 4.12.: Distributions of the feature values for IResNet predictions of the two most common
classes in the Cumulo classification, Ci (top) and Sc (bottom). The values are min/max scaled
such that the feature values for all classes lie in the same range. Phase is a categorical feature:
0 for liquid, 0.5 for ice and 1 for undetermined. Boxes extend from lower to upper quartile, and
whiskers extend from 10th to 90th percentile. Comparing the relative locations of the boxes
between the classes allows assessment of the physical properties the IResNet associates with
the respective classes. For example, the cloud top pressure values for Ci are at the low end of
the range, while the opposite is true for Sc. From Kaps et al. (2023a).

can indeed predict cloud classes from average states of large grid cells distinctly and that the

physical basis used for the CC-L classification is propagated throughout the individual steps

of our method. We can perform a similar analysis on the results obtained using ESA-CCI, also

taking into account regional prevalence of certain features. Figure 4.14 shows global maps of

predictions for the Ci and Cu classes and the features iwp and ptop. We find a high Cu fraction,

particularly in the subtropical subsidence regions characterized by a high average cloud top

pressure. These areas contain essentially no predicted Ci clouds. In contrast, Ci clouds are

frequently predicted in low- and mid-latitude regions and are characterized by a large ice

content. This is consistent with the expectation that cirrus clouds are characterized by high

cloud tops and high relative ice content, whereas the opposite applies to shallow cumuli. Indeed,

the fraction of Ci is slightly positively correlated with ceri (Pearson correlation cP = 0.18) and

anti-correlated with ptop (cP = −0.56), while the opposite is true for Cu (ceri : cP = −0.4,

ptop: cP = 0.29). This is another indicator for the physical consistency of the predicted class

fractions with the corresponding WMO cloud genera.

4.3.4. Feature Importance

Beyond the physical relationship of the classes to the features, we can also determine which

features are important for the model to provide good predictions. We did this for the regression
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(a) (b)

Figure 4.13.: Distribution of the feature values of grid cells predicted by the RFRM to have
a large fraction of Ci (left) or Sc (right) (90% quantile, i.e. thresholds 0.362 for Ci and 0.758
for Sc; see also Fig. 4.12). The boxes indicate the ranges of the individual features that the
RFRM associates with especially high occurrences of the respective class. Box ranges as in
Fig. 4.12; values scaled such that 0 and 1 correspond to the minimum and maximum values
found across all classes, respectively. From Kaps et al. (2023a).

model because this will be the model that is applied on new datasets, where not all features

might be available and a new RFRM might need to be trained. Note that the following analysis

applies only to this specific model. A model trained on fewer features might rely on a different

combination of these.

First, we analyzed the features of the regression model using the permutation importance

method. This method quantifies the impact of shuffling individual features throughout the

data while keeping all other features fixed. The importance is measured in terms of the de-

crease of chosen metrics, of which we use both the R2-score and the MSE. These metrics are

displayed in Fig. 4.15 for an RFRM trained on 100 km× 100 km grid cells. The permutation

importance can both be computed on the train (Fig. 4.15b) and test data (Fig. 4.15a). A

high importance in the train split can indicate that the model overfits on the respective feature.

The importance in the test split highlights the features important for generalization. However,

in our case the permutation importance is virtually identical for both splits, indicating good

generalization to the test set. The features tsurf and ptop seem to have the largest impact on

both the R2-Score and the MSE when permuted, followed by ceri and cod .

The permutation importance can be skewed when features are correlated, as information about

the permuted feature can be inferred from its correlated values. As Fig. 4.15d shows, all fea-

tures but tsurf are strongly correlated with at least one other feature (|cP | ≥ 0.69). This might

lead to a comparatively high feature importance for tsurf . However, using correlated features
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(a) (b)

(c) (d)

Figure 4.14.: Mean predicted class fractions for Ci (Fig. 4.14a) and Cu (Fig. 4.14b) compared
to the mean feature values for ptop (Fig. 4.14d) and the relative ice water path (iwp/(lwp+iwp,
Fig. 4.14c). Grid cells are 100 × 100 pixels and the RFRM was trained on 100 km × 100 km
grid cells using the optimal set of features. From Kaps et al. (2023a).

has still proven to be useful to the results. Even though most of the features are correlated

with at least one other feature, these correlated features provide additional information that

would otherwise be lost when spatially averaged. We additionally took into account the mean

decrease in impurity (MDI) attributable to the individual features (Fig. 4.15c). The impor-

tances produced this way are similar to those indicated by the permutation importance using

MSE.

Taken together, these feature importance measures indicate that the model relies strongly

on ptop for its predictions. The results for the other features are less clear but a strong

dependence on ceri and cod is likely, since their impact ranks high across all measures. Due to

the correlated features and the fact that the MDI can only be determined for the test set these

results however only give a rough indication about which features are required for successful

application of our method to GCMs. The high importance these measures attribute to tsurf

is however unexpected, even though it is most likely related to tsurf being the least correlated

to the other features.
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Figure 4.15.: Analyzing the impact the individual features used in the regression have on the
predictions of the RF. Figure 4.15a: Permutation importance, in terms of the R2-Score and
the mean squared error (scaled for visibility), computed on the test split of the data. Standard
deviation is shown but so small it is barely visible. Figure 4.15b: same as Fig. 4.15a but
computed on the train split. In both cases the importance was computed for a dataset of one
million samples, using 20 different permutations per feature. Figure 4.15c: Mean decrease
in impurity with standard deviation over all trees. Figure 4.15d: Pearson correlation of the
features . From the supplementary material of Kaps et al. (2023a).

4.3.5. Impact of Changing the Coarse-graining Resolution of ESA-CCI

Coarse-graining MODIS and ESA-CCI such that corresponding grid cells everywhere on the

globe cover the same area cannot be achieved without interpolative regridding, which we want

to avoid here. We instead aim to find a coarse-grained resolution that is most similar to the
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others across the globe and assume that the grid cell averaging mitigates resulting differences.

We have therefore evaluated the RFRM trained on a fixed grid cell size from coarse-grained

MODIS on different resolutions of ESA-CCI. We applied an RFRM trained on 100 km×100 km

grid cells on 0.5◦ × 0.5◦, 2.5◦ × 2.5◦ and 5◦ × 5◦ ESA-CCI grid cells. Figure 4.16 compares

these results using the most common cloud type, binned to a 1◦ × 1◦ grid as well as the zonal

average of the As class. Note that again, the cloud distributions per coarse-grained grid cell

are interpreted as point values for the grid cell center. The representation using the most

common cloud type, while being useful to represent the result in a single plot, hides the less

prevalent cloud types, such that only Sc (teal), Ci (gold), As (dark green), Ac (blue) and Cu

(light green) are displayed. The results show, that the global class distributions stay similar,

but some features shift depending on the resolution. The other cloud types do however not

disappear completely in the predictions but are being “hidden” in this representation. For

example, we see that the Cu class gets hidden by Ci when the resolution is decreased. An

interesting difference is the increase in As fraction in central Asia with decreasing resolution.

Furthermore, the zonal averages of Ac show that with decreasing resolution the variability of

the predictions decreases as well. The zonal mean of Ac however stays the same for all three

resolutions.

We conclude that if trained on data coarse-grained to around 100 km × 100 km, the method

can provide useful predictions on any resolution typical for GCMs. Even though some classes

with similar regional occurrence might “switch places” in terms of their rank in the average

occurrence, the zonal distributions stay essentially the same across resolutions indicating no

fundamental changes.

4.3.6. Impact of Temporal Resolution

The results shown in the main paper were produced by training and applying the ML models

to instantaneous data. GCMs, however, often provide output in the form of daily or monthly

averages. This averaging process might introduce deviations from the feature distributions ob-

tained with instantaneous data. The impact of using temporally averaged data is investigated

in the following using averaged inputs for the regression model. Here, we use the two daily

measurements from the ascending and descending orbits provided by ESA-CCI. We compare

the results to the ones obtained with the same regression model applied to instantaneous data.

Exemplary results for using features from the instantaneous and mean input data are shown

in Fig. 4.17 and Fig. 4.18, respectively. For all classes, the distributions look very similar,

also to the results obtained using an RFRM trained and applied on higher resolution data

(Fig. 4.10 in the main paper). The per class correlations range between cDc
P = 0.714 and

cAs
P = 0.893, with unweighted mean cP = 0.839, giving an indication that using daily averages

instead of instantaneous features for this method is possible. We also applied the RFRM

trained on 100 km × 100 km grid cells to ESA-CCI monthly mean (L3C) data. Figure 4.19
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Figure 4.16.: Results for predictions performed on ESA-CCI with different coarse-graining
resolutions. The panels on the left show the most common cloud type in each 1◦ × 1◦ area,
while those on the right show the zonal average for the Ac class. From the supplementary
material of Kaps et al. (2023a).

shows that the average predicted fractions are similar to those of the instantaneous input data

(Figs. 4.17 and 4.18), but with less pronounced geographical features. As one would expect

from using monthly means, the predicted fractions appear smoothed out and show rather sim-

ilar magnitudes over large areas. The most notable difference in the representation of the

individual classes with respect to using instantaneous data is the globally increased amount of

the predicted Ns fraction. We see a further increase in Sc and a decrease in St compared to the

distribution in CC-L, suggesting that monthly mean data are not well suited as an input to

our method. The increase in both Ns and As further suggests that the monthly average data

show much larger effective ice particle radii than the instantaneous data. In fact we find a 4

fold increase in the median ice particle radius and similarly large increases in the cloud water

path. Since both, the L3C and L3U ESA-CCI data, are derived from the same instrument

(AVHRR), the time averaging of the data must somehow cause this increase, which in turn

causes the regression to produce unreliable results.
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(a) (b)

(c) (d)

Figure 4.17.: Examples of predicted mean class fractions using feature values from instanta-
neous source data. Predictions were made using an RFRM trained on 100 km × 100 km grid
cells applied on 100 × 100 ESA-CCI pixels. From the supplementary material of Kaps et al.
(2023a).

(a) (b)

(c) (d)

Figure 4.18.: Mean class fractions using feature values obtained by averaging over ascending
and descending orbits. Predictions were made using the same RFRM as for Fig. 4.17, using
100× 100 ESA-CCI pixels as well . From the supplementary material of Kaps et al. (2023a)
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Figure 4.19.: Average predicted fractions using features obtained from monthly mean data
(L3C), using the RFRM trained on 100 km×100 km grid cells. The source data consists of 220
months sampled randomly between 1984 and 2016. The grid cells are constructed from 10×10
ESA-CCI pixels of 0.5◦ resolution. From the supplementary material of Kaps et al. (2023a)

4.4. Summary

We presented a method for the evaluation of clouds in coarse resolution data, employing

the consecutive application of machine-learned classification and regression models. Using this

method, information on clouds from high-resolution, three-dimensional CS and CALIPSO lidar

products is first added to passive sensor data from MODIS by using the Cumulo framework

and then transferred to coarse resolution data. This approach could offer a new perspective

on statistical and process-oriented assessment of the performance of GCMs by being able to

analyze the model output in terms of different cloud classes and thereby distinguishing the
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driving mechanisms for the formation and evolution of different cloud types more clearly.

This provides the potential to better understand and ultimately improve on existing model

deficiencies.

The pixel-wise classification has a high accuracy of at least 0.8 for each class, with little

variation across the validation splits. The relative amounts of predicted Cu and St, however,

can differ by more than a factor of two compared to the CC-L data used as ground truth.

While the performance metrics of the classifier leave room for improvement, the predicted

cloud classes show distinct physical properties that are consistent with the expected properties

of the corresponding WMO cloud classes, thus instilling some confidence in the validity of

the predictions. The subsequent regression can reproduce consistent cloud class distributions

on regional scales with mean errors being at least one order of magnitude smaller than the

random baseline. Furthermore, the RFRM successfully generalizes to different data as could

be shown using ESA-CCI. The predicted global distributions of the individual cloud classes

compare well with the CC-L ground truth. This is evident when qualitatively comparing the

distributions for each class as well as in the correlations and differences in areas of a high-class

fraction. The correlation is larger than 0.6 for all but two classes (St/Dc) and the relative

difference in areas of a high-class fraction is smaller than 50% for all classes. The spatio-

temporal location of a sample is not used as an input for the ML algorithms. Therefore, any

predictions are solely based on the physical properties represented by the features. Yet, even

small-scale regional characteristics of the CC-L ground truth are similarly represented in the

predictions using ESA-CCI. Notable examples are a peak of Ci in the tropical warm pool

region or an increased As fraction in the Himalayas. Additionally, the geographical means

for all classes correlate positively with the respective relative occurrence in the CC-L ground

truth, with higher correlations for the classes with many available samples. We further showed

that the regression model associates each class with specific feature values (see Section 4.3.3).

These values are consistent with the expected properties of the different WMO cloud types.

Analysis of the effects of temporal averaging of the target data showed that the method works

well with near-instantaneous data but cannot be applied to monthly averaged data. Tests

with multiple sets of input features have shown that information about the cloud height, cwp

and cod are essential for good performance, with information on the thermodynamic phase of

the cloud providing additional robustness. In contrast, the horizontal resolution of the data

the model is trained on seems to be less critical. Models trained on different grid cell sizes

show differences but no clear optimal resolution can be defined from these initial results. It

is recommended, however, that predictions be performed using data at their highest available

horizontal resolution as more features can be resolved.

Predictions on test data show clear correlations of ground truth and predictions (average

c̄p = 0.92). Predictions on ESA-CCI provide enough information to isolate individual features

and processes. This suggests that this method can be successfully applied to any dataset

of sufficient length and horizontal and temporal resolution to allow for statistically robust
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predictions. When applied to the test data, the median relative deviation was about 50%.

Comparing the predictions with the raw labels from CC-L we find similar values. Especially

in regions where specific cloud types are predicted with a high frequency of occurrence, we

find relative deviations mostly below 50%. Only the St class is consistently underestimated for

which the pixel-wise classification already showed poor performance.

4.5. Discussion and Outlook

The considerable deviations in the amount of St predicted by the classifier are at least partly

explainable by the relatively small amount of training samples and the similarity to the physi-

cal properties between St and Sc. In fact, the only metric by which St and Sc are distinguished

in CC-L is their horizontal homogeneity, which, due to their small footprint, these instruments

are not well suited to ascertain in the first place. Nevertheless, from the physical consistency

of the predicted classes, we conclude that pixel-wise labeled data are suitable as a basis for

training a regression model that learns cloud class distributions on datasets with a horizontal

resolution typical for GCM scales. Generally, our results suggest that the method is, therefore,

suitable for a process-oriented assessment of clouds simulated by GCM in the space of cloud

classes. Using cloud classes obtained from a consistent and fairly objective source (CC-L,

(Wang, 2019a)) instead of physical variables, removes a layer of subjective interpretation of

the data. Because we are using cloud classes explicitly defined to be similar to the WMO cloud

genera, the resulting cloud class distributions can then be analyzed and interpreted in terms of

the key processes driving formation and evolution of the different cloud classes. This greatly

simplifies process-oriented analysis and evaluation of clouds in GCMs. Secondly, as the deep

learning algorithm learns from high-resolution 3-dimensional data, the GCMs are implicitly

analyzed in a horizontally super-resolved manner which also takes into account information

about the vertical structure of clouds, i.e. learning from a combination of 2- and 3-dimensional

data can potentially take advantage of information from the vertical that would not be included

in the cloud top view. That the method can resolve phenomena on regional and seasonal scales

provides the opportunity to identify spatio-temporal regions in GCM output in which clouds

are not correctly represented. This could for example be done for the low-level clouds found in

the subtropics west of the continents, investigating their horizontal extent, their dependence

on feature values, and their temporal evolution.

However, due to the nature of the multi-stage process, some limitations apply: by building the

regression on 2-dimensional, spatially averaged source data it is hard to make correct predic-

tions on individual grid cells. This results in several samples for which the predicted cloud-type

fraction differs by a factor of two or more. Additionally, the under-representation of the Cu

class and the limited accuracy of the St class show that this method can still be improved.

This probably stems at least partly from the CS ground truth itself, as the CS algorithm has

trouble distinguishing between St and Sc. Downstream analysis should therefore combine St
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and Sc into a single “low-level stratiform” class. Also, some features of the predicted cloud

distribution such as, for example, the high fractions of Ns along the Antarctic coast, might

be amplified or hidden by noisy satellite retrievals. Especially in high latitudes, clouds can be

challenging to characterize with passive sensors like MODIS and AVHRR.

Since our ML models are trained on instantaneous measurements, they do not provide satis-

factory results when applied to temporally averaged data. Using geostationary data available

e.g. every 30 minutes (Geostationary Operational Environmental Satellite (GOES) satellite,

Walther et al. (2013)) for the pixel-wise classification instead of MODIS data available only

twice a day might improve the results. Such an approach has been applied to other atmo-

spheric variables like convection and rainfall (Gorooh et al., 2020; Lee et al., 2021). The

physical properties of the predicted clouds could then be safely averaged over time due to

the high and consistent temporal resolution of the data allowing the regression model to train

on data more comparable to typical GCM output. However, the majority of the processes of

interest here are not resolved at large temporal scales. This contributes to the poor RFRM

performance for monthly mean data and will still be an issue when the RFRM is trained on

temporally averaged data. In turn, this means that this method is suitable for detecting model

deficiencies relatively quickly in contrast to using climatological means from long-term simula-

tions. This is because we would expect an inaccurate representation of the global and regional

cloud distributions to be already detectable with model output available for less than a year.

The consecutive application of two ML steps makes it difficult to quantitatively estimate the

propagated errors. Even though the error of the classification and regression can be individually

estimated using test splits, the combined impact of these errors is not clear. We do not,

however, see any specific inconsistencies in the physical properties or the regional distributions

of the predictions, suggesting that the propagated uncertainties are reasonable. We estimate

an uncertainty of up to 50%, compared to what would be reported by CS for individual

predictions. Due to the high correlation with the CC-L ground truth, however, we have high

confidence in our method predicting the correct long-term statistics for most regions. The

absence or underestimation of regional patterns in GCM cloud distribution would be a good

indication of possible deficiencies. Even for classes for which limited training data are available

(Cu, St, Dc), we find that the predictions are self-consistent: the characteristic feature values

are distinct for each class and do not vary regionally. The regional distributions of the classes

are attributable to the predominant atmospheric conditions. For example, the Dc class occurs

more frequently near the equator, Cu predominantly in tropical and subtropical regions over

the ocean and St mostly west of the continents in the subtropical subsidence regions. Both, Cu

and St are predicted as low-level clouds with low cloud top heights, as is their WMO definition.

In terms of implementation, this method can be applied to new datasets quickly and does not

require individual implementation for each model, in contrast to satellite simulators (Swales et

al., 2018). While many of the variables needed for this method are typically part of the standard

output of GCMs it would be important to provide instantaneous or near-instantaneous values
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(i.e. model output not averaged over longer time intervals) for the important variable cod ,

cer and ptop. Chapter 5 show that, when these variables are all available, application of this

framework to GCM is possible. The modeling community is therefore encouraged to provide

such an output e.g. in future model intercomparison projects such as CMIP7. Adding cod ,

and cerl/ceri as instantaneous 2-dimensional variables to the CMIP7 data request would be a

good step to make the presented framework more widely applicable.

Future improvement of the method could include replacing the RFRM as a regression model.

The most significant advantage of the RFRM is the use of the bagging process during training,

which helps to generalize well to unseen data. However, the size of the RFRM scaling with

the size of the dataset while batched training is not straightforward demands a high degree

of sub-sampling to make training computationally feasible. Therefore, as noted previously,

this required us to disregard data. However, once trained, applying the RFRM to batched

data for predictions is possible and fast, making it suitable for practical application. A CNN

could be a reasonable replacement for the RFRM due to the image-like structure of the data.

First attempts to replace the RFRM with a CNN, however, did not yield satisfactory results

independent of specific architecture, with the network’s loss not converging. Additionally,

implementation, training and tuning of the RFRM are much simpler than that of a CNN,

which makes the RFRM more suitable in practice. Also, in this study, the cloud classes in the

CC-L source data are aggregated in the vertical dimension by assigning the most common class

in the cloud column to the respective pixel. Even though this provides an implicit resolution

of vertical features, a full classification in three dimensions would be a clear improvement.

An improved representation of the vertical cloud structure might be obtained by using a

more sophisticated aggregation algorithm. Taking into account the physical properties of the

observed pixel in each vertical column might lead to more representative ground truth.
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5.1. Overview

While observations of clouds continue to be taken at the surface or from aircraft, the global or

near-global datasets that can be obtained from spaceborne remote sensing instruments play an

important role in climate science. Satellite observations have been used to better understand

the distribution of clouds on the global scale and to assess the quality of cloud representations

in GCMs (Bodas-Salcedo et al., 2012; Ceppi et al., 2016; Lauer et al., 2023; Vignesh et al., 2020;

Wall et al., 2022). However, uncertainties and differences among available satellite products

make it difficult to interpret the data objectively and to evaluate GCM results (Dubovik et al.,

2021; Evan et al., 2007; Zhang, 2005). Climate science would therefore significantly benefit

from satellite products that are more accurate over large areas as well as easily comparable and

interpretable. The previous Chapter 4 introduced a framework to make satellite observations

of cloud-related data more objectively interpretable. This is achieved by obtaining cloud

class distributions even at low resolutions. This chapter builds on the results of Chapter 4,

providing applications of the trained cloud-class prediction framework in terms of a novel

cloud-class climatology and cloud-class predictions for a GCM. In creating a new dataset,

these challenges are addressed by combining active and passive sensor data, providing a global

and long-term time series of relative cloud-type amounts.

Text, tables and figures in this chapter are part of the first-author publication Kaps et al.

(2023c) and have all been initially compiled by the author of this thesis, with co-authors

contributing to the final submitted text. As this thesis is submitted, Kaps et al. (2023c) is still

under review at “Earth System Science Data” and available as a preprint.

Current satellite products typically include physical variables retrieved from the measured

radiation such as cloud top temperature, cloud water path or thermodynamic phase. These

retrievals are, however, subject to sensor limitations. Passive sensors can typically only mea-
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sure integrated properties of the complete atmospheric column and characterize the topmost

cloud layer. For this reason, only limited insight may be gained into overlapping clouds with

passive sensors. Optically thin clouds or clouds over snowy landscapes are also challenging for

passive satellite instruments due to limited measurement contrast relative to the surface. In

contrast, active instruments such as lidar and radar sensors can resolve certain properties ver-

tically but provide small measurement footprints limited to a narrow swath, such that global

coverage with short revisit periods is usually impossible. A common approach is, therefore,

to combine measurements from multiple sensors to obtain a more complete assessment of the

atmosphere (Haynes et al., 2011; Jiang et al., 2012; Stubenrauch et al., 2017; Wang et al.,

2016). Additionally, measurements can be subject to calibration issues, which may introduce

further deviation between individual instruments and/or simulations (Loeb et al., 2009). With

improving machine learning (ML) capabilities, the opportunity arises to produce smart com-

binations of measurements from active and passive sensors to provide enhanced observational

products benefiting from both types of sensors (Reichstein et al., 2019).

Complementing existing products, we present a new dataset for the climatology of cloud types,

named CCClim (Kaps et al., 2023b), produced using ML algorithms trained with a combina-

tion of data from active and passive instruments. The cloud types contained in CCClim are

physically consistent with most of the major cloud genera defined by the World Meteorological

Organisation (WMO, 2023) making the dataset easier to compare to human observations than

other definitions as used e.g. in Kurihana et al. (2022). A consistent, long-term cloud-type

dataset like CCClim is required to empirically study the processes governing the interaction of

clouds within the climate system, which in turn is a necessary component in improving current

GCMs (Li et al., 2015).

Climatologies of the cloud type from remote sensing data have long been in use to categorize

multi-dimensional large-scale cloud properties, like in the dataset created by the International

Satellite Cloud Climatology Project (ISCCP) (Schiffer and Rossow, 1983). Now, with increas-

ingly advanced measurements and computational capabilities such categorization has started

incorporating other quantities beyond cloud top pressure (ptop) and optical depth (cod) as

in Rossow and Schiffer (1999). More recent versions of the ISCCP dataset have been used in

combination with ML methods to provide data categorized by cloud regime (e.g. Tselioudis

et al., 2013; Tzallas et al., 2022; Young et al., 2018). These regimes are defined by unsuper-

vised clustering algorithms on observational data of horizontal resolutions in the order of tens

to hundreds of kilometers (Tselioudis et al., 2021). Using unsupervised methods is a popular

strategy when labeled data are sparse or expensive to produce. However, clustering strate-

gies, especially when based on low-resolution data, can struggle to produce meaningful cloud

regimes, as such strategies are prone to compensating errors and uncertainties introduced by

overlapping clouds (McDonald and Parsons, 2018). Creating manually cloud-labeled satellite

data of sufficient quantity is possible, but comes with considerable cost and limitations (Rasp

et al., 2020; Stevens et al., 2019). In contrast, Zantedeschi et al. (2019) (hereafter Z19) used

sparse labels obtained from active instruments aboard CloudSat (Stephens et al., 2002) and

the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) (Winker
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et al., 2003) to train a convolutional neural network (CNN) in a supervised framework to label

images from the passive Moderate Resolution Imaging Spectroradiometer (MODIS) (Platnick

et al., 2003; Platnick et al., 2017; Stephens et al., 2018). Another way of training a supervised

model was employed by Kuma et al. (2023), who combined measurements from the Clouds and

the Earth’s Radiant Energy System (CERES) with cloud types observed from ground stations

to create a labeled dataset. Using a supervised method with prescribed classes can arguably be

restrictive, which is why some studies deliberately employ unsupervised methods to find more

distinct classes. Kurihana et al. (2021) combined an autoencoder network with a clustering

algorithm, finding twelve cloud-type clusters from 128 × 128 pixel patches of MODIS data.

They used a refined version of this method to produce a dataset of 42 individual cloud-patch

classes (Kurihana et al., 2022).

The CCClim dataset presented here has been created using a combination of supervised ML

methods trained using passive as well as active satellite sensors, using a previously published

framework (Kaps et al., 2023a), see also Chapter 4.

We provide an overview of the datasets and methods used in training, application and evalua-

tion in Section 5.2. Section 5.3 deals with the contents of CCClim and shows examples of how

it can be used to study clouds. The potential of using CCClim to evaluate GCMs is indicated

in Section 5.4. Finally, we discuss the scope of the dataset’s capabilities in Section 5.5.

5.2. Data and Methods

We trained two ML models that are applied consecutively to predict each cloud type’s RFO

in low-resolution grid cells similar to the resolution of most current GCMs. The reasoning

behind our approach is explained in Section 5.2.3. The first stage is trained on the Cumulo

dataset (year 2008) created by Z19. Cumulo contains physical variables (see Table 5.1)

obtained from the MODIS Cloud Product MYD06 dataset from the Aqua satellite, which we

use as input features (Platnick et al., 2003; Platnick et al., 2017). As Aqua is part of the A-

Train constellation, its measurements can be aligned with measurements from other A-Train

satellites, such as CloudSat and CALIPSO (Stephens et al., 2018). The target labels are

cloud-type labels from CloudSat’s CC-L dataset (Wang, 2019a), which are defined according

to WMO cloud genera. In Cumulo, coinciding measurements from MODIS and CC-L are

aligned at the pixel level. The second stage is a regression model trained on coarse-grained

output from the first stage. Finally, CCClim is produced by applying the trained regression

model to the daily product (L3U) of ESA-CCI (Stengel et al., 2019, 2020).
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Figure 5.1.: Schematic of the training of the two machine learning models. The second stage
is trained on coarse-grained output from the first stage. The trained RFRM is then applied to
ESA-CCI to obtain CCClim. From Kaps et al. (2023c).

5.2.1. Data

The main three datasets relevant to this chapter - ESA-CCI, CC-L and MODIS - are described

in Chapter 3. Also, we use data from the ECMWF fifth-generation reanalysis ERA5 (Hers-

bach et al., 2020) to assess the plausibility of the derived cloud types in CCClim. Specifically,

we use monthly means of the vertical velocity at 500 hPa (ω500) and the sea-surface temper-

ature SST as proxies for the dynamical and local thermodynamic conditions (Bony et al.,

2004). These data are available for the complete period covered by CCClim, such that we can

spatiotemporally co-locate them.
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5.2.2. Method

The first of our two ML models is a pixel-wise classifier based on the Invertible Residual

Network framework also used by Z19 (Behrmann et al., 2019). However, we use the retrieved

physical quantities instead of radiances as inputs to our network for better interpretability. The

pixel-wise CNN classifier trained to predict CC-L cloud type labels from MODIS observations

is used to obtain a label for each cloudy 1 × 1 km2 pixel in the MODIS data. The classifier

achieves good accuracy for most classes and deals well with the significant class imbalance,

except for the classes stratus (St) and stratocumulus (Sc). Both of these cloud types can occur

under similar conditions, while Sc is much more frequent than St.

For the second stage, the Cumulo dataset, now fully labeled by our classifier, is coarse-grained

to a horizontal resolution of 100 × 100 MODIS pixels, comparable with the size of a grid cell

of a typical GCM. The coarse-graining entails averaging the input features and converting the

pixel labels into RFOs for each cloud type, i.e. the relative amounts of each class per cell.

Pixels without a label are treated as undetermined, such that clear-sky is also included in the

“undetermined” class. As some features such as ptop are only defined if a cloud is present,

we average these only over pixels with a cloud label. We then apply a Random Forest (RF

(Breiman, 2001), which is used as a regression model to predict the RFO of each of the nine

classes (see Table 3.2). In Chapter 4, the physical consistency of the predicted RFOs was

validated by using 2.5 years of the independent ESA-CCI dataset as input to the RF, which

showed good agreement with the cloud type distribution in CC-L.

The final product of this framework is the RF model, which can predict relative cloud-type

amounts using low-resolution cloud properties as inputs. The details regarding RF training

and performance evaluation are the subject of Chapter 4 (see also Kaps et al. (2023a) or the

respective code via DOI:10.5281/zenodo.7248773). We created CCClim by using this RFRM

model to predict cloud-type RFOs for the ESA-CCI dataset. cloud type predictions are made

for grid boxes of 10 × 10 cells, i.e. 0.5◦ × 0.5◦ and the output is averaged to daily values on

a 1◦-grid. Note that the RF model is not applied to the same grid resolution it was trained

on. This is possible since the method depends little on horizontal resolution in this range, as

shown in Table 4.2 and Section 4.3.5.

The RFOs are normalized by the sum of the eight cloud types, i.e. they are independent of

the total cloud amount. The “undetermined” class consists largely of clear-sky but also pixels

for which one or more retrievals failed for other reasons. This class is therefore not a suitable

indicator of the total cloud amount. Furthermore, cloud-free grid cells are explicitly excluded

from our analysis, as the RF could not process them. The following samples were excluded

from CCClim because of faulty retrievals:

• All of July 2010 because of faulty surface temperature retrievals

• Two days at the turn of the year 1985/1986
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• Retrievals at the end of 1994 were faulty due to the orbital drift of the NOAA-11 satellite,

leading to the removal of the last 115 days of 1994 (November and December are already

not included in ESA-CCI)

• Extreme outliers and fully cloud-free cells, detected by tsurf < 10 K or ptop < 10 hPa

(amounts to ∼ 11% of data, ∼ 727 Mio. grid cells)

5.2.3. Concept Rationale

The framework used to produce CCClim has been developed primarily to facilitate GCM eval-

uation: it is meant to produce meaningful and self-consistent cloud-type amounts on horizontal

and temporal scales similar to the output of current GCMs. The consistency of the derived

cloud-type RFOs was validated against their related physical variables and those of the classes

in the CC-L dataset. This showed that the cloud types in CCClim are consistent with the

classes obtained with the CloudSat algorithm (Kaps et al., 2023a).

Since RFOs are obtained for low-resolution grid cells instead of using a classifier for high-

resolution image pixels, details are inadvertently smoothed out. Conversely, this approach

compensates for having multiple cloud types in a single pixel, e.g. via overlapping, a cause

of ambiguity in a 2D analysis. Neighboring pixels can reinforce information on the dominat-

ing overlapping cloud type or provide complementary single-layer information. The coarser

approach, therefore, leads to predictions that are more relevant for large-scale systems, while

implicitly retaining information from the underlying high-resolution 3D observations.

Training on MODIS data and application to ESA-CCI data might at first glance seem

like an unnecessary error source. However, training the classifier on ESA-CCI data is far

more difficult, as the satellites providing the AVHRR data used in ESA-CCI are not part

of the A-Train constellation (L’Ecuyer and Jiang, 2010). In contrast to CC-L and MODIS

(onboard Aqua), easy co-location of the CloudSat/CALIPSO and AVHRR data is therefore not

possible. Furthermore, MODIS measurements are only available for the shorter measurement

period (∼ 20 years), which is significantly less than the 35 years covered by AVHRR data.

Furthermore, omitting the second ML step and using the pixel-level results directly would

increase storage requirements, not enhance comparability with GCM output and also be subject

to the previously mentioned issues with overlapping or ambiguous clouds.
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Abbreviation Variable Unit Classif.
Input

Regr.
Input

cwp total cloud water path (ice + liquid) g
m2 ✓ ✓

lwp liquid water path g
m2 ✓

iwp ice water path g
m2 ✓

cph cloud top phase categorical ✓
cer effective cloud particle radius µm ✓
cerl eff. radius liquid cloud droplets µm ✓
ceri eff. radius cloud ice particles µm ✓
cod cloud optical depth 1 ✓ ✓
ptop cloud top pressure Pa ✓ ✓
htop cloud top height m ✓
ttop cloud top temperature K ✓
tsurf surface temperature K ✓ ✓
ceff cloud effective emissivity 1 ✓

Table 5.1.: Retrieved physical input variables for the ML methods. The classification inputs
correspond to the variables available from the MODIS Cloud Product. The regression inputs
are computed from the ESA-CCI and MODIS data. The published CCClim dataset contains
the corresponding ESA-CCI regression inputs for each cell. From Kaps et al. (2023c).

5.3. Structure and Features

Each year of the dataset is saved to a separate netcdf file. Each CCClim sample contains

the daily mean fractional amounts of the nine classes and the eight input features (Table 5.1),

as well as clt from ESA-CCI. The samples are identified by date and location (latitude-

longitude) on a 1◦ regular grid. The total amounts of each cloud type in CCClim are shown

in Fig. 5.2(a). Additionally, CCClim contains on average 22.6% of the “undetermined” class,

i.e. at least 77.4% cloud, which is roughly 10% and 7% more than reported by ISCCP and

CC-L, respectively (L’Ecuyer et al., 2019; Young et al., 2018). Some of this overestimation

is due to the removal of cells that are (almost) totally comprised of clear-sky (∼ 11% of the

data). The inclusion of clt in CCClim enables easier assessment of the impact of this filtering.

Taking into account the filtering, the CCClim contains an average clt ≈ 68% due to the low

base cloud amount in ESA-CCI of ∼ 64%, resulting in a significant overestimation of cloud

cover in CCClim compared to ESA-CCI (discussed in Section 5.5).

The classes are subject to a large class imbalance with the most common class (Sc) occurring

more than 27 times more often in the global mean than the least common class (Dc). This class

imbalance is largely learned from the CC-L data (see Fig. 5.2(b)). The regional distribution

is shown in Fig. 5.3. All cloud types show distinct and physically plausible regions of high

occurrence. Since the color scale was chosen to show that Sc is the most common type almost

all over the globe, regions with an increased probability of forming a specific cloud type are

not easily visible. We solve this by showing in Fig. 5.6 the type with the highest value of
RFOcell
RFOmean

in each grid cell, i.e. the highest cloud type fraction relative to its respective global
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mean value. This highlights for example the regions of increased St or Dc occurrence, even

though these are the least common types in CCClim.

As another example for analysis on climatological timescales, we show the full time series

for all eight cloud types averaged over the southern hemispheric oceans (defined as all ocean

grid cells in the latitude belt from 0◦S-90◦S) is shown in Fig. 5.4. All eight cloud types show a

distinct seasonal cycle. The spatial variability given by the shading in Fig. 5.4 does not change

noticeably over the years. Figure 5.5 shows the average seasonal cycles calculated as the mean

of each calendar day averaged over the full 35-year period. Comparing the mean seasonal cycle

to the seasonal cycle from individual years shows that the relative deviation from this average

cycle is typically smaller than 20% for a given calendar week.

Figure 5.2.: Relative occurrence of each cloud type in (a) CCClim and (b) CC-L for the year
2008 if clouds are present. CCClim results for (c) ocean-only and (d) land-only grid cells are
shown in the lower row. The “undetermined” class includes clear-sky and is not included in
(a) and (b) for comparability reasons. From Kaps et al. (2023c).
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Figure 5.3.: Average geographical distribution of the RFOs for all cloud types in CCClim.
From Kaps et al. (2023c).

Figure 5.4.: Time series of daily mean RFO with the spatial standard deviation shown as
shading for all cloud types averaged over the ocean in the southern hemisphere. All types
show a consistent seasonal cycle and little anomalies and drift, as shown by the slope of the
linear fit over the full period. Grid cells with a maximum RFO close to zero (1% quantile) are
filtered out. From Kaps et al. (2023c).

5.3.1. CCClim classes

While an exhaustive analysis of the classes and related processes is beyond the scope of this

paper, we highlight some characteristics of each cloud type in CCClim.

The Sc type is the dominating class in most regions, with a median global RFO of 0.31. Relative

to its total amount, Sc shows little seasonal variability. Sc is subject to confusion with the

less common St type at all stages of the cloud classification: the CC-L dataset used as ground

truth has trouble distinguishing between St and Sc due to the small footprint of the active

sensors. The pixel-wise classifier and RF model propagate this uncertainty to CCClim, where

St and Sc are predicted for similar conditions. Ci, the fourth most common class, appears
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Figure 5.5.: Example comparison of the mean cloud type RFOs by calendar week over the
southern hemispheric oceans between CCClim (blue) averaged over the full 35-year period and
an ICON-A simulation (orange, see Section 5.4) averaged over two years. From Kaps et al.
(2023c).

Figure 5.6.: Cloud type with the highest RFO relative to its global mean value. This shows
which regions have the most favorable conditions for the occurrence of a cloud type, indepen-
dent of its total amount. From Kaps et al. (2023c).
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most frequently in the tropics and subtropics, peaking in Southeast Asia. This geographical

distribution is in line with expectations from previous studies (e.g. Sassen et al., 2008). The

As type is prevalent in middle to high latitudes, especially over high-latitude land masses,

with a high correlation with Ns. Although the CCClim As distribution is similar to what

is reported in literature (e.g. Sassen and Wang, 2011), results in polar latitudes might be

unreliable due to limitations of passive sensor retrievals in these regions. The amount of As

is strongly modulated by the seasons in both hemispheres, peaking in winter. In contrast,

the Ac amounts peak in summer, with a slightly larger seasonal amplitude in the Northern

Hemisphere. For cumulus (Cu), the amplitude of the seasonal variation is smaller than for

most other cloud types. Interestingly, the Cu amount increases over the 35 years covered by

CCClim, with its mean RFO over the SH ocean increasing by ∼ 0.02 ≈ 20%. Dc is the least

common cloud type in CCClim because CC-L distinguishes sharply between deep convective

and multilayered cloud systems (L’Ecuyer et al., 2019). Even though Dc is rarely the dominant

cloud type in a coarse grid cell, Fig. 5.6 shows that there are distinct regions in which deep

convection can occur more frequently (relative to the global mean RFO of this type) such as

the intertropical convergence zone (ITCZ) over Southeast Asia or tropical landmasses. Dc is

subject to significant seasonal variations with values in summer about three times larger than

in winter.

5.3.2. Process-based Approaches

As an example for analyzing the impact of certain cloud types on climate, Fig. 5.7 shows the

joint distribution of the short- and LW cloud-radiative effect (CRE) for each cloud type over the

ice-free oceans. The cloud radiative effects are calculated from the top of the atmosphere (TOA)

radiative fluxes provided as part of the ESA-CCI dataset by calculating the differences between

the clear-sky estimate and the corresponding all-sky value for short and LW fluxes, respectively.

For this analysis (Fig. 5.7), only pixels with a sea surface temperature SST > 275 K are taken

into account to reduce spurious effects introduced by sea ice. Also, only cells with a cloud type

RFO larger than the 84% percentile are considered to minimize “contamination” with other

cloud types. Note that despite this pre-selection of pixels every sample contains multiple cloud

types and thus derived values cannot be interpreted as absolute for the “pure” cloud type.

We would like to note this is the case for every sample in CCClim, i.e. in an approach like

this, where cells with a relatively high amount of a cloud type are analyzed, other types can

still significantly influence the values of the physical variables. For Fig. 5.7, using a percentile

instead of an absolute threshold means that for types with globally low occurrence (St, Cu,

Dc), contamination will be more of a factor.

To illustrate this we will use the example of the Cu type, which displays one of the lowest

LW CRE in Fig. 5.7. Cu is strongly correlated with the “undetermined” class (not shown),

which contains many clear-sky cases, partly explaining the small CRE values. Consequently,
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the CRE shown in Fig. 5.7 is not that of a cell filled only with Cu, but rather of cloud regimes

associated with high amounts of Cu. Since these regimes tend also to contain clear-sky or low-

top clouds other than Cu, the resulting CRE shown here is small. Another low-top cloud type,

Sc, displays a larger CRE both in the short- and LW spectrum. Again, these are influenced

by co-occurring clouds resulting in the CRE of Sc varying with latitude. While Sc and St

co-occuring in the Tropics and subtropics have a small LW CRE, the correlation of Sc with Ac

leads to a stronger LW CRE in higher latitudes in the Sc-dominated cases. The stronger SW

CRE of Sc in comparison to Cu can be attributed to Sc decks being more horizontally dense

than the more cellular nature of shallow Cu. These relationships between the cloud types

and their physical properties, as displayed with CCClim, might at first glance seem counter-

intuitive. However, the interdependence of the cloud-type RFOs and their physical properties

can also be beneficial. CCClim provides the context required to not only disambiguate the

otherwise counter-intuitive relationships but also to highlight important cloud interactions.

In Section 5.4 we exploit this interdependence to better characterize the cloud types (see

Fig. 5.10).

Mid-level clouds (Ac, As, Ns) display a more complex relationship between long- and SW

CREs. Ac mainly differs from Cu and St through a larger LW CRE, which is due to the higher

and thus colder cloud tops. Ns and As, however, are distributed along an almost constant

LW CRE of approximately 32 ± 5 Wm−2, with a peak at very small SW CRE values. An

analysis of the associated cloud properties reveals that the clouds responsible for the weak SW

CRE are located particularly at higher latitudes where As, Ns and Sc dominate cloud cover.

Here, CCClim typically displays iwp>lwp, with small cod. This suggests optically relatively

thin mixed-phase or ice clouds, which is qualitatively consistent with the observed CRE. The

strong LW CREs of the high-top clouds Dc and Ci are in line with expectations and very

similar due to the high geographical correlation of the two types.

Another example for a process-based analysis of the CCClim data employs additionally

SST and ω500 from co-located ERA5 reanalysis data (Hersbach et al., 2020). ω500 is used

as a proxy for the dynamical regime (large-scale circulation) and SST as a proxy for the

local thermodynamic conditions (Bony et al., 2004). The results are shown in Fig. 5.8. The

maximum occurrence of a cloud type in this phase space quantifies the conditions favorable

for the formation of this type: while it is known that Sc occurs frequently in the large-scale

subsidence regions over the subtropical oceans, we can narrow down the dynamical regime of

maximum Sc occurrence to SSTSc ≈ 299 K and ωSc
500 ≈ 0.008 Pa

s . The mid-latitude regions

(30◦ to 60◦) also show a significant amount of Sc for ascending motions over cold ocean surfaces

(SSTSc ≈ 275.4 K, ωSc
500 ≈ −0.024 Pa

s ). This Sc distribution is consistent with ISCCP data

(Young et al., 2018), but the dynamical regime is not typical for Sc, such that mixed cloud

regimes (Sc + As/Ns) can be inferred for this region. In contrast, Dc clouds are prevalent

particularly in tropical regions with SSTDc ≈ 302 K and display large ascending motions

with ωDc
500 ≈ −0.056 Pa

s . Cirrus clouds often appear adjacent to deep convection in this phase
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Figure 5.7.: LW and SW cloud radiative effect (CRE) of the cloud types averaged by calendar
month as kernel density estimates. The outer-most density level contains 30% of the probability
mass of the samples per cloud type. Since each sample contains fractional amounts of multiple
cloud types, the CREs are influenced by other clouds in the same cell. This influence is stronger
if the type appears less often overall. We only include pixels over ocean with a sea surface
temperature above 275 K to reduce possible spurious effects of sea ice. Due to filtering and
spatial/temporal averaging, roughly 333, 000 samples are available, of which for each cloud
type the 5 · 104 largest are sampled, corresponding roughly to the 84% percentile. The cloud
type abbreviations placed in in the plot denote the median CRE values for this type. From
Kaps et al. (2023c).

space, presumably representing anvils or remnants of strong convection, as they show similarly

warm sea surface temperatures (SSTCi ≈ 301 K) but rather descending air associated with

the outflow regions of deep convective cells (ωCi
500 ≈ 0.004 Pa

s ). Ac clouds show a distribution

85



5. Characterizing Clouds with the CCClim Dataset, a Machine Learning Cloud Class

Climatology

Figure 5.8.: Distribution of each CCClim cloud type in SST - ω500 space. For each grid
point and type the RFOs are summed up and scaled by the maximum of this sum. The
resulting distribution is therefore independent of the global amount of the respective type.
These distributions can be used to infer the dynamical regimes favorable for the occurrence
of each cloud type. As in Fig. 5.7, samples are averaged by calendar month with cells with
SST < 275 K excluded. The largest 5 · 107 samples are used in terms of each cloud type RFO.
From Kaps et al. (2023c).

similar to Dc and Ci in the SSTAc - ωAc
500 space, corresponding to the Ac known to develop in

the Tropics from air detraining from deep convective systems.
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5.4. Evaluation of Global Climate Models

Comparison with CCClim can be a new avenue to evaluate clouds in GCMs. To compare GCM

data to CCClim, cloud class distributions can be obtained from the GCM output using the same

trained RF (Fig. 5.1) used to create CCClim from ESA-CCI. As an example, we applied the RF

to output from the atmosphere component of the icosahedral nonhydrostatic model (ICON-A,

version 2.6.1, untuned) (Giorgetta et al., 2018), see also Section 3.3. Figure 5.9 shows the

geographical distribution of the relative fraction of each cloud type averaged over the 2-year

ICON-A simulation compared with CCClim. Geographically, the cloud type distributions in

both datasets are largely in agreement, but it is evident that low-top clouds (Sc, Cu, St) are

underestimated in the simulation, in favor of Ci, Ns and Dc. This is consistent with the known

underestimation of low-level marine clouds in ICON-A and many other GCMs (Crueger et al.,

2018). The deviations will partly be due to erroneous cloud representation in ICON and partly

due to inherent differences between model and satellite data. The contributions of either have

yet to be determined. No conclusions should therefore be drawn from our analysis regarding

the general performance of ICON-A, especially since we are using an untuned version. We can

however provide an example of how to use CCClim for GCM evaluation:

A high cirrus fraction is usually associated with a strong long-wave warming effect. However,

both aspects of the CRE have been reported to be smaller in ICON than in observations

(Crueger et al., 2018; Gettelman et al., 2020). We also observe smaller CREs in the output

of this specific simulation. With respect to CCClim the simulation also exhibits an increase

in higher cloud RFO (Ci, Ns) and a decrease in Sc and Cu. Figure 5.9 does show an increase

in deep convection and we noted an almost binary distribution of either a very high or very

low Dc fraction per cell (not shown). This could indicate that convection in the simulation

only develops under specific conditions, but is strong and stable if it does get started. The

fact that we have a higher average cloud top means that non-convective processes play a

significant role in forming high clouds here. The resulting Ci clouds are thin as most cells

contained > 90% Ci have an ice water path iwp < 10 g
m2 (Fig. 5.10), corresponding to a cirrus-

attributable optical depth of cod < 0.1 (Heymsfield et al., 2003). Similarly, an overestimation

of high, thin clouds has been found in other GCMs (Kodama et al., 2012). The Ci-property

analysis resolves the apparent contradiction with the decreased LW CRE, as subvisible Ci

have a negligible radiative impact (Spreitzer et al., 2017; Turbeville et al., 2022). The CRE

analysis performed for CCClim can be equivalently performed for the cloud-type distributions

in ICON-A (Fig. 5.11), which support the conclusion of a high frequency of optically very thin

Ci. Also, Fig. 5.11 emphasizes the strong reduction of SW CRE attributable to the reduction

of low-top cloud amount (Sc, St, Cu) in ICON-A. Also, Fig. 5.11 only shows one peak in

the distributions of Ns and As, while Fig. 5.7 shows most of the density at low SW CRE,

but a significant fraction of Ns and As are associated with a strong SW CRE in CCClim.

Dc clouds are the only type for which the SW CRE is not decreased, but in fact, increased

compared to CCClim. Since the fraction of Dc in ICON-A is more than double the value form
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CCClim, and the grid cells contributing to the densities therefore on average contain more

Dc clouds, this higher CRE might be largely attributable to this increase. Using the same

logic and accounting for the relative increase of Ns and As, their smaller SW CRE is possibly

related to incorrect radiative transfer for ice clouds or more generally an incorrect ice particle

size distribution. Conditioning cloud property distributions on cloud types like in Fig. 5.10

can also facilitate the analysis of distinct cloud processes as similarly demonstrated with the

cloud regime/weather states methodology (Oreopoulos et al., 2016, 2014; Tselioudis et al.,

2013). Using the conditional distributions, we find that in ICON-A both, Ci and Sc, tend to

be much thinner than in CCClim, indicated by the ice/liquid water path values, respectively.

Furthermore, even in cells containing mostly Sc, Ac is often present. This is not evident from

the regional distributions (Fig. 5.3), which show that the Ac amount decreases over the oceans.

We can deduce that this mixture of Ac and Sc occurs at the interface of more convective regions

near the equator and regions of large-scale subsidence in the subtropics.

Figure 5.9.: Average cloud type distributions obtained with our RF model from two years of
ICON-A output (top rows) and the differences to the CCClim distributions (bottom rows),
where positive (red) values denote a higher value in CCClim and negative (blue) a higher
fraction in ICON-A. Note that these values show the fractions of existing clouds, irrespective
of cloud cover, thus the high fraction of Ci over northern Africa in ICON, which cause the
extreme deviations at the end of the color scale. From Kaps et al. (2023c).
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Figure 5.10.: Analysis of cells “characteristic” for Ci/Sc in ICON and CCClim in terms of
probability densities. Characteristic cells are defined to have at least 85% of the chosen cloud
type (Ci or Sc) and/or the “undetermined” class and a higher cloud RFO than the respective
global median RFO. The resulting distribution of the class is shown in the leftmost panel. The
four middle panels show cloud-relevant properties in the characteristic cells. The rightmost
panel shows the distribution of the four cloud types that coincide most often with Ci/Sc in the
respective dataset. This allows characterization of the physical properties of the cloud types
while being able to take into account the contributions of other classes in the cells. From Kaps
et al. (2023c).

5.5. Capabilities and Limitations of CCClim

The CCClim dataset enables investigation of clouds by WMO-like cloud type with a long

coverage period and high spatial resolution as daily samples. Furthermore, using multiple cloud

properties to define the classes makes the cloud-type predictions physically very consistent and

reliable. We showed that categorizing complex atmospheric data into types defined similarly

to established WMO types is more expressive and interpretable than the cloud properties by

themselves. This was made evident by an example-analysis of the properties of different cloud

types for given atmospheric conditions, increasing insight into important processes driving

cloud development. As an example of how to evaluate GCMs with CCClim, we showed a

comparison with cloud types obtained using the same method from the ICON-A model.

Our results show that the cloud types in CCClim have consistent seasonal variations, sensible

regional distributions and little drift over the complete period. This makes CCClim suitable

for statistical analyses of clouds and enables quantification of seasonal cycles of WMO-like

cloud types on a global scale. As the cloud types have been learned from the CC-L dataset, its

errors have been propagated. This applies to the distinction between St and Sc, such that the

CNN classified many St clouds as Sc, leading to a small fraction of St in CCClim. For some

applications, it might therefore be better to combine St and Sc into one new class. Furthermore,

since CCClim contains a very low absolute amount of the Dc type, we recommend focusing

on relative changes when studying this cloud type, like in Fig. 5.6. With this approach, the

prevalence of deep convective clouds in, for example, the ITCZ becomes more apparent.

Comparison with other cloud-type statistics has shown that our method likely underestimates

the amount of cirrus clouds. This underestimation already occurs in the pixel-wise classification

step, even though plenty of samples with the Ci label are available in the training data. The
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Figure 5.11.: Like Fig. 5.7, but for the cloud types predicted for the ICON-A output. The
dashed line indicates where LW and SW CRE cancel each other out. The most striking
difference to Fig. 5.7 is the mean decrease in SW CRE, which is largely caused by both CREs
attributable to Sc being much smaller. For Ci, the median LW CRE (as indicated by the “Ci”
in the figure) is similar to CCClim but the possible range extends to much smaller values.
This indicates a high occurrence of very thin Ci clouds here, which is also supported by the
simultaneously very small SW CRE.

underestimation is therefore not caused by the difficulty of passive sensors to detect thin cirrus

clouds, but rather by how the retrievals deal with multi-layer clouds. Wang et al. (2016) found,

that when a cirrus cloud overlaps with a low-level cloud, the resulting MODIS retrievals indicate

a high cloud of medium optical depth. If the corresponding CC-L label is Ci, the classifier

learns that high-top, medium-thickness clouds are cirrus, leading to a combined confusion with

As and Ac of 21%, i.e. 21% of Ci are falsely labeled as As or Ac (see Fig. 4.6). A similar
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phenomenon was found when the properties of ISCCP regimes were compared with active

sensor measurements, indicating that this is a common problem when using passive sensor

data for cloud classification (Haynes et al., 2011).

Grid cells with many unrealistic cloud property retrievals, which are often a result of clear-sky,

have been removed as the RF can not process them. This reduces the amount of clear-sky

contained in CCClim (implicit via the “undetermined” class). These cells can also not simply

be labeled as clear-sky as we do not know why the retrievals failed. Furthermore, the sum of

the cloud-type RFOs in CCClim is higher than the cloud fraction obtained from ESA-CCI. In

combination with the high-latitude clouds with vanishing short-wave CRE, this suggests a bias

induced by applying the RF on a different domain than it was trained on. We suspect that

some of the As clouds in high latitudes might be clear-sky and differences between the retrievals

of MODIS and AVHRR lead to different results. Therefore, the ESA-CCI cloud fraction (clt)

is provided in CCClim to enable analysis of the cloud types in the appropriate cloud cover

context. We would also like to note that CCClim is not suitable for detecting trends in the

cloud-type distribution in response to climate change effects, as the underlying ESA-CCI data

are deliberately adjusted to produce a long-term stable dataset (Sus et al., 2018).

CCClim is less affected by common problems of the few similar datasets dealing with ob-

jective cloud types and which disagree on important details (Li et al., 2015). For example,

Stubenrauch et al. (2006) are in qualitative agreement with the ISCCP cloud distributions but

for example find a much higher cirrus fraction, especially in the Tropics. Similarly, datasets

produced with unsupervised methods are difficult to compare in the first place as the derived

clusters do not have a common physical basis. The comparisons made between such clusters

and classical ISCCP regimes show disagreements that can be attributed to differences between

(active and passive) sensors, definitions of cloud types and distinguishing between individual

cloud layers (Kurihana et al., 2022; Li et al., 2015; Marchant et al., 2020). Therefore, a product

such as CCClim covering a long time period can take advantage of synergy effects to address

some of the limitations inherent to passive and active satellite sensors and provide a more

consistent dataset than available from individual instruments. While subjective thresholds are

being used in the fuzzy logic classifier of CC-L, there is arguably no better way to obtain cloud

observations from space than combining radar, lidar and passive instruments. Using ML for

this combination avoids introducing any further subjective biases. The resulting dataset is

easy to use in terms of physical interpretation of the cloud types, data volume, horizontal grid

and common metadata.
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from Generative Domain Adaptation

6.1. Overview

In the context of global climate model (GCM) evaluation, simulated physical quantities are

compared to retrievals obtained from observed radiances. Since these data are obtained in

fundamentally different ways, such comparisons are not straightforward. This chapter presents

an approach that is complementary to that used in the previous two chapters as it aims

to directly improve this comparability. While in the GCM domain physical variables are

computed by solving differential equations describing physical processes (forward problem), in

the observational domain retrieval algorithms attempt to solve inverse problems. This leads

to a systematic inconsistency between the data obtained by any sensor and any GCM. As

discussed in Section 2.2, the sensitivity and resolution achievable for different atmospherical

variables vary between satellite instruments, depending on available wavebands and viewing

geometry. Further deviations are introduced because satellite instruments can not observe all

locations at all times or with equal precision. Thus only limited comparisons can be made

between the two domains. So-called satellite simulators attempt to mitigate these differences

between the domains by computing synthetic observations from GCM simulations, in a way

that mimics the observations obtained by a satellite instrument. The Cloud Feedback Model

Intercomparison Project Observation Simulator Package (COSP) combines several satellite

simulators, providing simulated observations for five active and passive satellite sensors to

improve the assessment of cloud-related variables similar to Level 2 satellite products (Swales

et al., 2018). COSP addresses both the mismatch in the distributions of the physical quantities

and, if necessary, the resolutions between observations and GCM.

Satellite simulators have proved useful when evaluating GCMs and have enabled the compu-

tation of cloud regimes in GCMs (Schuddeboom and McDonald, 2021; Tselioudis et al., 2021).

However, they are somewhat expensive to use, as they typically require application at runtime

and individual implementation for each GCM to produce synthetic observations corresponding

to the native GCM output. This chapter introduces a new approach that aims to produce

synthetic observations without the need for online coupling of the model with a satellite simu-
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lator. For this, a method to perform alignment between pairs of GCM and satellite instrument

was designed, applicable to existing GCM output data. This is achieved via generative do-

main adaptation, where synthetic satellite observations are generated by an NN from GCM

output on a scene-by-scene basis. The method reduces statistical deviations between the two

domains while enforcing the physical consistency of the atmospheric state via a combination

of several loss functions. The method focuses on cloud-relevant variables to be applicable with

the framework described in Chapters 4 and 5. In principle, this DA method can be extended

to a more comprehensive set of GCM output variables, as long as the same quantities are

available from the chosen satellite sensor. The synthetic satellite scenes can then be used as a

basis for comparisons between the simulated atmosphere and observations, with biases caused

by sampling, viewing geometry or instrument characteristics being reduced. Several metrics

are employed to assess if the GCM quality can still be assessed from the adapted scenes, or if

the DA introduces unwanted shifts in the data. While the method performs well on all these

metrics measuring the difference between distributions as well as individual input and output

scenes, it could not be demonstrated that the characteristics of the simulation are preserved,

which is a requirement to make the method suitable for GCM evaluation. This chapter doc-

uments the design of the method and the challenges encountered in producing the synthetic

observations. Despite these issues, this DA approach might still prove useful in climate science,

which will be explored in Chapter 7.

6.2. Domain Adaptation

domain adaptation (DA) has become an expansive topic for different ML applications. It was

proposed as a solution to the problem of having too few samples to train an ML model in a

target domain, by leveraging an abundance of samples in a different source domain (Daume

III and Marcu, 2006; Zhou et al., 2022). More generally, the goal of DA is to enable a specific

application to be just as reliable in the target domain as it is in the source domain. The

definition of “application” here is very broad and can extend from ML models over statistical

analysis methods to human perception, but for clarity, it will just be referred to as “model”

in this thesis. The two domains are differentiated by a domain shift, i.e. they can differ in

terms of distribution or number of features and labels. The DA can be implemented through

modification of the model, modification of the data or possibly both. If labels are only available

in the source domain, we speak of unsupervised domain adaptation. In the field of computer

vision, domain adaptation has been employed as a way to improve classifier models for different

image categories (Fernando et al., 2013; Saenko et al., 2010; Wang and Deng, 2018). Similarly,

it was applied in natural language processing to apply the same models to different text types

(Blitzer et al., 2007, 2006; Ramponi and Plank, 2020). Different approaches include learning

a shared latent representation (Fernando et al., 2013) of the two domains or minimizing the

distance between the data distributions (Tzeng et al., 2014).
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Generative DA methods are designed to simulate additional samples in the target domain.

Here, conditioning on the source domain samples enables the use of its label information, i.e.

samples resembling a class with label y can be generated in the target domain even if only the

source domain contains the y class. Models could then be trained on the synthetic data and

applied in the target domain without errors caused by domain shift. In computer vision, a

prominent approach to generate such synthetic data is called image-to-image translation (I2I)

(e.g. Isola et al., 2017; Kim et al., 2017; Liu and Tuzel, 2016; Zhu et al., 2017). Most

methods in this field are either adversarial- or latent-based (Pang et al., 2022). Latent methods

include UNIT (Liu et al., 2017), and MUNIT (Huang et al., 2018), where autoencoder-style

architectures are used to encode both domains in a shared latent space while using separate

decoders. Adversarial methods based on GANs (Goodfellow et al., 2016a) are frameworks

in which two or more models are trained to perform opposite tasks (see Section 2.3.2). A

significant amount of research on GANs in I2I has been published since the release of pix2pix

(Isola et al., 2017), increasing scope and stability.

Most relevant to this chapter are methods that can be trained without supervision, such as

DiscoGAN (Kim et al., 2017) and CycleGAN (Zhu et al., 2017), where a pair of GAN generators

are trained simultaneously to perform inverse translations between two domains. Even though

these methods do not require paired samples, they do require a significant amount of samples

from both domains and are domain-specific, i.e. can not be applied to a new pair of domains

without retraining. Methods like StarGAN (Choi et al., 2018) and StarGANv2 (Choi et al.,

2020) aim to make the translation applicable to multiple domains by providing an encoding

of the target domains to the generator along with the input image and not requiring a second

GAN for the inverse translation. For improved training stability, StarGAN also employs the

WGAN architecture (Arjovsky et al., 2017) with gradient penalty (Gulrajani et al., 2017).

The CycADA framework (Hoffman et al., 2018) is an evolution of CycleGAN for task-specific

domain adaptation, in which the two GANs are trained with additional losses obtained by

applying auxiliary task models before and after translation. This way the task models can

be adapted to perform optimally on the target domain. A more recently developed family

of methods for I2I are denoising-diffusion models such as UNIT-DDPM (Sasaki et al., 2021),

which can generate realistic images from a mixture of Gaussian noise and images from the

source domain.

Applications of such DA methods in climate science include making the output of different

satellite instruments more consistent (Tuia et al., 2016; Xu et al., 2022). Mateo-Garćıa et

al. (2021) use the CycADA framework to adapt a cloud detection algorithm between two

satellite instruments. François et al. (2021) use CycleGAN to help correct temperature and

precipitation biases in a small region of GCM output with respect to reanalysis data. Pan et al.

(2021) adapt CycleGAN to similarly adjust precipitation output from a GCM in the continental

United States with respect to observational data. Fulton et al. (2023) combine UNIT with a

classical bias correction method to reduce the statistical deviation of five variables between a

single GCM and reanalysis data.
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6.3. Methods

6.3.1. Data

The domains between which adaptation is performed are GCM output from the ICON-A

(Giorgetta et al., 2018) and satellite observations from ESA-CCI (Stengel et al., 2020). The

ESA-CCI (see Section 3.2) data are instantaneous daily composites (L3U) from June 2009

to June 2011, coarse-grained to 1◦. The preparation of the ICON-A data is described in

Section 3.3. In the following the ICON-A domain is denoted as T , as it denotes the target

domain, with the source domain ESA-CCI being represented by S. The data are presented

to the DA model as pseudo-simultaneous pairs of patches sampled from each domain (comp.

Mateo-Garćıa et al., 2021). The pairs are pseudo-simultaneous as they are scenes of the

same geographical location and calendar week, but not necessarily the same year. This means

that on average, both scenes will have similar atmospheric conditions without the requirement

for coinciding samples from S and T . The patch size is set to 32 and the features included

in the DA are the same as those used for coarse-resolution regression used in the previous

chapters (Table 5.1). Furthermore, the 2D clt as well as the upwelling radiative fluxes at the

top of the atmosphere are used as ancillary variables, which are included in both datasets.

Figure 6.1 shows the distribution of the eight physical variables in S and T domains. Because

the shortwave radiative fluxes are only available during daytime and some ESA-CCI retrievals

are less accurate during the night (see Section 3.2), patches with less than 80% daytime

pixels are discarded, where “day” is being approximated by requiring all TOA fluxes to be

non-vanishing. The upwelling TOA fluxes are then used to compute the CRE (Eq. 2.7). All

variables, including CRE and clt , are first log-scaled and then minmax-scaled, such that the

distributions are less skewed towards small values and the patches only contain values in the

range [0, 1]. The minimum/maximum values used for the minmax-scaling are obtained for

each variable across both distributions and reduced/increased by 1%. This takes into account

slightly out-of-bounds values that are physically possible.

Since the DA algorithm acts on fairly large 32 × 32 pixel patches, many contain missing

values for ptop or other variables and they can not all be excluded from training. Missing

values for ptop are very common because it is only defined for cloudy pixels. Unlike for the

other variables, imputing them from surrounding values or replacing them with a fixed value

is unphysical, but no physically sensible way of dealing with missing ptop values could be

constructed. For cloud-free samples, ptop is therefore replaced with 1100 hPa as a placeholder,

which does not significantly skew the distribution and can easily be replaced by the maximum

measured ptop after DA has concluded.

96



6.3. Methods

Figure 6.1.: Histograms of the variables in the two domains before domain adaptation. The
differences between the histograms are indicative of the domain shift that is to be bridged.
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6.3.2. Domain Adaptation Algorithm

The architecture used here is an implementation of the CyCADA framework (Hoffman et

al., 2018), which is a DA specific variation of the CycleGAN method (Zhu et al., 2017).

The implementation is based on the code 1 by Mateo-Garćıa et al. (2021). The CyCADA

architecture uses two distinct GAN frameworks (Section 2.3.2), in which the two generators

are trained to transform a sample of domain S into a semantically similar sample of domain

T and vice versa. This type of architecture works well for images and physical data, like the

raw satellite radiances in Mateo-Garćıa et al. (2021). However, it seems like less well-behaved

distributions with long tails or sharp peaks are less easily reproduced. The presented approach

therefore replaces the standard GAN losses with WGAN losses, with which better performance

was obtained. Using the building blocks introduced in Section 2.3.2, a Wasserstein CycleGAN

framework can be constructed, consisting of four neural networks, two generators Gθ, Gρ and

two critics Fw, Fv, with separate gradients Eq. 6.1 for the critics and Eq. 6.2 for the generators.

∇(Fi) = ∇i

(︁
EX∼Ps,t [Fi(X)]− EY∼Pt,s [Fi(Gj(Y))]

)︁
, (6.1)

∇(Gj) = ∇jEY∼Pt,s [Fi(Gj(Y))] , (6.2)

(i, j) ∈ {(w,θ), (v,ρ)}.

To enforce consistency of the synthetic scenes with the input scenes, additional loss functions

help to optimize the generators. The cycle-consistency loss Lcc ensures that Gi(Gj(x)) ≈ x and

the identity loss Lid ensures G(x) ≈ x. Lcc is implemented as the MAE and Lid additionally

uses a set of weights w that ensures that features that are harder to optimize for contribute

more to the gradient:

Lcc,i = |X−Gj(Gi(X))|, (6.3)

Lid,i = w |X−Gi(X)|. (6.4)

Even though G(X) ≡ X is not a desired outcome, optimizing for a small Lid allows for faster

and more stable training. A third consistency loss Ltoa acts as a physical soft constraint,

ensuring that after adaptation the radiative fluxes at the top of the atmosphere and the total

clt remain largely unchanged. To that end an auxiliary neural networkCtoa is trained to predict

clt and the long- and shortwave cloud-radiative effects from the DA features. The ground-truth

cloud-radiative effects are available for both the ICON-A and ESA-CCI datasets as the top

of the atmosphere flux difference between the fluxes including clouds (all-sky) and assuming

clear sky (Eq. 2.7). Computing CRE and clt diagnostically from the cloud properties this way

ensures a unidirectional dependence, approximating real physics. Allowing these variables to

be directly changed by the DA could result in an unphysical interdependence or a complete

1https://github.com/IPL-UV/pvl8dagans, last accessed 31st Oct. 2023
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lack thereof. Ltoa (Eq. 6.5) is equivalent to the segmentation consistency loss in Mateo-Garćıa

et al. (2021).

Lρ,θ
toa = E [Ctoa(X)−Ctoa (Gρ,θ(X))]2 . (6.5)

During development of the methods, several functional losses similar to Eq. 6.5 were imple-

mented, with the objective that an NN-emulated function is invariant to the DA. A binary

cloud-mask classifier and a multi-class cloud-type classifier, producing results similar to the

RFRM in Chapter 4 were investigated as possible options. However, the approach of predict-

ing the two CREs and clt appeared to be the most physically founded and accurate.

Because lwp and iwp by definition sum to cwp a physical constraint is implemented as another

loss term Lwp (Eq. 6.6) optimizing for this relationship in the synthetic scenes.

Lwp =

√︂
(cwp− lwp− iwp)2. (6.6)

All additional losses contribute to the generator gradient (Eq. 6.8), with the critic only being

regularized by a gradient penalty LGP that depends on the gradient of the critic.(Eq. 6.7)

(Gulrajani et al., 2017) 2. Each loss function has a distinct purpose. Optimizing for Eqs. 6.1

and 6.2 ensures that the distributions of the individual variables are aligned to the new domain

while minimizing Eqs. 6.4 and 6.5 and other functional losses conserves the original atmospheric

state (e.g. clt). Equation 6.3 is helpful for training stability by ensuring that the synthetic

scenes can be interpreted by the other generator as scenes from the real domain S or T .

∇Fi = ∇Fi + λGPLGP , (6.7)

∇Gi = λGAN∇Gi + λid∇Lid + λcc∇Lcc + λtoa∇Ltoa + λwp∇Lwp. (6.8)

6.3.3. Evaluation Metrics

Evaluating the output of the CycADA framework is difficult because no ground truth is avail-

able for the adapted scenes. While the WGAN minimizes the distance between the generated

scene and its pseudosimultaneous counterpart, the distance itself is parametrized by the critic.

The WGAN losses alone are therefore insufficient to assess the quality of the DA. All other

losses employed here are not designed to quantify the difference between the two domains.

A number of performance measures called metrics in the following are therefore applied to

the WGAN output, quantifying both the differences between individual scenes as well as the

overall distribution of the variables:

• structural similarity index measure (SSIM) (Wang et al., 2004)

2Since optimal configuration was found with λGP = 0, definition of LGP is omitted here and referred to the
original paper.
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• Jensen-Shannon-Divergence (JSD) of univariate distributions

• Pixel-wise MSE of joint distributions

• Wasserstein distance (earth-movers distance (EMD)) of joint distributions

The SSIM can be computed during training and serves as validation metric that evaluates

visually perceived similarity of images (see Appendix A). The other metrics are computed

after training is finished, as the (joint) distributions of all variables are required to be able to

compute them. The joint distributions (2D histograms) are computed for all pairs of variables

in the DA process for the three relevant domains: real ESA-CCI observations S, real ICON-A

output T and synthetic observations O generated from the model output. The respective

metric is then computed for the three pairs of domains for a quantification of the domain shift.

The relative improvement Ir in metric M for the joint distribution of variables i and j is then

computed as:

Ir(M, i, j) =
MT S(i, j)−MSO(i, j)

MT S(i, j)
. (6.9)

The subscript of M denotes the domains between which the domain shift is quantified. For the

computation of the JSD, only the univariate distributions are used for Eq. 6.9. By definition,

Eq. 6.9 is positive if the distributions of the synthetic observations are closer to the real

observations than they are for the model, measured by the metric M .

Jensen-Shannon Divergence

The Jensen-Shannon divergence DJS is a measure of the distance between two probability

distributions P and Q defined on the same sample space. It provides a symmetric (DJS(x, y) =

DJS(y, x)) alternative to the Kullback-Leibler divergence DKL via the mixture distribution

PQ.

DJS [P,Q] =
1

2
(DKL [P, PQ] +DKL [Q,PQ]) , (6.10)

DKL [P,Q] =
∑︂

x∈[0,1]

P (x) log
P (x)

Q(x)
, (6.11)

PQ ≡ P +Q

2
.

Because the data are already minmax- and log-scaled for easier training of the NNs, the

sample space is, therefore, [0, 1], discretized to 100 bins for computational reasons. DJS is

non-negative, bounded by log(2) and becomes 0 as P approaches Q. Because DJS applies to

distributions, a high number of samples is required to provide a robust estimate. It is therefore
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only used to evaluate the results of the fully trained models applied to the full validation

set. Because DJS is computed from individual distributions of the atmospheric variables the

adaptation might lead to physical inconsistencies. A possible example would be a strongly

increased lwp together with a decreased cod in the same sample. This would not show up as

an increase in DJS as long as the underlying distributions are still matched.

Joint Distribution Distance

The domain shift between the joint distributions of the physical variables is quantified using the

average MSE and EMD for the 2D joint histograms of all variable pairs between the respective

domains. These are equivalent to grayscale images and the MSE is easily computed from

the pixel-wise differences. For the EMD, the POT3 package is used, which finds the optimal

transport distance between the joint histograms, using the L2-Norm as distance measure.

This EMD is not necessarily optimized by the WGAN, even though they operate on the

same principles of optimal transport. Firstly, this EMD is computed in the space of joint

histograms, not individual samples. Secondly, while in a WGAN the distance measure is

parametrized through the critic, POT requires a predefined measure (L2-Norm) to solve the

optimal transport problem via iterative optimization (Bonneel et al., 2011).

Combining the four metrics provides measures of how well the synthetic observations reproduce

the target domain cloud structure, and how well the statistics match real observations while

preserving relationships between the variables.

6.4. Results

The modified CycADA framework implemented here has a large number of hyperparameters,

which have been tuned using automatic hyperparameter optimization (HPO), maximizing the

relative improvement (Eq. 6.9) ofDJS averaged over all variables. An explanation of the tuning

procedure and final hyperparameters are included in Appendix C. The model that performed

best during HPO is used to produce the following results.

The distributions of the bivariate and univariate distributions are shown for all three domains

in Fig. 6.2 for three (iwp, cerl , ceri) of the variables as an example. Figure E.1 in the

Appendix shows this for all variables. Judging by the univariate distributions, the synthetic

observations are more similar to the source data than the target data. As the HPO algorithm

optimizes for a large improvement Ir in the univariate distributions, this is not surprising.

Also, it is important to note that some characteristics the of original ICON-A distributions

are conserved, e.g. the peak at ∼ 0.65 in the distribution of ceri . This suggests that the

3https://pythonot.github.io/, last accessed 27th Nov. 2023
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distributions are not over-corrected, which is one of the main requirements for this WGAN-

DA to be useful for GCM evaluation. The performance metrics obtained for the WGAN are

displayed in Table 6.1 and show that the optimal set of parameters leads to an improvement

in seven of the eight distributions. The outlier is tsurf , which significantly reduces the average

improvement. This lack of improvement here is most likely due to the “bleeding” of the other

variables into the structure of tsurf , which can be seen in Fig. 6.4. Some of the less performant

setups did not show this behavior so it should be possible to avoid it with a small adaptation

of the architecture. All joint distribution metrics improve, which include the clt diagnosed

using the Ctoa NN. Figure 6.3 shows an improvement for both metrics for all variable pairs.

Distinct minima in the distance metrics occur for pairs including clt , indicating that clt is not

as consistent with the DA adapted features as they are with each other. A possible reason

for this could be a smoothing effect of Ctoa (see Appendix B). Individual pseudosimultaneous

samples of S, T and O are shown in Fig. 6.4. They show that the structure of the original scene

is well represented by the synthetic observations but some overall bias is introduced, evident as

a shift in the average color. This bias could possibly be exactly the domain shift that the DA

aims to correct for, and is therefore not necessarily detrimental. Also, the structure of some of

the channels seems to affect the other channels, most evident in the synthetic observation of

tsurf , which shows a similar structure to that of the cloud properties. As this correlation is not

evident in the source data (bottom row in Fig. 6.4), it seems to be an artifact introduced by the

architecture. Considering all distribution-based metrics in combination with the conservation

Table 6.1.: Metric scores achieved with the optimal WGAN on held-out validation data. Rela-
tive improvement is calculated for JSD for 8 univariate distributions, and for MSE and EMD
for the resulting 36 2D distributions (see Fig. 6.3). JSD and SSIM are obtained during HPO
and full training, respectively. The 2D distributions are computed afterward and include clt ,
obtained from the other eight variables via Ctoa. The number of improved distributions are
those with positive relative improvement, which are all metrics except JSD for tsurf .

SSIM JSD EMD MSE
T → S S → T → S Mean

impr. Ir

Num.
impr.

Mean
impr. Ir

Num.
impr.

Mean
impr. Ir

Num.
impr.

0.64 0.89 0.35 7/8 0.62 36/36 0.72 36/36

of the cloud structure in individual samples, the DA seems to achieve the intended purpose of

making GCM output more comparable to observations. However, for this comparison to be

useful in GCM evaluation, the modifications introduced by DA are not allowed to significantly

affect the physics represented by GCM output, such as the relationships between individual

variables. The losses Eqs. 6.5 and 6.6 ensuring correct reproduction of CREs, clt and cwp are in

place to achieve this, but are only soft constraints that could be insufficient. The modifications

induced by the DA are therefore tested heuristically for physical consistency by comparing them

to modifications induced by the popular satellite simulator COSP (Bodas-Salcedo et al., 2012;

Swales et al., 2018). Since COSP accounts for physics more explicitly than a “black-box”-NN

and has been widely used and validated, the goal of a DA method should be to modify the
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Figure 6.2.: Visual representation of the (joint) distributions in all domains for three exemplary
variables. Diagonal: marginal distributions in minmax-log-scaled space. Lower triangle: joint
distributions of 2-variable pairs as kernel-density estimates. Generally a higher overlap of S/O
(blue/green) than S/T (blue/orange) is desired. This is clearly the case for the marginals, but
harder to tell for the joint distributions. This necessitates using the MSE and EMD metrics
to quantify the similarities (Fig. 6.3).

GCM output in a way that is at least somewhat similar to COSP. Figure 6.5 shows the

histograms of clt changes in ∆clt from COSP for different GCMs compared to those induced

by the WGAN-DA in ICON-A. For COSP, ∆clt is computed by comparing output from CMIP6

simulations applying COSP to the native output of the same models and for each grid cell and

time step computing ∆clt = cltCOSP − cltnat. The specific COSP and GCM configurations are

given in Appendix F. The histogram for COSP (blue) is averaged over all GCM runs and shows

two major peaks at 0 and −1, corresponding to the instrument simulated detecting the same
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Figure 6.3.: Relative improvement (Eq. 6.9) obtained via DA, of the two metrics EMD and
MSE applied to the joint distributions. Both metrics show positive values for all variable
pairs, indicating improved statistical similarity between synthetic and real observations. Min-
ima occur for joint distributions with clt , which is obtained from Ctoa. The relatively small
improvement here is possibly caused by a small uncertainty introduced by diagnosing clt this
way.

clt and not detecting any cloud where the GCM simulated a fully cloudy cell, respectively.

This highlights the fact that the satellite instrument is not able to detect optically very thin

clouds. For the synthetic observations, the clt produced with the WGAN-DA is obtained from

the modified physical variables using the auxiliary network Ctoa. Since Ctoa displayed strong

performance during testing (Appendix B), it is assumed that the predicted clt distribution

is sufficiently accurate. The WGAN-DA clt displays the opposite effect of COSP, as the

corresponding histogram (orange) shows only a single peak at 0 and more increases in clt than

decreases. To some extent, this is unsurprising because Eq. 6.5 enforces a small change in clt .

However, the change in the clt statistics (see Fig. E.1), rather indicates that the distribution

of clt is the root cause of the problem. A distribution with peaks at both tails of the image of

the target function f true is hard to learn for a DL model, as the activation functions either do

not constrain the output to the image of f true or have plateauing gradients in the tails. The

problem manifests in the univariate distributions as both tail-end peaks being moved slightly

towards the center of the distribution. In any case, including clt in the set of variables to be

directly modified by the WGAN-generators and avoiding the problem of enforcing cloud-cover

consistency did not improve this result. The RFRM trained for Chapter 4 can be used to

assess how much more comparable the synthetic observations from the WGAN-DA are to the

real observations by producing cloud-type predictions and comparing them to CCClim and

the cloud types obtained from native ICON-A output. The geographical distributions of the

average cloud type RFOs obtained from the synthetic observations are shown in Fig. 6.6. These
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Figure 6.4.: Illustration of the DA process for an individual sample. The upper row shows
the different channels from the input domain T , which are used by the generator to produce
synthetic observations (O, middle row). The bottom row shows the corresponding observations
from S, which show different cloud states than T and O by design. The synthetic observations
capture the structure of the scene well but are slightly smoothed out. The cloud structure
visible in tsurf suggests that the connection between individual channels is too high in the
network but an architecture that does not display this effect could not be found.

distributions show more similarities to the average distributions in CCClim (Fig. 5.3), than

to the native ICON-A distributions (Fig. 5.9). Consistent with the analysis of the ICON-A

cloud types in Section 5.4 which concluded that many of the Ci in ICON-A are subvisible, the

average Ci RFO for synthetic observations is substantially reduced to 0.15, compared to 0.2 for

the native output. At the same time, however, the Sc fraction (0.333) is higher than in both

native ICON-A (0.259) and CCClim (0.330). Taking into account known biases of ICON-A

(Crueger et al., 2018; Giorgetta et al., 2018), the synthetic observations should rather show a

relative increase in mid-level cloudiness (Ac, As, Ns), as ICON-A tends to be biased towards

these types and rather underestimates low and shallow clouds, especially in the tropics.

6.5. Discussion

The presented method for generative DA uses a WGAN to reduce the domain shift between

observational data and GCM output to make them more comparable. The WGAN-DA model

turns scenes from ICON-A output into synthetic observations that are similar to measurements

from the AVHRR instrument as represented in the ESA-CCI dataset. Almost all metrics mea-

suring similarity between real and synthetic observations show that the synthetic observations
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Figure 6.5.: Distribution of differences in clt between a native GCM simulation and corre-
sponding synthetic observations. Blue bars show the frequency of a ∆clt-value for COSP,
simulating synthetic clt observations, orange bars show ∆clt for the WGAN-DA method ap-
plied to ICON-A.

are more similar to the real observations than the original ICON scenes. Visual inspection of the

marginal and joint distributions in the respective domains shows that while the distributions

are moved closer to the ESA-CCI data, some characteristics of the original ICON-A distribution

remain. This suggests that features of the target domain (ICON-A) are preserved and that the

DA does not produce an overcorrection towards the source domain (ESA-CCI). Even though

the metrics indicate a successful and physically consistent DA, the counter-intuitive change in

clt demonstrates that some of the changes do not correspond to characteristics of the AVHRR

sensor that is to be simulated here. The cloud type distributions produced from synthetic

observations also indicate that relevant ICON-A characteristics, such as the underestimation

of low clouds have been removed by the WGAN-DA, rendering the synthetic observations un-

suitable for evaluation of ICON-A. Since the WGAN operates as a black box, an explanation

of why specific modifications are induced can not be easily obtained. The DA modifications

can therefore not be physically justified. Analyzing the changes of all variables as has been

done for clt (Fig. 6.5), shows near-Gaussian histograms centered around 0. This indicates,

that despite the extensive HPO that was performed to optimize the architecture, the model

remains fairly simple. This is likely a consequence of the extremely complex loss hyperplane

formed by the seven loss functions and four different gradients. The consequence of a complex

loss surface is that even if a configuration of the model parameters exists that is (near-)optimal

in terms of the losses while simultaneously preserving physical consistency, it is hard to find

through SGD. The issue of not being able to perform physically reasonable and consistent

DA therefore does not stem from the architecture or its (hyper)parameters, but rather from

the definition of the losses and metrics. It is conceivable that replacing the soft constraints
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designed to ensure physical consistency (Ltoa,Lcwp) with harder constraints would lead to more

fit-for-purpose results (Beucler et al., 2021; Harder et al., 2022). The challenge here is to find

losses that allow for stable training without making the loss hyperplane prohibitively complex

and a physical constraint or metric that can be optimized for during validation and HPO.
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Figure 6.6.: Cloud type distributions obtained with the trained RFRM from Chapter 4 using
the synthetic observations of ICON-A from the WGAN-DA as inputs. In comparison to the
cloud type distributions obtained from the native ICON-A output (Fig. 5.9), the synthetic
observations show much higher Sc and much lower Ci RFOs. The geographical distributions
are much closer to those in CCClim (Fig. 5.3), but with less prominent subtropical Sc decks.
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7.1. Summary

Global climate models are important tools to assess the effects of anthropogenic climate change

on the Earth system (IPCC, 2021) and satellite observations are a crucial part of their eval-

uation (Bock et al., 2020; Eyring et al., 2021). Clouds have repeatedly been identified as

the primary source of uncertainty in GCM projections (Bony, 2005; Schneider et al., 2019;

Sherwood et al., 2014; Stevens and Bony, 2013; Zelinka et al., 2017), owing to their complex

interaction with many dynamical, thermodynamical and chemical processes from the micro-

scopic to the global scale. There is therefore a need for observational products that highlight

cloud-related physical processes and for analysis techniques that enable meaningful comparison

between these cloud products and GCM output. In this dissertation, novel concepts for using

satellite observations to evaluate clouds in GCMs are proposed, aiming to make this evaluation

easier, more objective and effective. This goal is approached from two sides, firstly to make

cloud representations in both observations and GCMs more interpretable through the use of

cloud classes and secondly to make these two data domains more directly comparable. Both

approaches are based on ML methods, enabling efficient processing of large amounts of data

with minimal subjective biases.

The work conducted for this dissertation led to the submission of two articles to scientific

journals and the publication of a new dataset. The framework to predict interpretable cloud

classes from coarse resolution data presented in Chapter 4 was published as a peer-reviewed

paper (Kaps et al., 2023a) and used to create a novel satellite cloud-class climatology, which

is now publicly available (Kaps et al., 2023b). The corresponding description paper is under

review at the time of submission of this thesis (Kaps et al., 2023c) (see Chapter 5).

The cloud classification framework presented in Chapter 4 uses a combination of data from

active and passive satellite sensors to produce a global climatology of cloud-type distributions

called CCClim (Chapter 5). With CCClim, which is based on the ESA-CCI dataset, clouds

can be studied globally and for a long period in a more interpretable and process-oriented

way than with only the observed cloud properties. Unlike most previous products, CCClim is

based on data from active sensors, which were used to train ML models to predict the cloud

classes. This way, information on the vertical cloud structures is implicitly contained in the
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predictions of the two-dimensional distributions. Specific sampling criteria for the cloud-type

distributions and strategies for presenting these data are proposed. This aims to unlock the

potential of CCClim and similar datasets for a more in-depth, process-based analysis.

The framework used to create CCClim is designed to be also applicable to GCM output, but

appropriate output providing the required variables at sufficient temporal resolutions is not

readily available at this stage. An application to GCM output from a custom simulation is used

to illustrate the GCM evaluation possibilities provided by this framework. The cloud types

predicted from GCM output can provide additional information by themselves or through

comparison to CCClim. Since such comparison between GCM and satellite data is subject

to uncertainties coming from the systematic differences between the two, a novel method to

mitigate those differences is investigated in Chapter 6. This method uses generative domain

adaptation with NNs to produce synthetic observations of GCM scenes, to provide output

similar to satellite simulators, but without the need to be specifically implemented for each

GCM and run on top of the GCM itself in each simulation. However, simultaneously opti-

mizing the NN for both improved domain similarity and physical consistency is an issue that

remains unresolved. Nevertheless, the positive and negative results of this study can inform

the development of similar methods, or at least help with the interpretation of results from

other DL methods used in this field, for example for bias correction (e.g. Fulton et al., 2023).

7.2. Discussion

The results for Chapters 4 to 6 are discussed in the context of the three central scientific

questions posed in Chapter 1:

• Question 1: “Can physically robust and self-consistent cloud-type distributions be ob-

tained from data at resolutions typical for global climate models?”

• Question 2: “Does the explicit addition of cloud-type labels benefit the analysis and

understanding of cloud-related processes to improve climate model evaluation?”

• Question 3: “Can the systematic bias (domain shift) between satellite data and climate

model output be quantified or possibly reduced using generative domain adaptation”

To present the capabilities of the cloud-type prediction framework in the context of current

research, two secondary questions are discussed first:

• Question 1.1 : “Can combining active and passive sensor data improve cloud classifi-

cation with respect to methods using only passive sensors?”
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• Question 1.2 : “Can interpretability and physical accuracy be increased by using super-

vised methods with morphological cloud classes in contrast to unsupervised clustering?”

This work significantly relies on the CC-L dataset, which enables the supervised training of

ML models to predict morphological cloud types. The underlying fuzzy-logic classifier is more

efficient and arguably more objective than having humans manually assign new labels as in

e.g. Stevens et al., 2019. Using CC-L as a label ground truth and MODIS data as input

is therefore a natural choice that leverages the synergy and consistency of the two A-Train

sensors. The strengths and weaknesses of both the CC-L and the MODIS Cloud Product

dataset are combined in the Cumulo dataset by Zantedeschi et al. (2019). Strengths include

better characterization of ice and mixed-phase clouds via the radar/lidar combination, which

seems to extend to the ML predictions as both Ns and As predictions show a high correlation

with the CC-L ground truth and there is little confusion between As and Ac. A weakness

of passive sensors that could not be fully overcome with the Cumulo based classification is

the handling of overlapping clouds, as evident in the ∼ 20 % confusion between Ci and Cu.

While the physical variable distributions associated with each of the eight cloud types are

as expected, the large fraction of St mistakenly classified as Sc suggests that the physical

distinction between Sc and St is not correctly determined already at the classification stage.

As mentioned before, this is an issue the classifier inherits from the CC-L retrieval, which

distinguishes these types through differences in mesoscale cloud homogeneity, which cannot be

reliably detected by these active sensors. St and Sc should therefore not be distinguished by

this method but combined into a single class. The capability of this framework to produce

cloud-type distributions suitable to downstream tasks therefore only extends to seven cloud

classes:

• High Ice Clouds / Cirrus + Cirrostratus (see Wang (2019a))

• Altostratus

• Altocumulus

• Low Stratiform / Stratus + Stratocumulus

• Cumulus

• Nimbostratus

• Deep Convective

Considering that for example the traditional ISCCP classification (Rossow and Schiffer, 1999)

does not account for homogeneity, removing the distinction between St and Sc would not
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introduce a relevant disadvantage. The answer to Question 1.1 is, therefore, a “yes” but not

without limitations: combining active and passive sensor data with ML introduces benefits for

cloud classification and should therefore be considered in the future even though some issues

remain at this stage.

Besides the use of active sensors, another key feature of this new framework is the use of es-

tablished morphological cloud classes, contrary to existing methods and datasets that provide

cloud regimes or weather states. These unsupervised approaches have several advantages: they

are easy to implement, usually very interpretable due to the use of only two input features and

applicable to most GCMs at coarse horizontal and temporal resolution. These aspects, how-

ever, stem from the simplicity of the clustering and result in an arguably coarse categorization.

The approach developed here instead leverages high-quality, high-resolution labels to obtain

interpretable cloud classes even at coarse resolution. The resulting cloud-type distributions

provide reliable long-term statistics for each of the classes, which can be associated with phys-

ical processes and are more directly related to established cloud classes than clusters. Also,

the CCClim approach is fundamentally different from that of Rasp et al. (2020) and Stevens

et al. (2019), where new morphological cloud regimes are found from manual categorization

of satellite images. New cloud regimes found this way are not necessarily related to physical

processes in a way that is easy to interpret when used for GCM evaluation. CCClim in con-

trast incorporates information from more detailed cloud types whose relationships to physical

processes have been studied for more than a century.

The process-based characterization of the cloud type distributions used here inherently deals

with mixtures of several types and is therefore not dissimilar to an analysis using weather

states, e.g. in Oreopoulos and Rossow (2011) and Tselioudis et al. (2013). In contrast, by

including the other cloud types contained in a grid cell, CCClim provides direct access to all

possible confounders contributing to the state of the cell. This is important as especially at low

resolutions typical for GCMs a grid cell is rarely defined by only one cloud type. Comparing for

example to the results of Schuddeboom et al. (2018), where cloud clusters were found to vary in

composition regionally, these variations are explicitly accounted for here by using subgrid-scale

distributions of cloud types. Furthermore, presenting the data in terms of cloud-type fractions

allows for a large variety of analysis methods, some of which are demonstrated in Chapter 5.

A disadvantage of the presented method compared to unsupervised approaches, like weather

states, is the increased complexity. This is shown by the cloud type distributions obtained

from ICON-A output, which show significant deviations from the CCClim data, but attribut-

ing them to specific causes requires detailed investigation. Nevertheless, the cloud type distri-

butions found for ICON-A using the RFRM could hint at possible problems in the depth of

convection and the dissipation of Ci clouds. In the context of this work, a more comprehensive

evaluation of ICON-A is not possible since no tuned simulation is available with the required

variables. In contrast, methods only using cod and ptop as inputs can be applied to GCMs

relatively bias-free as long as a corresponding output from a satellite simulator is available

(e.g. Tselioudis et al., 2021).
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While the synthesis of multiple sensors contributes to the quality of CC-L and Cumulo, the

extent to which this translates to the two-dimensional distributions in CCClim is less obvious.

This needs to be evaluated in the context of CCClim’s capabilities and similar datasets since

no consensus “ground truth” classification is available: with CCClim the co-occurrence of cer-

tain amounts of cloud types can be quantified, giving insight into the relationships - such as

transitions - between different cloud types. While similar analyses would be possible with the

ISCCP-H dataset (Young et al., 2018), CCClim is closer to the cloud-type distributions of the

CC-L dataset, that ensures high fidelity through the use of active sensors. Good examples are

the Ns and As types, which in ISCCP-H differ strongly from the CC-L distributions in midlati-

tudes, polar regions and over mountain ranges. This overestimation of mid-level cloudiness is a

known bias of ISCCP (Haynes et al., 2011), and the absence of this bias in CCClim indicates a

significant advantage afforded by the use of active sensor data from CC-L. If the CC-L dataset

were adopted as ground truth because of its use of active sensors, CCClim could be considered

more accurate than datasets based on passive sensors only. However other factors than the

probable accuracy of the cloud classes need to be taken into account. For example, CCClim

not only differs from other datasets through the way the cloud classes are obtained but also in

resolution and included cloud properties. For example, the ISCCP data have higher temporal

resolution and provide a different set of physical variables alongside the cloud types. These

additional cloud properties form the physical context in which process-oriented analyses are

performed. Therefore employing multiple complementary cloud class datasets like CCClim,

ISCCP and CC-L will prove most useful for GCM evaluation.

To summarize, this new ML method conveys an increased amount of information associated

with better interpretability at the cost of some convenience compared to unsupervised cluster-

ing. Question 1.2 can therefore be answered with “yes”: the results show that the synthesis

of measurements from active and passive sensors can serve as a basis to train ML models to

be able to predict physically robust, consistent and interpretable cloud classes. The validity of

this holds even for data at typical horizontal resolutions of GCMs, thus affirmatively answering

Question 1.

Because application of this framework to GCMs is still limited to a single custom simulation

that outputs all required variables, examples for process-based analyses are largely based on the

CCClim dataset. Because the included cloud types are defined similarly to the well-established

WMO types, they enable a more direct qualitative assessment of the atmospheric state than

what is possible with only the corresponding physical properties. While any cloud classification

scheme will introduce uncertainties and inaccuracies, in CCClim these uncertainties can be

reduced through careful sampling of the data, which also accounts for mixtures of cloud types.

This way, CCClim can provide insights into co-occurring cloud types or regimes dominated

by a certain type even without access to discrete high-resolution cloud-type labels. Therefore,

with suitable statistical analysis, CCClim also provides quantitative benefits over datasets

containing only cloud property retrievals. Regarding Question 2 it can therefore be concluded
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that cloud type analysis is a beneficial addition to the conventional analysis of cloud properties

with the potential to aid GCM evaluation by highlighting processes of interest more directly.

The extent to which this potential can be realized is less clear. The application to the custom

ICON-A simulation provides some initial results, but this aspect of Question 2 can not be

answered conclusively with the current results. In general, the cloud-type distributions found

for ICON-A are mostly as expected from its known characteristics, such as a smaller low-cloud

amount in the subtropics. Cloud characteristics that are not as evident from the simulated

cloud properties include a more binary and strongly seasonally modulated distribution of deep

convection and an abundance of very thin Ci near the tropopause. This type of analysis is

therefore a valuable addition to the growing selection of methods evaluating GCMs via cloud

types or regimes.

Cloud regime evaluations of GCMs usually use satellite simulators to reduce systematic

deviations between models and retrievals (e.g. Tselioudis et al., 2021; Williams and Webb,

2008). The DA method presented in Chapter 6 is designed to solve the same issue with a

DL approach that is applicable offline to existing GCM output. The difficulty in analyzing

the ICON-A cloud-type distributions in Chapter 5 shows why removing the systematic biases

between the two datasets using DA could be helpful. Since the method is applicable to ex-

isting GCM output, the contributions of systematic bias and GCM errors to the predictions

from Section 5.4 could possibly be quantified. This was attempted by applying the RFRM

before and after DA, such that ideally, remaining deviations would then be almost completely

attributable to GCM errors. However, the WGAN-DA seems to overcorrect in favor of the

observational data and the RFRM predictions on the synthetic observations show little sim-

ilarity to those from native ICON-A output. This lack of physical consistency means that

the WGAN-DA does not allow for such an attribution of deviations only to ICON-A errors.

Regarding Question 3 it has to therefore be concluded that as of now, the WGAN-DA cannot

reduce or quantify the domain shift in a physically reasonable way. Two main reasons for this

have been identified. Firstly, the physical constraints used in training the method do not seem

to be suitable since the results appear to be physically inconsistent even though the constraints

are being observed. Secondly, the loss hyperplane is too complex to find a model that satisfies

all requirements, because too many gradients are involved. Both problems could possibly be

solved at once through implementation of physical constraints not as loss functions but as hard

constraints (Beucler et al., 2021; Harder et al., 2022).

7.3. Outlook

The most important aspect of a ML cloud classification is physical consistency, which for the

method presented in Chapters 4 and 5 could be shown across all stages, including classification,

regression and transfer to other datasets. However, the performance metrics such as F1-Score

114



7.3. Outlook

in classification and R2-Score in the regression stage are less impressive. A possible remedy

would be changes in the architectures, which for both models can be physically motivated:

since a major issue of the classification is the confusion between St and Sc and these cloud

types mostly differ in horizontal homogeneity, a better handling of this feature might improve

results. It is therefore possible that an architecture that classifies all pixels in larger patches

of data instead of individual 3 × 3 tiles could account for this. However, designing such an

architecture is difficult due to the sparse labels in CC-L and requires that the St and Sc labels

from CC-L are distinguishable. While it is known that CC-L has issues with St and Sc, the

extent of this problem is unclear (Wang, 2019a). A CNN that accounts for spatial structures

of clouds would also be an obvious candidate to replace the RFRM in the regression stage.

However, as stated in Chapter 4 this strategy was attempted without success. Nevertheless, a

DL solution can be expected to be found that is more accurate and efficient than the RFRM.

Analysis of the CCClim dataset has shown that there are benefits in including active sensor

measurements in cloud classification that might prove useful in downstream tasks. Assuming

that future GCMs provide the required variables, i.e. by including them in the standard output

required for CMIP Phase 7, the RFRM can easily be used to obtain cloud-type distributions

from GCMs for comparison with CCClim, which is a strategy with the potential to significantly

improve process-oriented GCM evaluation, as possible deficiencies would be much more accessi-

ble. Using synthetic observations for this task is recommended but not required, as the RFRM

responds little and predictably to small changes in the data, due to the properties provided by

the bagging and boosting methods. Finding a way to produce reliable synthetic observations

with the WGAN-DA relies on effective restrictions of the DA-induced changes to be physically

founded, preferably by directly embedding them in the architecture. A possibility might be

to supplement or completely replace aspects of the NN with physical relationships between

variables instead of implementing additional loss functions to optimize for these relationships.

Two possibilities are the sum of liquid and ice water path (Eq. 6.6) or the relationship between

cwp, cer and cod (Eq. 2.27). It also might be possible to use generative NNs for applications

other than GCM evaluation. The WGAN-DA produces synthetic observations that are sta-

tistically close to real observations while keeping structure, CRE and cloud cover close to the

original scene. As satellite simulators are not designed to do so, this could be the key feature

the WGAN-DA can exploit in a different application. For example, assuming that retrievals

from satellite observations produce a more realistic estimate of the atmospheric state than

typical GCMs, a generative DL method correcting towards these observations might be useful

for correcting errors and biases of GCMs. Such bias corrections could then also be applied

to projections from these models potentially leading to more accurate projections of future

climate. A possible source of problems here would be “correction” of the projections towards

the observed, i.e. current, climate. The WGAN-DA would therefore have to be updated and

employ explainability methods to make bias correction explainable and therefore justifiable

(McGovern et al., 2019).
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While direct evaluation of cloud types in GCMs still requires a few more steps, ML and

specifically DL methods already enable sophisticated characterization of clouds in observations.

A combination of sensors and variations of ML model architectures has many benefits for

GCM development. Observational products like ISCCP and CCClim can be compared with

each other, leading to a more complete and less ambiguous definition of cloud types. New

satellite sensors and platforms like EarthCARE (Wehr et al., 2023) can contribute high-quality

measurements to improve the accuracy of retrievals. More powerful DL methods will transform

the way this data is used and interpreted (Bazi et al., 2021). Multiple studies have already

shown that employing cloud types or regimes will advance the understanding of cloud processes

(Oreopoulos et al., 2016; Williams and Webb, 2008; Zelinka et al., 2022a). This advance is

expected to enable the development of more accurate and reliable GCMs with the ultimate

goal of a better understanding of climate change and how it can be mitigated and prepared

for.
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A. Appendix

A. Invertible Residual Network

The IResNet architecture is adaptable in the number and scale of blocks and residual bottle-

necks. The IResNet used here consists of five blocks, each containing three bottlenecks, with

Zk ∈ (4, 16, 32, 32, 32) filters per convolutional layer, k = 1...5 being the consecutive blocks. All

convolutional layers use the exponential linear unit (ELU) with α = 1 as activation function:

zelu(x) =

⎧⎨⎩x, if x > 0

α · (ex − 1), if x ≤ 0
(A.1)

Each bottleneck is followed up with activation normalization (Kingma and Dhariwal, 2018).

The final output is produced using a classifier head, that is a dense NN with input batch

normalization, RELU activation and averaging over each tile.

B. Auxiliary Network for Domain Adaptation Physical Consistency

Matching of clt , LW and SW CREs in the input and output of the DA generators is optimized

for using Eq. 6.5. The NN required to compute these quantities from the available input

variables is trained in advance using the same data on which the DA-WGAN is trained. The

model is a CNN with an architecture identical to the WGAN generators, trained using MSE

between input and output patches, dropout and early stopping. Sufficient performance is

ensured using a validation split, a sample of which is shown in Fig. B.1. The SSIM for the

target domain is above 0.87 and that of the source domain is above 0.93 for every channel. The

source-domain score is more relevant here, as this part of the network is used for predicting

CRE and cloud fraction from the synthetic observations. All results here indicate a reliable

prediction of CRE and cloud fraction is possible with Ctoa.
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Figure B.1.: Sample from the validation set of Ctoa, showing the ground truth CRE and cloud
fraction patches as well as those predicted with Ctoa. The structure of all six features is
matched well, with only minimal smoothing. Again, source and target refer to ESA-CCI and
ICON-A, respectively.

C. Automatic Hyperparameter Tuning of the WGAN

The WGAN has 17 hyperparameters that can be tuned to achieve better stability and perfor-

mance, most importantly the number of filters in the generators and critics and the weighting

of the many loss functions. Additionally, the use of dropout, the batch size and the patch size

were fixed and therefore excluded from HPO. The tuning was performed with the Ray Tune

library, using the asynchronous successive halving algorithm (Li et al., 2018). For a given set of

hyperparameters, the algorithm trains the WGAN with the ability to stop early on converged

or diverging losses/metrics. The performance of the generator G1 : T → O is then evaluated

using the univariate JSD for each channel. Maximizing the mean increase of JSD with respect

to the JSD between S and T then informs the choice of the next set of hyperparameters. This

is repeated until no other possible combination of hyperparameters is available. The final set

of hyperparameters with their search spaces is given in Table C.1.

In the following, the parameters in Table C.1 which have yet not been defined in Section 6.3

will be discussed. The most important parameter is the gradient threshold ϵ above which the

gradients are clipped. It acts to enforce Lipschitz-continuity of the critics, which is required

to approximate the EMD. As clipping gradients is highly unelegant and the threshold value is

entirely empirical, a specific WGAN gradient penalty has been suggested by Gulrajani et al.

(2017). In theory, it can enforce Lipschitz-continuity dynamically and significantly improve

training stability. However, the results of the present HPO show that it can as easily cause the

training to diverge. The number of pretrain epochs denotes the number of epochs in which the

WGAN is trained using mostly the standard WGAN updates Eq. 6.2 and Eq. 6.1, with Lid

and Lcyc are reduced by a factor of 100 and the other losses are set to 0. The cyclic learning

rate (Smith, 2017) varies the learning rate of the Adam optimizer (Kingma and Ba, 2015)

periodically in the range [λ, 50λ]. The softplus activation function is a continuous version of
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Final Search Space

Generator filters 96 [24, 256]
Critic filters 5 [4, 13]
λGAN 30 [0, 50]
λid 7.5 [0, 10]
λwp 0.002792 [1 · 10−5, 2]
λcc 9 [0, 10]
λtoa 4 [0, 5]
Gradient penalty (GP) no yes/no
λGP - [0.1, 100]
Generator normalization batchnorm batchnorm/instancenorm/none
Generator L2 Regularization yes yes/no
Num. pretrain epochs 0 0, 1, 2
Activation of critic blocks softplus RELU/softplus/linear
Gradient threshold ϵ 0.0498 [0.0001, 0.1]
Learning rate 1 · 10−5 [1 · 10−9, 1 · 10−4]
Cyclic learning rate yes yes/no

Update ratio #F
#G 1 1, 5, 15, 50

Batch size1 800 -
Patch size1 32 -
Dropout probability1 0.1 -

Table C.1.: Hyperparameters found by automatic tuning in the given search spaces. [1] Fixed
and not subject to tuning.

RELU (Eq. C.1) which together with a linear activation are options for the activation of the

hidden layers in the critics.

Softplus(x) =
1

β
log

(︂
1 + eβx

)︂
. (C.1)

In practice, β is usually set to 1, in general β ≥ 1.

The generators may include normalization layers between the convolutional layers, which

can be either the batchnorm (Ioffe and Szegedy, 2015) or the instancenorm (Ulyanov et al.,

2016) variety. Both act as regularizers that stabilize training but can limit the expressiveness

of the model.

A common problem in GAN training is getting stuck in a parameter range in which the

discriminators/critics substantially outperform the generators, preventing any improvement in

the latter. This problem is tackled here with the possibility of the generator having much

more complexity than the critics via the number of filters. Multiple critic gradient updates

per generator update (ratio #F
#G) are made possible, which is a common technique to stabilize

training (Goodfellow et al., 2016b), but the optimal solution here is to always have simultaneous

updates, which shows that the training being generator-limited and that the generator needs

this higher complexity.
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D. Structural Similarity Index Measure

The SSIM DSM was introduced by Wang et al. (2004) to provide a measure of image quality

that is in line with human-perceived quality. The SSIM simultaneously compares the lumi-

nance, contrast and structure of a potentially erroneous image and a ground truth image. DSM

satisfies (Wang et al., 2004):

• DSM (X,Y) = DSM (Y,X)

• DSM ≤ 1

• DSM (X,Y) = 1 if and only if X = Y

The implementation of the luminance, contrast and structure measures are given here by the

TensorFlow implementation 1, which follows the original recommendations by Wang et al.

(2004). After each training epoch DSM is computed on the validation data for each variable in-

dividually and averaged. ComputingDSM (X,Gi(X)) (real/synthetic) andDSM (X,Gj(Gi(X)))

(real/cycled ) provides a good measure of how well individual synthetic scenes fit the source

distribution perceptually. The measure of structure is especially helpful here, as it indicates

the extent to which the WGAN “hallucinates” features, which generative models are known,

and often intended to do. In this application hallucination should be avoided, as roughly the

same atmospheric structure, most importantly cloud cover, should be reproduced. In a sense,

an optimal SSIM is mutually exclusive with optimizing the other metrics, which become opti-

mal for a pronounced change in the statistical distribution of the variables towards the source

distribution.

1https://www.tensorflow.org/api_docs/python/tf/image/ssim (accessed 27th September 2023) for
TensorFlow version 2.11 .
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E. Full Joint Distributions from Domain Adaptation
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Figure E.1.: Complete version of Fig. 6.2 as reference for the distance metrics shown in Fig. 6.3.
The first eight variables are included in the DA, while the cloud fraction clt is diagnosed from
them using Ctoa.
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F. Models for COSP/WGAN-DA Comparison

Model Simulated
instruments

Ensemble-
member

Time period Horizontal
resolution

Reference

CNRM-
CM6-1

CALIPSO,
ISCCP

r1i1p1f2 1979-2014 T127 grid;
250 km

Voldoire
et al. (2019)

CNRM-
ESM2-1

CALIPSO,
ISCCP

r1i1p1f2 1979-2014 T127 grid;
250 km

Séférian
et al. (2019)

GFDL-CM4 CALIPSO,
ISCCP

r1i1p1f1 1979-2014 c96 grid;
250 km

Held et al.
(2019)

HadGEM3-
GC31-LL

ISCCP r1i1p1f3 1979-2014 N96 grid;
250 km

Kuhlbrodt et
al. (2018)

HadGEM3-
GC31-MM

ISCCP r2i1p1f3 1979-2014 N216 grid;
100 km

Kuhlbrodt et
al. (2018)

IPSL-
CM6A-LR

CALIPSO,
ISCCP

r1i1p1f1 1979-2017 LMDZ grid;
250 km

Boucher
et al. (2020)

Table F.1.: Models used to compute cloud cover changes induced by the COSP satellite simu-
lator. All simulations are AMIP. Time periods are inclusive.
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Acronyms

AI artificial intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

AMIP Atmospheric Model Intercomparison Project . . . . . . . . . . . . . . . . . . . . 40

AVHRR Advanced Very High Resolution Radiometer . . . . . . . . . . . . . . . . . . . . 36

CALIOP Cloud-Aerosol Lidar with Orthogonal Polarization . . . . . . . . . . . . . . . . 19

CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation . . . . . . 35

CAPE convective available potential energy . . . . . . . . . . . . . . . . . . . . . . . . . 13

CC4CL Community Cloud retrieval for Climate . . . . . . . . . . . . . . . . . . . . . . . 39

CCClim Cloud Class Climatology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

CC-L 2B-CLDCLASS-LIDAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

cee cloud effective emissivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

cer effective radius of cloud particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

CERES Clouds and the Earth’s Radiant Energy System . . . . . . . . . . . . . . . . . . 9

ceri effective radius of cloud ice particles . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

cerl effective radius of cloud water droplets . . . . . . . . . . . . . . . . . . . . . . . . . 41

CIN convective inhibition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

clt cloud fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

CMIP Climate Model Intercomparison Project . . . . . . . . . . . . . . . . . . . . . . . 33

CNN convolutional neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

cod cloud optical depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

COSP Cloud Feedback Model Intercomparison Project Observation Simulator Package . 93

cph cloud top thermodynamic phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

CPR Cloud Profiling Radar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

CRE cloud radiative effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

CS CloudSat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

cwp cloud water path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

DA domain adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

DL deep learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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Acronyms

ECMWF European Center for Medium Range Weather Forecasts . . . . . . . . . . . . . 37

ECS equilibrium climate sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

EMD earth-movers distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

ESA European Space Agency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

ESA-CCI ESA Cloud cci AVHRR-PMv3 . . . . . . . . . . . . . . . . . . . . . . . . . . . v

GAN generative adversarial network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

GCM global climate model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

GEO geostationary orbit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

GD gradient descent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

GOES Geostationary Operational Environmental Satellite . . . . . . . . . . . . . . . . . 70

GPU graphics processing unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

HPO hyperparameter optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

htop cloud top height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

I2I image-to-image translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

ICON Icosahedral Nonhydrostatic model . . . . . . . . . . . . . . . . . . . . . . . . . . 41

ICON-A Icosahedral Nonhydrostatic Atmosphere model . . . . . . . . . . . . . . . . . . 41

IResNet Invertible Residual Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

ISCCP International Satellite Cloud Climatology Project . . . . . . . . . . . . . . . . . 2

iwp ice water path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

JSD Jensen-Shannon-Divergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

LCL lifting condensation level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

LEO low earth orbit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

lidar light detection and ranging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

LFC level of free convection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

LUT lookup table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

LW longwave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

lwp liquid water path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

lwc liquid water content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

MAE mean absolute error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

MCS mesoscale convective system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

MDI mean decrease in impurity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

ML machine learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

MLP multi-layer perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
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MODIS Moderate Resolution Imaging Spectroradiometer . . . . . . . . . . . . . . . . . 18

MSE mean squared error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

NASA National Aeronautics and Space Administration . . . . . . . . . . . . . . . . . . 8

NN neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

ORAC Optimal Retrieval of Aerosol and Cloud . . . . . . . . . . . . . . . . . . . . . . . 40

ptop cloud top pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

RELU rectified linear unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

ResNet Residual Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

RFRM Random Forest regression model . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

RFO relative frequency of occurrence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

radar radio detection and ranging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

SGD stochastic gradient descent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
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Code and Data Availability

CCClim can be downloaded from zenodo without restrictions under DOI:10.5281/zenodo.8369201

(Kaps et al., 2023b). The ESA-CCI dataset and related information are available under

DOI:10.5676/DWD/ESA CLOUD CCI/AVHRR-PM/V003 (Stengel et al., 2019). The code related

to the Random Forest produced in Chapter 4 can be found at DOI:10.5281/zenodo.7248773.

The code for the production of CCClim and the analysis shown in Chapter 5 is available under

DOI:10.5281/zenodo.10279991. The code for training and analyzing the domain adaptation

models is released under DOI:10.5281/zenodo.10284130. The Cumulo data was downloaded

from https://github.com/FrontierDevelopmentLab/CUMULO 1. The ERA5 data was down-

loaded from the Copernicus Climate Change Service (C3S) (2023) (Copernicus Climate Change

Service, 2019). The results contain modified Copernicus Climate Change Service information

2020. Neither the European Commission nor ECMWF is responsible for any use that may be

made of the Copernicus information or data it contains.

1Last accessed 27th November 2023
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of this dissertation.
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