
Numerical and experimental investigation of self excited
thermoacoustic instabilities in a lean, partially premixed swirl

flame

Michael Pries∗, Andreas Fiolitakis†, Redjem Hadef‡ and Peter Gerlinger§

German Aerospace Center (DLR), Institute of Combustion Technology, 70569 Stuttgart, Germany
Université Oum El Bouaghi, Département de Génie Mécanique, 04000 Oum El Bouaghi, Algeria

The computation of low Mach number self-excited thermoacoustic instabilities using
large eddy simulations requires an efficient compressible, multi-species, reacting flow solver.
Validation of such a method requires detailed experimental data covering the relevant flow and
flame features. Difficulties may arise during the comparison of the numerical and experimental
data, as both are subjected to inaccuracies. In this work, a well known lean, partially premixed
swirl flame is used to demonstrate the excellent performance of the recently developed implicit
characteristic splitting method for computing thermoacoustic instabilities. The swirl flame is
also revisited experimentally with the focus to reduce inaccuracies of former experimental setups
concerning the comparability with the numerical model. In this way, an excellent agreement is
obtained between the numerical and experimental data concerning the acoustic frequencies as
well as flame shapes. A subsequent analysis of the numerical data gives further insight in the
thermoacoustical driving mechanisms as well as the nature of the acoustic eigenmodes.

I. Introduction
Environmental pollution through chemical emissions is a major design criterion developing modern combustion

systems. The reduction of NOx- and CO-emissions leads to the design of lean premixed combustion chamber concepts
prone to thermoacoustic instabilities. Such thermoacoustic instabilities must be avoided as they are associated with
large pressure amplitudes capable to severely damage the combustion system. Ideally, a tendency to thermoacoustic
instabilities is detected in the early phase of the design process by numerical methods. Unfortunately, correspondent
simulations are highly complex and computational expensive. Different approaches have been followed. Large Eddy
Simulation (LES) attempts to capture all relevant effects, but an efficient solver is needed capable of solving the
compressible reacting balance equations at low Mach numbers. The classical approach using density as a primary
variable has proven to be inefficient for low Mach number flows [1]. Main reasons are that the coupling between
density and pressure becomes weak and the compressible system becomes stiff at the incompressible limit [2–5].
By the introduction of preconditioning these problems can be avoided [1, 6–13] but to ensure accuracy an iterative
procedure is needed for each time step. Algorithms using pressure as a primary variable are primarily employed for
the incompressible balance equations. An iterative procedure is often needed to ensure conservation of the variables.
These methods have also been extended to compressible flows [14–22]. Splitting the balance equations into several
subsystems is another approach solving the incompressible and compressible balance equations [23–25] where in
general no iterative procedure is needed. Here, for mildly compressible flows the stiffness problem at low Mach
numbers is frequently avoided by decomposing the balance equations based on the eigenvalues of the convective flux
Jacobian matrix into an advective and non-advective subsystem [26–29]. The approach of [26] uses a semi-implicit
scheme avoiding computationally expensive iterations and has enjoyed extensive usage in various fields. Among these
are various reactive flow simulations [30–38] including spray flames [39–42], aeroacoustic and combustion noise
simulations [43, 44] as well as simulations of combustion instabilities [45, 46]. In the current work a variant of the
semi-implicit characteristic splitting scheme of [26] is employed, where the accuracy and stability of the method is
improved as described in [47]. As the method is fully implicit it is called implicit characteristic splitting (ICS). The ICS
scheme demonstrated its potential for generic benchmark problems, simple test cases as well as complex non-reactive
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turbulent flows. What remains to be proven is the application towards self-excited thermoacoustic instabilities under
realistic conditions.

A frequently used thermoacoustic test case is a model combustor derived from an industrial gas turbine burner
designed by Turbomeca, featuring a lean methane/air swirl flame under atmospheric conditions. Depending on the
operational point this combustor exhibits strong self-excited thermoacoustic pulsations as well as a precessing vortex
core (PVC). Further, the combustor burns either with a detached M-shaped flame or an attached V-shaped flame. A
thermoacoustic pulsating operational point (equivalence ratio 𝜙 = 0.7, thermal power 𝑃th = 25 kW) of the burner is
comprehensively investigated by means of pressure measurements as well as phase resolved measurements for OH*
chemiluminescence, flow velocities, species concentration, and temperature [48–50]. There, a conical V-shaped flame is
observed, while later on in [51] under marginally different conditions a flame with unpredictable transitions between an
attached V-shaped flame and a detached M-shaped flame together with significant pressure amplitude variations is found.
As the differences in the combustor setup and operational conditions of [51] are small compared to [48–50] this already
demonstrates a high sensitivity of the considered swirl flame. In a later experimental study [52] the thermoacoustic
pulsating operational point (𝜙 = 0.7, 𝑃th = 25 kW) has been revisited alongside an operational point burning at a richer
equivalence ratio and a higher thermal power. Comparable to [51], the thermoacoustic pulsating operational point
(𝜙 = 0.7, 𝑃th = 25 kW) in [52] is associated with an anchoring V-shaped flame whereas the second operational point
burning at a richer equivalence ratio and higher thermal power exhibits an M-shaped flame and a lower sound pressure
level. Further, in [52] a PVC structure is detected for the first time and only in the V-shaped flame. In all the studies
mentioned so far (i. e. [48–52]) the fuel is injected into the air flow through a jet in crossflow configuration inside
the swirler vanes resulting in a technically premixed configuration. Opposed to this, numerous studies exist in which
the combustor is operated in a perfectly premixed configuration, where [53, 54] represent the most comprehensive
studies. A detailed investigation of flame shapes and their dependence on equivalence ratio and thermal power is given
in [54]. In contrast to [52], a PVC is detected in the lifted M-shaped flames. Additionally, the thermoacoustic pulsating
operational point (𝜙 = 0.7, 𝑃th = 25 kW) investigated in [48–52] is re-assessed under perfectly premixed conditions
where instead of the V-flame a stable M-flame is measured. Further, in [55] the influence of perfect and technical
premixing is investigated for the operation point (𝜙 = 0.9, 𝑃th = 25 kW) considered there. It is found, that the overall
flame features remain constant under technical and perfect premixing. This finding, together with the observations of
[51] and [54] gives rise to the question, whether a detached M-shaped flame may also occur for the thermoacoustic
pulsating operational point (𝜙 = 0.7, 𝑃th = 25 kW) under technical premixing for certain conditions.

The uncertainties of the thermoacoustic pulsating operational point (𝜙 = 0.7, 𝑃th = 25 kW) in flame shape and
occurrence of the PVC to marginal differences in the experimental setup complicates numerical simulations. Usually,
the numerical method relies on assumptions such as acoustically fully reflecting walls and a gas-proof combustor. In
the experimental setup this is not the case as the combustion chamber is constructed using loosely fitted quartz glass
windows held by metal posts. This contradicts the numerical modelling as loss of acoustical energy and also gaseous
leakage occurs during the experimental runs. Examples for the implications of such effects are given in [56, 57] for
a different swirl burner where strong transversal acoustic modes are present in the numerical results which are not
observed in the experiments. According to [56] the origin of the transversal mode may lie in numerical artifacts, while
the authors of [57] argue that acoustical imperfections and gaseous leakage in the experiment may damp the transversal
mode observed in the simulation. In [57] the transversal mode is successfully damped by a partially reflecting wall
boundary model. The relevance of the acoustical behaviour of the combustor walls is also displayed in [58] where a
similar approach as in [57] is used to dampen transversal modes.

Despite these issues, and due to the extensive measurement data available, the thermoacoustic pulsating operational
point (𝜙 = 0.7, 𝑃th = 25 kW) is an often used case to validate numerical methods with respect to self excited thermoa-
coustic instabilities [45, 59–67]. In this paper, new data are given in terms of pressure and OH* chemiluminescence
measurements where the focus is upon preventing excessive loss of acoustical energy and gaseous leakage. This is
achieved by using an all metal combustion chamber for the pressure measurements and a combustion chamber with a
single optical port for the OH* chemiluminescence measurements.
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II. Numerical method
The balance equations for mass, momentum, energy, and the transport equations for species mass fractions are given

by

𝜕𝜌

𝜕𝑡
+ 𝜕𝜌𝑢𝑖

𝜕𝑥𝑖
= 0, (1)

𝜕𝜌𝑢𝑖

𝜕𝑡
+
𝜕𝜌𝑢𝑖𝑢 𝑗

𝜕𝑥 𝑗

−
𝜕𝜏𝑖 𝑗

𝜕𝑥 𝑗

+ 𝜕𝑝

𝜕𝑥𝑖
= 𝜌 𝑓𝑖 , (2)

𝜕𝜌𝐸

𝜕𝑡
+ 𝜕𝑢𝑖𝜌𝐸

𝜕𝑥𝑖
+ 𝜕𝑢𝑖 𝑝

𝜕𝑥𝑖
−
𝜕𝑢 𝑗𝜏𝑖 𝑗

𝜕𝑥𝑖
+ 𝜕𝑞𝑖

𝜕𝑥𝑖
= 𝜌𝑢𝑖 𝑓𝑖 + 𝑆𝑟 , (3)

𝜕𝜌𝑌𝛼

𝜕𝑡
+ 𝜕𝜌𝑢𝑖𝑌𝛼

𝜕𝑥𝑖
+ 𝜕 𝑗𝛼𝑖

𝜕𝑥𝑖
= 𝑆𝛼 . (4)

In Eqs. (1)-(4) and throughout this work the Einstein notation is used. Further, 𝑥𝑖 are the spatial coordinates, 𝑡 the
physical time, 𝜌 the density, 𝑢𝑖 is the velocity vector, 𝑝 the pressure, 𝐸 is the specific total energy, and 𝑌𝛼 the species
mass fraction for the component 𝛼. The viscous stress tensor is defined by 𝜏𝑖 𝑗 , the vector of the heat flux is given by 𝑞𝑖 ,
and the diffusive mass flux is 𝑗𝛼𝑖 . Radiative and chemical sources are given by 𝑆𝑟 and 𝑆𝛼 whereas volume forces are
denoted by 𝑓𝑖 . The specific total energy is defined as the sum of the specific internal energy and the specific kinetic
energy. A mixture of thermally perfect gases is assumed where the state equation for an ideal gas applies. The ICS
scheme presented in [47] results in

𝜌∗ − 𝜌𝑛

Δ𝑡
+ 𝜕𝜌𝑢𝑖

𝜕𝑥𝑖
− 𝜌

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0, (5)

𝜌𝑢∗
𝑖
− 𝜌𝑢𝑛

𝑖

Δ𝑡
+
𝜕𝜌𝑢𝑖𝑢 𝑗

𝜕𝑥 𝑗

− 𝜌𝑢𝑖
𝜕𝑢 𝑗

𝜕𝑥 𝑗

−
𝜕𝜏𝑖 𝑗

𝜕𝑥 𝑗

= 𝜌 𝑓𝑖 , (6)

𝜌𝐸∗ − 𝜌𝐸𝑛

Δ𝑡
+ 𝜕𝜌𝑢𝑖𝐸

𝜕𝑥𝑖
− 𝜌𝐸

𝜕𝑢𝑖

𝜕𝑥𝑖
−
𝜕𝑢 𝑗𝜏𝑖 𝑗

𝜕𝑥𝑖
+ 𝜕𝑞𝑖

𝜕𝑥𝑖
= 𝜌𝑢𝑖 𝑓𝑖 + 𝑆𝑟 , (7)

𝜌𝑌 ∗
𝛼 − 𝜌𝑌𝑛

𝛼

Δ𝑡
+ 𝜕𝜌𝑢𝑖𝑌𝛼

𝜕𝑥𝑖
− 𝜌𝑌𝛼

𝜕𝑢𝑖

𝜕𝑥𝑖
+ 𝜕 𝑗𝛼𝑖

𝜕𝑥𝑖
= 𝑆𝛼 (8)

for the advective and

𝜌𝑛+1 − 𝜌∗

Δ𝑡
− 1
𝑐2

𝛿𝑝

Δ𝑡
= 0, (9)

𝜌𝑢𝑛+1
𝑖

− 𝜌𝑢∗
𝑖

Δ𝑡
− 𝑢𝑖

𝑐2
𝛿𝑝

Δ𝑡
+ 𝜕

𝜕𝑥𝑖

(
𝑝∗ + 𝑝𝑛+1

2

)
= 0, (10)

𝜌𝐸𝑛+1 − 𝜌𝐸∗

Δ𝑡
− 𝐸

𝑐2
𝛿𝑝

Δ𝑡
+ 𝜕

𝜕𝑥𝑖

(
𝑢𝑖 𝑝

∗ + 𝑢𝑖 𝑝
𝑛+1

2

)
= 0, (11)

𝜌𝑌𝑛+1
𝛼 − 𝜌𝑌 ∗

𝛼

Δ𝑡
− 𝑌𝛼

𝑐2
𝛿𝑝

Δ𝑡
= 0 (12)

for the acoustic subsystems. In Eqs. (5)-(12), 𝑐 is the speed of sound, Δ𝑡 denotes the discrete time step size whereas (·)𝑛
and (·)𝑛+1 represent the current and next time levels whereas (·)∗ denotes the intermediate solution. With 𝛿𝑝 = 𝑝𝑛+1− 𝑝∗

a pressure correction is introduced and the corresponding equation is given by

𝜕2

𝜕𝑥𝑖𝑥𝑖
𝛿𝑝 − 𝜕

𝜕𝑥𝑖

(
2𝑢𝑖
Δ𝑡𝑐2 𝛿𝑝

)
− 4
𝑐2Δ𝑡2

𝛿𝑝

= −2
𝜕2

𝜕𝑥𝑖𝑥𝑖
𝑝∗ + 4

Δ𝑡

(
𝜌∗ + 𝜌𝑛

2
𝜕𝑢𝑛

𝑖

𝜕𝑥𝑖

)
(13)

as derived in [47]. Further, to prevent instabilities of the numerical solution, a stabilization term is introduced for the
pressure update given by

𝑝𝑛+1 = 𝑝∗ + 𝛿𝑝 + (1 − 𝜓(𝑝))^2Δ
2𝑝 + ^4Δ

4𝑝, (14)
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Fig. 1 Schematic drawing of the investigated combustion device.

where 𝜓(𝑝) is a limiter function based on pressure as defined in [68], ^2 as well as ^4 are case dependent coefficients,
and Δ2 and Δ4 are diffusion operators of second and fourth order. For the LES simulation of the lean swirl burner,
Eqs. (5)-(13) are used in their filtered form and discretized using a finite volume approach. The advective subsystem
Eqs. (5)-(8) is discretized using a temporal second order implicit Crank Nicolson scheme. Application of an implicit
instead of an explicit discretization increases the stability (which is especially beneficial for numerically stiff combustion
problems) but leads to a nonlinear system of equations. Using the Newton Raphson scheme a fully implicit procedure
for the advective subsystem is obtained. The pressure correction equation (Eq. (13)) is also discretized in a fully implicit
manner. For the pressure correction variable 𝛿𝑝, Dirichlet boundary conditions are applied at inflows and outflows
whereas at walls von Neumann boundary conditions are used. Subsequent to solving the pressure correction equation
the solution is advanced in an explicit manner using Eqs. (9)-(12) as well as the known pressure correction variable 𝛿𝑝.
A more detailed in depth description of the method is given in [47].

III. Diagnostic techniques

Pressure recording
Pressure inside the combustion chamber and the air plenum is measured using remote microphone probes. They

are equipped with B&K Type 4939 condenser microphones and are calibrated to recover the actual wall pressure
inside the combustion device. A two-step calibration procedure according to [69–71] is applied, using an in house
calibration device featuring an Visaton FR8 speaker. The pressure signals are recorded simultaneously by means of an
A/D converter with an sampling rate of 100 kHz.

Chemiluminescence imaging
An intensified CMOS camera (LaVision HS-IRO/LaVision HSS8) equipped with a 64-mm focal length, f/2 UV

lens and a bandpass filter (310-320 nm) by AHF is used to record the line-of-sight integrated OH* chemiluminescence
signal emitted by the flame which acts as a marker for the heat release. The field of view covers the complete cross
section of the combustion chamber. For different operational points the intensifiers gate time is kept constant while the
gain is adjusted. To account for inaccuracies of the detector, a flat-field correction is applied to each frame. The frame
rate of 15 kHz is also kept constant for all measurements. Alongside each camera recording a measurement of the
combustion chamber pressure is made to provide each frame with a pressure value.

IV. Experimental details and numerical modelling
A schematic drawing of the investigated combustion device is given in Fig. 1. The device in Fig. 1 is operated under

atmospheric conditions in a technically premixed configuration. In the technically premixed configuration air and fuel
are fed separately into the air and fuel plenum. Therefore, mixing takes place inside the twelve swirler vanes where the
fuel is injected through a jet in crossflow configuration. The combustion chamber is mounted on top of the swirl burner
and has a square cross section of 85x85 mm and a height of 114 mm. Experimentally, two different configurations are
tested. Configuration A1 (cf. Fig. 1) utilizes the combustion chamber as used in [50] where the chamber side walls are

4

D
ow

nl
oa

de
d 

by
 F

lo
ri

an
 S

et
zw

ei
n 

on
 J

an
ua

ry
 2

2,
 2

02
4 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
02

4-
05

92
 



Table 1 Investigated operational points

operational point mass-flow air mass-flow methane thermal power equivalence ratio

case 1 743 g/min 30 g/min 25 kW 0.7
case 2 650 g/min 30 g/min 25 kW 0.8

Table 2 Outflow parameters.

model parameter 𝜎 Mach number 𝑀𝑎 characteristic length 𝑙 target pressure 𝑝trgt

0.58 0.05 0.114 m 1 bar

held by metal corner posts. As opposed to [50] in the new investigations only one side wall is equipped with a 1.5 mm
thick quartz glass whereas the remaining three side walls are build of 2 mm thick sheet metal. Unlike the quartz glass
the sheet metal inserts are tightly fit in order to reduce vibrations and gaseous leakage. To further reduce potential
losses due to vibration of the side walls configuration A2 is used. Here, a separate combustion chamber is constructed
out of 6 mm thick sheet metal walls which are welded together forming a gas-proof confinement. As no optical access is
possible, configuration A2 is only used for pressure measurements. The flow rates of air and methane are controlled by
Brooks Type 5853S mass-flow meters and monitored by Siemens Sitrans-FC MassFlo 2100 coriolis flowmeters. An
overview of the considered operational points is given in Tab. 1 assuming an air composition of 23% oxygen mass
fraction (O2) and 77% nitrogen mass fraction (N2). To provide a defined acoustic inlet boundary condition a choked
orifice plate is used 45 mm upstream of the air plenum in the air supply line.

Considering the numerical aspects, the confined fluid domain of the device depicted in Fig. 1 is discretized by an
unstructured grid of approximately ten million volumes. The ICS-scheme as described in Sec. II is used to compute the
reactive flow of the operational points considered in Tab. 1, where a computational timestep of 0.1`𝑠 is used. Inflow and
outflows are modelled by means of the Navier-Stokes characteristic boundary conditions (NSCBC) [72]. Comparable to
the experiments, an acoustically fully reflective air inflow boundary with a constant mass-flow rate and a temperature of
320 K is chosen. Further, the inflow boundary to the fuel plenum is also considered to be acoustically fully reflective
and a fuel temperature of 320 K is prescribed. For the combustor outflow a non reflective approach is chosen where the
characteristic wave amplitude is prescribed according to [73] with the parameter set given in Tab. 2. The walls of the
combustor are considered to be isothermal and acoustically fully reflective. A temperature of 320 K is prescribed at the
walls of the air plenum, swirler, and fuel plenum. For the combustion chamber base plate wall a linear fit for the wall
temperatures according to the measurement results given in [74] is used whereas the sidewall temperature is fit using a
polynomial base function according to the findings in [75]. The temperatures of the walls connecting the swirler and
the combustion chamber base plate are linearly interpolated. Further, the combustion processes are modeled using a
finite-rate chemistry approach, where chemical kinetics are described by the DRM19 [76] mechanism. The WALE
model [77] with a model constant 𝐶𝑊 = 0.4 is used as a sub gird scale model for the LES and the filtered chemical
source term is closed by means of an assumed probability density function [78] approach.

V. Results

A. Experimental findings
Selected time intervals of the pressure measurements as well as the corresponding phase space reconstruction from

configuration A2 for case 1 and case 2 are displayed in Fig. 2 and Fig. 3. In case 1 as well as in case 2 the amplitude of
the air plenum pressure is higher than that of the combustion chamber pressure. Moreover, the combustion chamber
pressure of case 1 displays a pronounced double peak in the time signal where local maxima are found for Φ3 and Φ7.
This is in accordance with the findings of prior measurements for case 1 given in [45]. The pronounced double peak
of the combustion chamber pressure leads to the double loop attractor displayed in Fig. 2b. Additionally, a phase lag
of less than 𝜋 can be observed between the pressure signals of the combustion chamber and the air plenum. Similar
observations are made for case 2. Here, the phase lag is again less than 𝜋 but no pronounced second peak is observed at
Φ7. In phase space (cf. Fig. 3b) a deformed single loop attractor is revealed. The corresponding power spectral densities
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Fig. 2 Selected time interval from the simultaneously measured pressure signal of configuration A2 and case 1.
a) Pressure inside the air plenum ( ), combustion chamber ( ), and definition of phases (Φ1 to Φ8). b)
combustion chamber pressure plotted in phase space (𝜏 = 0.56 ms)

0 2 4
t in ms +1.5e2

−4.5

−3.0

−1.5

0.0

1.5

3.0

4.5

𝑝
in

kP
a

Φ1

Φ2

Φ3
Φ4

Φ5
Φ6

Φ7

Φ8

a)

𝑝(𝑡) in kPa

−1.5
0.0

1.5

𝑝(𝑡 +
𝜏) in kPa−1.5

0.0
1.5

𝑝
(𝑡
+

2𝜏
) i

n
kP

a

−1.5

0.0

1.5

b)

Fig. 3 Selected time interval from the simultaneously measured pressure signal of configuration A2 and case 2.
a) Pressure inside the air plenum ( ), combustion chamber ( ), and definition of phases (Φ1 to Φ8). b)
combustion chamber pressure plotted in phase space (𝜏 = 0.66 ms)

(PSDs) computed using Welchs method for case 1 and case 2 are displayed in Fig. 4. In Fig. 4a the PSD for case 1
alongside the PSDs measured with a combustion chamber equipped with quartz glass walls (cf. [45]) and sheet metal
(cf. [45]) are given. Due to the new calibration method used, a frequency range up to 5000 Hz is available, revealing no
prominent high frequency modes in the stiff combustion chamber configuration A2. Focusing on the first prominent
peak, a slightly higher frequency for configuration A2 ( 𝑓A21 = 284 Hz) is found as compared to the measurements with
quartz glass walls ( 𝑓glass = 276 Hz) and sheet metal walls ( 𝑓metal = 274 Hz). Considering the amplitudes, a same order
of magnitude is observed using the configuration A2 as compared to the measurements with glass and sheet metal walls.
As expected, the amplitudes of the peaks for configuration A2 and the sheet metal setup are higher than the amplitudes
of the quartz glass setup. However, comparing the amplitudes of the peaks for configuration A2 and measurements with
sheet metal, lower values are found for configuration A2. This unintuitive behaviour may either be attributed to the new
calibration method used for configuration A2 or to the different probe design and usage of piezo-resistive sensors in
the measurements of the sheet metal configuration (cf. [45]). Further, the measurements for configuration A2 reveal
additional peaks at higher harmonic frequencies which have not been seen or at least were only slightly visible in prior
measurement of case 1. Looking at Fig. 4b, the PSD of case 2 reveals a comparable power distribution as case 1. Again,
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Fig. 4 Computed power spectral density for the measured pressures inside the combustion chamber of
configuration A2 for case 1 (a)) and case 2 (b)). ( ) configuration A2 ( ) measurements with sheet metal
walls [45] ( ) measurements with quartz glass walls [45]

three prominent peaks are visible whereby the first peak ( 𝑓A22 = 343 Hz) shows a higher frequency as compared to
case 1 due to the richer regime and higher combustion chamber temperatures. Also the difference in amplitude between
the first and second peak appears to be larger, leading to the deformed single loop attractor displayed in Fig. 3b. In Fig. 5
and Fig. 6 the phase averaged OH*-chemiluminescence measurements are displayed for configuration A1 of case 1
and case 2. The definition of each phase is based on the pressure inside the combustion chamber. This is exemplarily
depicted for a single oscillation for configuration A2 in Fig. 2a (case 1) and Fig. 3a (case 2). The corresponding camera
recordings obtained are then averaged and the signals are normalized. A comparability in between the signal intensities
for the phases of each case is possible whereas no comparability is given in between case 1 and case 2. Considering the
different phases, case 1 and case 2 show a similar pattern as largest amounts of OH* are detected for phases Φ4 to Φ6
with a maximum at Φ5. However, the shapes differ between case 1 and case 2. For case 1 no OH* is detected close to
the swirl injector whereas significant amounts are detected for case 2. As OH*-chemiluminescence acts as a marker for
heat release, a detached flame is observed for case 1 and an attached flame for case 2.

B. Numerical findings

Comparison against measurement data
Time intervals for the computed pressure inside the combustion chamber and the air plenum are given in Fig. 7 for

case 1 and in Fig. 8 for case 2. As observed for the measurements (Fig. 2 and Fig. 3), for both cases, the pressure amplitude
in the air plenum is larger than the pressure amplitude inside the combustion chamber. Additionally, the pressure
amplitudes are overpredicted for the computed results as compared to the measurements. Further, the pronounced
double peak for the combustion chamber pressure of case 1 is not observed for the computed results. However, in
frequency space an overall good agreement is obtained for case 1 as displayed in Fig. 9 and for case 2 displayed in Fig. 10.
While for case 1 the amplitude of the first peak is slightly overpredicted, the frequencies match perfectly. Additionally
the difference in amplitude between the first two peaks for case 1 is larger than for the measurements which explains the
missing double peak in the pressure signal of Fig. 7. For case 2 the amplitudes of the peaks are in a good agreement but
the frequencies deviate slightly from the measurements. As for the OH*-chemiluminescence measurements a phase
averaging is performed based on the computed results. Here, instead of the OH*-chemiluminescence the line of sight
integrated heat release is averaged. The averaging procedure is the same as for the experiments and the phase locations
are displayed for a single oscillation in Fig. 7 for case 1 and Fig. 8 for case 2. The phase averaged heat release of case 1
is given by Fig. 11 and of case 2 by Fig. 12. Again, a good agreement as compared to the measurements is found. In
both cases, the main heat release takes place in phases Φ3 to Φ5. Also the flame shape and the lift off height is matched
exactly for case 1. For case 2, the flame displays a slightly higher tendency to be detached from the injector as compared
to the experiments but compared to case 1 a clear attachment trend is observed.
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Fig. 5 Phase averaged OH*-chemiluminescence measurements for case 1

0
20
40
60
80

100 Φ1 Φ2 Φ3 Φ4

20 0 20
0

20
40
60
80

100 Φ5

20 0 20

Φ6

20 0 20

Φ7

20 0 20

Φ8

0.00

0.25

0.50

0.75

1.00

no
rm

al
iz

ed
 c

ou
nt

x1 in mm

x
3
 in

 m
m

Fig. 6 Phase averaged OH*-chemiluminescence measurements for case 2
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Fig. 7 Selected time interval from the computed pressure signal of case 1. Pressure inside the air plenum ( ),
combustion chamber ( ), and definition of phases (Φ1 to Φ8).
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Fig. 8 Selected time interval from the computed pressure signal of case 2. Pressure inside the air plenum ( ),
combustion chamber ( ), and definition of phases (Φ1 to Φ8).
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Fig. 9 Comparison of the PSDs for case 1. ICS scheme ( ). Measurements configuration A2 ( )

Thermoacoustic limit cycle
The thermoacoustic oscillation cycle can be explained by considering the pressure history given in Fig. 7 in

combination with the phase averaged heat release displayed in Fig. 11 and the phase averaged methane mass fraction
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Fig. 10 Comparison of the PSDs for case 2. ICS scheme ( ). Measurements configuration A2 ( )
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Fig. 11 Phase averaged heat release for the computed case 1

alongside the velocities shown in Fig. 13. Starting in phase Φ1 the pressure inside the combustion chamber is below the
pressure inside the air plenum. As displayed in Fig. 13, this results in a a discharge of fuel rich gas into the combustion
chamber. During this phase, the inner and outer recirculation zones are fully developed. In phase Φ2, the combustion
processes increase in intensity and reach their peak during phases Φ4 and Φ5, as displayed in Fig. 11. Due to the increase
in combustion intensity, the volumetric expansion of the gas leads to an increase in pressure inside the combustion
chamber. For the phases Φ3 to Φ5 this results in a state, where the pressure inside the combustion chamber overshoots
the pressure inside the air plenum (cf. Fig. 7). Consequently, the flow out of the injector becomes weaker and less fuel
rich gas is transported into the combustion zone. In Fig. 13 phase Φ5, an actual flow reversal can be observed. This
blockage effect of the flame also leads to an increase of pressure inside the air plenum. From phase Φ5 onward the
pressure inside the air plenum is again higher than inside the combustion chamber and the flow from air plenum to
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Fig. 12 Phase averaged heat release for the computed case 2

combustion chamber is again building up. At the same time, most of the fuel is consumed by combustion and due to the
blockage effect no fresh fuel rich gas has entered the combustion chamber. Therefore, the flame intensity is decreasing.
With phases Φ7 and Φ8 the recirculation zones begin to rebuild and fuel rich gas is again discharged into the combustion
chamber. This leads to phase Φ1 and to a restart of the thermoacoustic cycle.

Mode analysis
The multiresolution proper orthogonal decomposition (MRPOD) of [79–81] is used to identify the thermoacoustic

mode characteristics as well as coherent structures of the flow field. The MRPOD is used instead of the conventional
proper orthogonal decomposition (POD) as the former has the ability to perform a POD for discrete frequency bands.
The discrete frequency bands denoted by 𝐼 used for the analysis together with the PSD of the combustion chamber
pressure as a reference are given in Fig. 14. Whereas, the MRPOD of a variable Z (𝑥𝑖 , 𝑡) in the frequency band 𝐼 is
denoted by

Z (𝑥𝑖 , 𝑡) ′𝐼 =

𝑁∑︁
𝑘=1

𝑎𝑘,𝐼 (Z, 𝑡) 𝜙𝑘,𝐼 (Z, 𝑥𝑖), (15)

with 𝑁 being the length of the time series, 𝑎𝑘,𝐼 (Z, 𝑡) the 𝑘th temporal coefficient of the frequency band 𝐼, and 𝜙𝑘,𝐼 (Z, 𝑥𝑖)
the corresponding spatial mode. Further, Z (𝑥𝑖 , 𝑡) ′ denotes the fluctuation and ⟨ Z (𝑥𝑖 , 𝑡)⟩ the time average of the variable
Z (𝑥𝑖 , 𝑡), as in

Z (𝑥𝑖 , 𝑡) = ⟨Z (𝑥𝑖 , 𝑡)⟩ + Z (𝑥𝑖 , 𝑡) ′ . (16)

Performing the MRPOD for the frequency bands 𝐼1 and 𝐼2 of variables pressure 𝑝 and axial velocity 𝑢3 the relative energy
contents for the resulting modes are given in Fig. 15. Concerning the relative energy content of the MRPOD-modes for
𝑝 in the interval 𝐼1 displayed by Fig. 15 it is clear, that only the modes 𝜙1,𝐼1 (𝑝) and 𝜙2,𝐼1 (𝑝) contribute to the oscillation
observed for the first peak in Fig. 9. A slice through the central 𝑥1-𝑥3-plane for the first two spatial MRPOD pressure
modes in the frequency band 𝐼1 for case 1 (𝜙1,𝐼1 (𝑝) and 𝜙2,𝐼1 (𝑝)) is displayed in Fig. 16. In addition, a profile of
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Fig. 13 Phase averaged methane mass fraction (contours) and phase averaged velocity (vectors) for case 1.
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Fig. 14 Squared gain of filters used for the MRPOD analysis.

the spatial mode data extracted along a path through the combustion device is shown. The contour plot for the first
mode 𝜙1,𝐼1 (𝑝) indicates no change perpendicular to the axial 𝑥3-direction in the air plenum and large regions of the
combustion chamber. The same can be observed for the second mode 𝜙2,𝐼1 (𝑝). This displays the longitudinal nature of
the pressure oscillation observed for the first peak of Fig. 9. Further, by looking at the values along the path for mode
𝜙1,𝐼1 (𝑝) shows that the pressure inside the air plenum and the combustion chamber oscillates with the same phase for
mode 𝜙1,𝐼1 (𝑝). The second spatial pressure mode 𝜙2,𝐼1 (𝑝) however, reveals that the pressure inside the air plenum
and the combustion chamber oscillates out-of-phase for mode 𝜙2,𝐼1 (𝑝). Considering the pressure history of Fig. 7 a
phase shift between the pressure inside the plenum and the chamber is observed. Under the observations made for
𝜙1,𝐼1 (𝑝) and 𝜙2,𝐼1 (𝑝) this implies, that an interplay of the MRPOD pressure modes 𝜙1,𝐼1 (𝑝) and 𝜙2,𝐼1 (𝑝) in the interval
𝐼1 may be responsible for this phase shift as these modes are the most energetic contributors. Indeed, by using Eq. (15)
to reconstruct 𝑝′ for the pressure inside the air plenum and the combustion chamber (i.e. using only spatial modes
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Fig. 15 Relative energy content of the aquired MRPOD modes for case 1.

10
6
2

2
6

φ
2,
I 1
(p

)x
10

4

150 50 50 150
x3 in mm

8
7
6
5
4

φ
1,
I 1
(p

)x
10

4

150 50 50 150
x3 in mm

-8.0 -6.0 -4.0 -2.0
φ1, I1(p)x104

-10.0 -6.0 -2.0 2.0 6.0
φ2, I1(p)x104

Fig. 16 Spatial MRPOD pressure modes 𝜙1,𝐼1 (𝑝) and 𝜙2,𝐼1 (𝑝) for interval 𝐼1 in 𝑥1-𝑥3-plane (top) and extracted
along the path (bottom) for case 1. The path is displayed in the contour plots by ( )

𝜙1,𝐼1 (𝑝), 𝜙2,𝐼1 (𝑝), and their respective temporal coefficients 𝑎1,𝐼1 (𝑝) and 𝑎2,𝐼1 (𝑝)) a similar phase shift is obtained
as displayed in Fig. 17. Further, this observation is backed by the experimental data where also such a phase shift
can be observed (cf. Fig 2). Considering the relative energy contents for the MRPOD of the axial velocity in Fig. 15,
again, most of the energy is accumulated in the first two modes (𝜙1,𝐼1 (𝑢3) and 𝜙2,𝐼1 (𝑢3)). Also for the second peak
within the interval 𝐼2, a large part is covered by 𝜙1,𝐼2 (𝑢3) and 𝜙2,𝐼2 (𝑢3). These first two modes are also found in the
relative energy contents of the MRPOD pressure modes. It is therefore assumed that they are related to the acoustic
oscillations. Further, the swirl burner is known to exhibit a PVC structure for certain operational points. The PVC is
associated with a frequency within the frequency band 𝐼2. Such a hydrodynamic structure is characterized by two modes
of identical energy content as found for modes 𝜙3,𝐼2 (𝑢3) and 𝜙4,𝐼2 (𝑢3). As shown in Fig. 18 even though the energy
content of 𝜙3,𝐼2 (𝑢3) and 𝜙4,𝐼2 (𝑢3) is marginal as compared to modes 𝜙1,𝐼2 (𝑢3) and 𝜙2,𝐼2 (𝑢3) a clear PVC structure is
obtained. Whether the PVC is present throughout all phases of the thermoacoustic cycle as well as its influence on the
thermoacoustic instabilities needs further clarification.
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Fig. 17 Selected time interval of the reconstructed pressure fluctuations for the first two MRPOD pressure
modes of case 1. ( ) combustion chamber. ( ) air plenum
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Fig. 18 PVC structure in spatial MRPOD velocity modes 𝜙3,𝐼2 (𝑢3) (left) and 𝜙4,𝐼2 (𝑢3) (right).

VI. Summary and Conclusion
New measurement results for two lean partially premixed swirl flames with focus on reduction of acoustic and

gaseous losses are presented. Therefore, pressure measurements are conducted using an stiff combustion chamber
without optical access. Further, a combustion chamber providing a optical access at one side only is used for high speed
OH*-chemiluminescence measurements in order to assess the spatial distribution of the heat release. Alongside the
experimental efforts the cases are also investigated numerically using the recently proposed ICS-method. The findings
can be summarized as follows:

• The application of the stiff combustion chamber (configuration A2) alongside the two-step calibration does not
reveal any significant peaks at higher frequencies. Further, no increase in pressure amplitude is observed by the
application of configuration A2 as compared to prior experiments utilizing sheet metal walls.

• Experimentally, for configuration A1 a detached flame is found for case 1 while for case 2 an attached flame is
observed.

• The capabilities of the ICS-scheme computing self excited thermoacoustic instabilities is demonstrated. Concerning
the frequencies of the excited pressure oscillations for the cases considered, excellent results are obtained compared
to the experimental findings. However, the amplitudes are slightly overestimated by the simulations. In contrast,
the spatial distribution of the phase averaged heat release is in a very good agreement compared to the OH*-
chemiluminescence measurements. Therefore, the ICS-scheme is seen to be capable of computing self exited
thermoacoustic combustion instabilities independent of operational conditions.

• Through the application of the MRPOD method it is revealed that the main thermoacoustic mode is driven by
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a superposition of the two most energetic pressure modes inside the combustion chamber and the air plenum.
Where the pressure mode with the highest energy leads to an in phase oscillation of air plenum and combustion
chamber and the second most energetic mode leads to an out-of-phase oscillation.

• Finally, using the MRPOD method it is confirmed, that an PVC is present under the operational conditions of
case 1.
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